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ABSTRACT

The conventional approach to modelling electroepggnsor systems is to develop
separate models for individual systems or clasdesystem, depending on the
detector technology employed in the sensor andpipécation. However, this ignores
commonality in design and in components of thestesys. A generic approach is
presented for modelling a variety of sensor systepsrating in the infrared

waveband that also allows systems to be modell¢d aviferent levels of detail and

at different stages of the product lifecycle. Thewvsion of different model types

(parametric and image-flow descriptions) within teneric framework can allow

valuable insights to be gained.

Keywords. Electro-optic sensor system, infrared, generid@hocomputer simulation
1.0 Introduction

In the application of modelling and simulation teitfues models are often created on
a one-off basis for a specific task. In industrgwndesigns of engineering systems,
similar in many ways to earlier systems, often spawmpletely new models [1].
Also, these models are seldom validated or adelyuatecumented. A poorly-
documented model of questionable validity is urlike be widely used, let alone re-
used. This paper outlines an approach to the dewedat of generic models for
electro-optic systems. The approach encourageseaeali models and offers a
rigorous approach to validation and documentation.

2.0 Electro-optic systems

Electro-optic (EO) sensors convert photons intccteleal signals. They are used
within EO systems for imaging and different teclugiés allow operation of EO
systems over the ultra-violet, visible and infrd-rgavebands. Applications include
Infra-Red Search and Track (IRST) systems, Miséillerning Systems (MWS) and
Thermal Imager (TI) systems.



EO sensor systems involve a number of elementisidimg the scanning and steering
devices, optical components, a detector (with aatemtreadout electronics hardware)
and signal processing hardware and software. Elenterbe modelled may include
non-linear dynamic systems (e.g. target motion)nospheric effects such as
attenuation; optical and detector elements; elaatroircuitry and associated noise
sources; the signal processing system; and thédaglisystem (including elementary
eye-brain system modelling in some cases). Figusbdwvs a basic, simplified EO
system block diagram.
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Figure 1. Basic electro-optic system block diagram

2.1 Performance assessment in electro-optic sensor systems

Determining the performance of an EO sensor systeectly is a difficult, time-
consuming and often costly exercise. The functiopatformance of individual
components of the system can often be quantifietulaboratory conditions but the
overall performance of the complete system canoselthe assessed in that way.
Performance tests on a full system usually reqiigdd trials on production or pre-
production equipment. Design problems highlightgdthals may demand costly
reworking and further trials. It is also noted tliaals may cover only part of the
operational envelope of the equipment and so seftdeasompletion of trials does not
imply a problem-free system.

Field trials involve creating scenarios of interesassess the performance in different
conditions. Such testing requires careful timingsehsor, target and scene object
movements as well a possible decoy and countermeagployment for military
applications. Weather conditions may provide ahrtdifficulty in that the weather
experienced in trials may not be the condition$iritvhich the sensor must operate.

2.2 Therole of modelling and simulation

Mathematical modelling and simulation can addressesof the above problems and
help to fill the gap between design and the realitof the system performance.
Modelling has many functions. For EO sensor systeammodel has a number of
possible benefits, including an early assessmemvefall performance within or
beyond the normal operating envelope, and insigfiat parameter dependencies and
sensitivities which can help in design optimisatz minimise design re-work.



Two broad classes of model are commonly used irEt@esystems field. These are
traditional parametric models andmage-flow models [2]. Parametric models can
characterise a given system using a relatively lsmahber of key quantities and

establish relationships in terms of couplings anteridependencies. Image-flow
models describe the effect of EO system elementsrins of images at each stage of
the processing chain [3]. Such models allow theatfbf optical aberrations and noise
sources to be seen rather than to be describedematitally. One advantage of

image flow models is that they provide a convenigst-bed for signal processing
algorithms.

3.0 The concept of a generic sensor model

The potential benefits from adopting a more genapicroach to the modelling of EO
systems are considerable. Speed of developmemnewf models is possibly the
greatest benefit, along with the associated coshgs. Establishing the validity of a
complex model in clearly defined steps is anotberause this allows model results
to be used with greater confidence. Furthermoageetbility and inheritance problems
are removed by introducing a generic framework aagteful duplication of effort
can be avoided [1].

The term ‘generic’ is defined, for the purposestioé work described here, as

‘general, not specific or special’. In the caseE® systems, the similarity of the

fundamental components that constitute a systetcébghain, detector, electronics,

processing and display, as shown in Figure 1) deuhe basis for the generic

representation. From this generic architecturesdicific EO systems can be derived
[2,4-7]. Similar approaches involving generic ma@deblve been adopted in other
fields of application such as gas turbines [8] poder electronic systems [9]. In the

last of these application areas (power electrortizs)central importance of models

and the potential benefits of using standard bagdilocks [10] in the development of

future systems is receiving particular attentioh [dore general issues associated
with model re-use, which is of central importanceéeneric models, have been raised
in other recent publications (e.g. [11]).

A Generic Sensor Model (GSM) must have a flexibieh#ecture so that different

system types may be represented. Although this teidetailed enough to allow
some variations between systems, sub-systems quareants to be modelled, it must
allow a clear understanding of a model's design pednit rapid reconfiguration.

Categorising EO system components to enable anyjiilication to be described
requires an in-depth understanding of real systéis®, the requirement to describe
the EO system with varying degrees of complexitghier complicates the design of
the generic model.

The methodology has developed through a series asfageable steps in which a
highly flexible GSM was created in parallel with racspecific models for particular
types of EO system. The first of these exampleslved a Thermal Imaging (TI)

system. The complete process of building up the G&A8 termed a “waterfall”

cascade process in which the full generic functipnaf the GSM was added to in
stages and proven in each instance via a specffdeiing example of a real system.
This growing “waterfall” allowed the GSM developnteén be robust and the risk of



the development process to be minimised. Figutki&nates the “waterfall” cascade
process.
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Figure 2. Schematic diagram illustrating approacgedneric sensor modelling based on the “reservoir
structure and involving creation of models of sfiecensor systems (a Thermal Imager system (TI),
an Infra-Red Search and Track system (IRST) andsaild Warning System (MWS)) in parallel with
the generic sensor model (GSM).

Initially, the generic model was validated againsal data for a specific thermal
imaging system [4]. The second stage involved aldm the functionality of the

generic model with additional elements for InfradR8earch and Track (IRST)
systems [4,5,6]. Once again the generic model wafigured to represent a specific
system so that it could be validated. The sameaoagprof deriving a specific model
from a generic framework, validating it againstlrdata, and then integrating new
component models back into the generic sensor medsl applied again with a
Missile Warning System (MWS) [4,7].

This approach has a number of advantages. Firshyeaks the problem down into a
number of parts. By developing models of specifysteams in parallel with the

development of the generic model, confidence magdiablished and new modules
within the GSM structure can be added with the kulbwledge of the behaviour,

sensitivities, error bounds and interfaces requifexithe GSM becomes larger, the
need to avoid changes to its structure becomes mmmidemore important. Risk is
further minimised by the iterative nature of th@aach.

Another feature of this approach is that it progidesolution to the problem of how to
validate a generic model. Although the full GSM mainbe completely validated,
specific configurations of the model can be tesasdcan most modules within the
generic description. To validate individual modulasd specific configurations
representing particular EO sensor systems, an a@ppon of the model's strengths
and weaknesses can be built up together with aaratahding of sensitivities and the
valid operational envelope.



Modifications to the generic model can be testedhadiately, through regressive

testing methods analogous to those used in softe@de testing, for specific model

configurations that have been tested earlier. Tivestigation of new EO system

configurations, not already considered in termghefgeneric model, force the re-use
of sub-models and test the generic philosophy tedéa If, at any stage, it is found

that the approach fails, then either a fundametesign flaw will have been exposed
in the model or a limitation will have been foumdthe generic approach. Detailed
issues of testing and validation of the generic ehage discussed more extensively in
an associated paper [12].

4.0 A methodology and design for a generic electro-optic sensor model

The approach taken was based on simplicity and taotdu Achieving a simple
design in a model of this kind is not easy, giviea tomplexity of the problem, the
numerous EO applications to be represented andattyeng levels of model detail to
be included. However, a simple model design waa aseessential in order to create
a truly generic description for a variety of apptions.

4.1 Softwar e tools and the design approach

Selective use of software engineering tools askistehe design process. A balance
was struck between stringent software engineeriagtigces developed for safety-
critical software and the less structured appragaterally taken to simulation. The
number and variety of the GSM requirements impasigaificant demands and
requires a software tool to manage, analyse andotidate requirements. The
software package RTM (Requirements Traceability &gment) [13] was selected
for this task. The nature of the GSM lends itselfattop-down functional approach
and the analysis and design tasks were undertakgrg deamwork [14] which
implements the Yourdon [15] methodology. This tpobvides a traceable path for
design changes and although it provides much irdtion about a system there are
elements missing, such as a mechanism for desgrimng information or time-
dependent behaviour in the system. However, thedéumethodology was adopted
for the GSM because no approach was identifieddbald fully describe all aspects
of a system design and time-dependent performamas not an important aspect of
this application.

4.2 Requirements engineering

Requirements engineering is a term used to describe the process of defimhg
requirements for a software system and the anahessled to produce a software
specification. It should provide a reference pdortthe whole design and helps to
ensure that software will be easy to modify.

Every requirement is defined by a clear stateménted and is numbered and cross-
referenced. In some cases requirements definitiod analysis tasks may be
augmented by diagrams known @sceptual models [6], which illustrate the main
operations of a system.

Once a set of requirements has been establisimeddts to be validated to reduce the
risk of costly errors being introduced at the stdithe design process and propagating



through the lifecycle of the software. The prinegplof requirements testing and
validation are based upon testing, verification amadldation principles that apply
generally within software engineering.

The aims and objectives of the GSM were expanddd @ set of specific
requirements involving a) the model functionality) the software tools and
framework, ¢) input and output quantities, d) opieral scenarios, e) interfaces, f)
documentation and g) model version control.

4.3 Design levelsfor the generic model

The GSM design comprises functional and processgpgesentations of the system
as well as data flow, logic flow and screen defloms. Figure 3 shows definitions for
the architectural layers and terms. The processstablishing levels in this way has
been termedlesign levelling. This provides a means of relating the many indialdu
mathematical models developed for the GSM to e#ltbr@nd mapping them on to a
single, consistent, architectural design. Once istetscy has been established across
the model, different elements at the same levet thge same depth of design detail.
This is an iterative process since the need foariqular level of detail within a
model may increase or decrease as the architectesadn progresses. As illustrated
in Figure 3, five levels of software were defineat the GSM and these are as
follows:

» Context Level - Defines the environment for tHeNG

* Functional Block Level - Establishes groupingswidtionality.

* Module Level - Provides a collection of linkedsagn features
within each functional block

* Unit Level - Each module is divided to a levdiewe
the operations can be identified clearly.

* Component Level - Each component correspontisetdetailed

design description of a task within a unit.
4.3.1 High-level design

The high-level functional design of the GSM is sinaw Figure 4. In Yourdon terms,
the Context Diagram consists of three objects: @&M, the User and External
Models and Simulations. The GSM comprises sevenctiomal blocks and
incorporates the graphical user interface.

The first functional block isSystem Configuration. Two models constitute this
functional block. TheRun Editor controls the specifics of the run and tBgtem
Configuration Editor assembles the necessary GSM models to fulfil #raahds of
the Run Editor.



GSM User External Models Context Level
& Simulations
Functional Functional Functional Functional Block
Block 1 Block 2 Block | Level
Module Level
Module 1.1 Module 1.2 Module 1.m
Unit 1.2.1 Unit 1.2.2 Unit 1.2.n Unit Level
Component Component Component Component Level
1.2.n.1 1.2.n.2 1.2.n.p

Figure 3. Design terminology definitions for thengric sensor model

Automatic checks are carried out by tbata Checker block before a run starts.
Simple checks, such as data input type and ramgeyeaformed by th®ata Format
Checker. A more thorough check is performed by tBata Consistency Checker
which verifies that all of the data entered ard-sehsistent and compatible for the
specified run. Any response from these two modweslid be determined by the
Data Response Formatter, which provides error messages or wasning

The two main functional blocks of the GSM are Bagametric Model and thd mage-
Flow Model. Both provide three levels of complexity drers. In general, Tier 1
level models are used for concept design, havéetmt mathematical detail and can
incorporate approximations, simplified equationd ares of thumb. They offer a fast
route for generating performance estimates Tiewve@l models include more detailed
mathematics and provide an intermediate-level sesysiem model based on design
information typically available during the initidesign phase. At Tier 3 level there is
a rigorous mathematical treatment of the componsrmddelled and this leads to a
detailed (high fidelity) sensor system model basaddesign information available
during and after the detailed design phase.

The Parametric and Image-Flow Models share a cominigimlevel design. This is
because they are different representations of dheesEO systems and functions. A
Parametric Model may be a series of transfer fonstiand equations that correspond
to a statistical description of the behaviour o# tystem. An Image-Flow Model
simulates the processes within the EO system byemgnting signal and image
processing algorithms and produces images as tfsubut is appropriate to have
cross-coupling links between the Parametric andgé¥fdow Models so that results
of calculations within one model type can be passdte other, for use as an input or
simply to be displayed as an output. One exampleéhisf cross-coupling is the
extraction of scene metrics (e.g. clutter stasstiom real data) from the image-flow
model for use in the parametric model. Another eplans calculation of the optical



blur in a system by the parametric model so thatit then be applied to a scene in
the image-flow model to provide visualisation oé thegradation.

[ Output Display Comrollerj T\

Model
Validation
Tool

) 4 ™\ (

Y
USER System

Flyout
Analysis
Tool

Parametric Model

Sensitivity
Analysis
Tool

Checker

Data
Response
Formatter

Configuration
Editor

Error
Analysis
Tool

~— System m Design
\Conflgurallon Y, \_Data Checker Y, . Optimisation
Tier 1 Tool
Image Flow Model \_ System Quality Model /
A
M%XDTEELRSN:’\']D TARGET IMAGE
HARDWARE DATA

SIMULATIONS

Figure 4. High-level design of the generic sensodeh

Requirements in terms of the analysis of model ltedwave been addressed in the
design of the GSM by including 8ystem Quality Model which involves five
modules: Design Optimisation, Sensitivity Analysis, Error Analysis, a Fly-out
Analysis Tool and avalidation Tool.

The Design Optimisation module allows the user to search for the optimum design
solution based on a given starting configuratioishbuld allow an EO system design
to be formulated using the configuration and datandls specified by the user. A
variety of search strategies can be used.

The Sengitivity Analysis module automatically examines the stability of a system
design with respect to environmental variables,tesysvariables or component

degradation effects. THerror Analysis module builds upon the Sensitivity Analysis

module output information to provide an indicatioh the errors associated with

model results for given levels of uncertainty irme of system variables and

components.

The Fly-out Analysis Tool allows the GSM to carry out Operational Analysis
involving Monte Carlo simulation studies. Such s#sdhelp in establish appropriate
operating environments for the sensor system.

The Validation Tool allows model results to be compared with measunémata on
file. This module produces a number of metrics thatntify the validity of the model
over a specified operating range.



There are two further functional blocks within t8&M. These are theile Manager,
which provides all of the default parameters fralasfbut is not shown in Figure 4,
and theOutput Display Controller, which is included in the block diagram and
handles all aspects of display formatting of outgatia. Finally, links are provided to
allow hardware-in-the-loop testing in associatiathwhe image-flow model.

4.3.2 Parametric model design

The parametric model involves four modules. ThesedlaeEnvironment module, the
Sensor Head module, theTarget Processing module and theéDisplay and Human
Interface module and they are linked in a sequential maraselljustrated in Figure.5

The shaded bands in Figure 5 represent the foumnle®dpecified above and the
blocks underneath are the units that make up eaciul® A user is given the option
of by-passing one or more units or modules whercigpeg a run, provided the
action is permissible. Data for each unit may beeread by the user or default values
may be chosen.

| ENVIRONMENT

Scene Scene Sensor
Components [™] Model B Inputs
SENSOR HEAD
Sensor Head Detector & Active Sensor Signal
Optics ™1  Electronics [™] Head ™ Conditioning
TARGET PROCESSING DISPLAY & MMI
Detection Tracking & o )
Processing = Association [ Classification Display e MMI

Figure 5. Architecture of the parametric model

4.3.3 Image-flow model design

The high-level architectural design of the imagesrfimodel is identical to the design
for the parametric model. This allows the commadpdtetween the models to be
exploited and code to be re-used as much as pessildlso provides a one-to-one
mapping, which helps in testing, internal verifioat and external validation.
However, at lower levels in the design, greateersttion of components and
feedback of data is possible in the image-flow nheael is a requirement of many of
the processing algorithms.

The use of valid input data is as important for ithage-flow model as it is for the
parametric model, but the image-flow model inpuiada generally more difficult to
obtain. An image-flow model is used to test thefgrenance of image processing and
tracking algorithms and the demanded level of sceaktsm (in terms of radiometric



accuracy) for good performance prediction is ex#algmhigh. The most accurate
performance figures will be achieved by using metha recorded by an EO system.
That imagery would serve as input data directlthtoProcessing Module of the GSM
since it would already contain all of the atmosphend sensor effects within it.
Synthetic images produced by the image-flow modettnhe based on the analysis of
real data of this kind.

4.3.4Graphical user interface design

One important element of a user-friendly generiaetas the user interface and an
early decision was taken to implement a graphicagrinterface (GUI). Any GUI
should be tailored to the needs of the user. Toimlly means that technical aspects
of the software are hidden from the user but incéee of mathematical models this is
less likely to be the so as the models will be generally by expert users. The GUI
is linked closely to the design and optimisatioriref model itself because changes to
the structure and content of the GSM are likelyeguire changes to the GUI.

The approach taken to GUI design to minimise desggwork was to separate it from
the main model. Screens were not implemented theile was some stability in the
model design and sets of input and output parasbeat been established.

4.4 Implementation

The GSM allows ideas and designs to be developedtested. Its principles are
independent of software and hardware restrictionsshould still be applicable when
new generations of computers and software enviroitsri@come available.

The main criterion for the GSM software coding laage and environment was that
it should have a powerful mathematical and proogssapability and have a large
user community so that the GSM would be widely pte#, understood and

supported. Speed of calculation was not, howewam $0 be a critical driver because
the model need not run in real time.

A personal computer (PC) based package was chosesu$e of the processing
capabilities now afforded by such machines andrthede availability. Several
software packages were reviewed and a sub-set sgassed against specific criteria
for the GSM. The choice of development environmamdl language of the initial
GSM implementation was MATLAB. Although a number ather products gave
better performance for certain types of modellirgkt (e.g. image processing)
MATLAB was judged to give the best overall solutioRactors of particular
significance include the large set of in-built ftinos, the multi-platform nature of the
product and its ability to generate C code for magilons for which processing speed
IS an issue.

10



5.0 Parametric and image flow modelling examples
5.1 Parametric modelling examples

The automatic detection of targets by an EO systanhthe subsequent processing to
classify, track and prioritise them is a compleggadure that involves the interaction of
a number of different real-time algorithms and wpded filters. Modelling such a
processing chain in a parametric sense is importantexamining couplings and
interdependencies and for establishing key relaligns. In simple terms, a target is
detected using some filtering mechanism with asthoéling scheme. Following further
signal processing it may then be declared as atthrel tracked before being classified.

Detection requires the separation of target and&kdvaand signals through filtering.
Modelling of this process can be simplified by ddesing the probability of the target
being detected, given that it has a specific simadoise ratio (SNR) and that a
particular threshold-to-noise (TNR) has been sdte Variation of the target and
background signals means that it is possible tisgile in the background could exceed
the threshold, thus triggering a false alarm. TINRTis normally set to maximise the
probability of detecting a target (the detectiomlability) while minimising the false
alarm rate. The detection probability is the pralitgbof a target being detected as a
threat. This is independent of the signal procgskigic implemented in the algorithm
and many schemes are possible.

It should be noted that, in the modelling of diffiet signal processing systems for
detection and declaration, it is possible thatpfabability of declaration may be found to
be larger than the probability of detection at ac#jic range. This depends on the signal
processing schemes considered and the modellingagpused. When such a situation
arises it means that, for a given declaration rarige required signal-to-noise ratio
(SNR) can be reduced. This is illustrated in FigGrevhich presents a typical output
from a parametric model and illustrates the vasratof detection probability (dashed
line) and declaration probability (solid line) asfumction of range for a given set of
target, atmospheric and sensor parameters.
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Figure 6. Parametric Model Output — The solid liepresents the probability of a target being dedas
a threat (declaration probability) while the dashed indicates the detection probability.

5.2 Image flow modelling examples

Examples of the use of the image-flow analysis poment of the GSM are illustrated in
Figures 7 and 8. Figure 7 shows a poor qualityntlaéimage which includes an aircraft
that is virtually invisible. Figure 8 illustratesha effect of spatial filtering and

thresholding on the image as part of the detecpamcessing chain. Such image-
processing operations can be used not only forompg the visual appearance of an
image but can also provide performance data fopénametric model.

Figures 7 and 8. Image Flow Model Output: the unopssed image is on the left while the image on the
right shows the effect of spatial filtering andebinolding and indicates clearly the presence afgect
(the aircraft) towards the left hand edge of thage .

6.0 Some examples of use of the System Quality M odel

The System Quality Model involves five modules amy combination of these can
be selected by the user to be included in a rua.Odésign Optimisation Tools and the
Sensitivity Analysis Tools are particularly impartaand their use will be illustrated
through examples.

12



6.1 Use of the Design Optimisation Tools

Most engineering design problems require optimisatn which costs and benefits
are traded to allow an improved solution to be thufhe first component within the
optimisation module is th&ensor Optimisation component which is designed to
perform a search over a parameter set identifiedhieyuser and return optimal
parameter values for the design space specified.sBeond component is fQost
Optimisation and allows the engineering reality of a given ecal solution to be
reviewed by assessing the cost and risk assochattd any performance gain
promised.

As an example of cost optimisation consider fousigie parameters that could be
candidates for adjustments leading to possibleorgment in overall performance of
an EO system in terms of signal-to-noise ratio.sEheuld be as follows:

* Optical system performance

» Detector performance

* Electronic system bandwidth adjustments

» Signal processing performance through use of amavgl clutter suppression
algorithm.

Cost and risk values could be associated with efi¢chese four design parameters
and, in each case, these will be a function ofpgr@ormance improvement required.
For example, improvements in each of these areakl d®e achieved, but in most
cases thi could involve extra cost and risk becadishe development time required
and uncertainties associated with the developnesit fThe availability of this tool
should, for example, allow a manager to examinarttpact of a design deficiency or
provide justification for further design work.

The optimisation method is chosen from a list afdidate methods. This facility was
developed as part of the GSM to establish the aptimombination of components or
system parameters within pre-defined parameteresand score is determined for
each iteration of the model, based on a user-défiang scheme.

Several search strategies have been assessed i[fHiding exhaustive search
methods, heuristic search methods, methods bast#tearse of Hopfield networks (a
specific form of artificial neural network) and rhetls involving genetic algorithms.
Of these approaches the exhaustive search methedviee@nchmark against which
other methods could be compared. Because it isosgputationally intensive and
time-consuming it could be used only for problerhattwere of relatively low

complexity.

Two heuristic (rule based) search methods have appled [2,4]. One of these was
a steepest-ascent hill-climbing algorithm with emtements (backtracking and
jumping) in order to help to avoid known pitfall§ this approach. Backtracking was
added to ensure that local maxima were not declasethe global maximum and a
random jump was incorporated to avoid stagnatioplateaux. The second heuristic
strategy searches concentric rectangular areastexest, storing any maxima found
until the limits of the search space are reachdd Hdll-climbing or another fine

13



search technique can then be applied around thegema to determine the global
maximum.

A restricted data set was established to allowngsif the chosen strategies. Table 1
lists the five quantities available for adjustmanid Table 2 lists five performance
metrics to be optimised.

Weighting factors were applied to each parameténdaate the level of importance

placed on each. Allowable ranges for each inputupater were defined and a
baseline value was set. Cost functions were alstoseach input parameter to allow

non-technical considerations to be taken into actau the optimisation process.

Desired performance values were also specifiedaaodptable ranges for each were
declared as constraints (Table 2).

Design Baseline Design| Weighting Allowable Range
Parameter Parameter Factor Minimum Maximum
Name Estimate

Sampling 0.8 1 0.5 0.9
efficiency
Noise 30mK 1 28mK 32mK
Equivalent
Temperatue
Difference
(NETD)
Effective 0.06m 0.3 0.04m 0.08m
Focal
Length
(EFL)
Threshold- 5 0.5 4 6
to-Noise
Ratio
(TNR)
Classifier 0.75 0.8 0.5 0.9
efficiency

Table 1. Test input parameters for optimisation
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Performance Baseline Performance Search
Parameter | Performance Requirement Forcing | Weighting] Parameter
Estimate . .
Function Factor Constraints
Signal-to- 4 5 Proportiona 0.7 min. 2
Noise Ratio
Probability of 0.85 0.95 Constant 0.9 06-1
detection
Probability of 0.8 0.9 Constant 1 06-1
declaration
Probability of 0.01 0.001 Constant 0.8 0-10
false alarm
False-alarm 10 10 Constant 1 max. 15
rate (FAR)
(per hour)

Table 2. Test output goals for optimisa