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Abstract

Cyber resilience quantification is the process of evaluating and measuring an organisation’s ability to withstand, adapt to, and recover from cyber-attacks. It involves estimating IT systems, networks, and response strategies to ensure robust defence and effective recovery mechanisms in the event of a cyber-attack. Quantifying cyber resilience can be difficult due to the constantly changing components of IT infrastructure. Traditional methods like vulnerability assessments and penetration testing may not be effective. Measuring cyber resilience is essential to evaluate and strengthen an organisation’s preparedness against evolving cyber-attacks. It helps identify weaknesses, allocate resources, and ensure the uninterrupted operation of critical systems and information. There are various methods for measuring cyber resilience, such as evaluating, teaming and testing, and creating simulated models. This article proposes a cyber resilience quantification framework for IT infrastructure that utilises a simulation approach. This approach enables organisations to simulate different attack scenarios, identify vulnerabilities, and improve their cyber resilience. The comparative analysis of cyber resilience factors highlights pre-configuration’s robust planning and adaptation (61.44%), buffering supported’s initial readiness (44.53%), and network topologies’ robust planning but weak recovery and adaptation (60.04% to 77.86%), underscoring the need for comprehensive enhancements across all phases. The utilisation of the proposed factors is crucial in conducting a comprehensive evaluation of IT infrastructure in the event of a cyber-attack.
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1. Introduction

According to the report by IBM in 2023, [1] reveals that 51% of organisations plan to increase their security investments due to a breach. Despite the rising costs of data breaches, the report found that respondents were almost equally divided on whether to increase security investments after experiencing a data breach. The top areas for additional investments include incident response planning and testing, employee training, and threat detection and response technologies. According to the report, attack surface management can quickly improve an organisation’s cyber resilience by managing the expansion of the digital footprint. Additionally, organisations should consider implementing specific network topologies and network segmentation practices to limit the spread of attacks and reduce the extent of damage they can cause, thereby improving overall resiliency and minimising recovery efforts.

Cyber resilience involves a system’s ability to prepare, absorb, recover, and adapt its performance to pre-cyber-attack levels. In comparison, cyber security focuses on preparing for, protecting against, and detecting cyber-attacks. Cyber resilience is all about responding and quickly recovering from them. In designing a resilient system, it is essential to acknowledge that attackers may succeed in breaching the system and plan for how to get it back up and running. Cyber resilience aims to maintain the system’s ability to achieve its intended outcomes [2].
Existing methods for quantifying cyber resilience often focus on specific components or aspects of IT infrastructure, such as vulnerability assessment or incident response planning. Traditional risk assessment and management processes focus on measuring the probability of system failure in response to well-defined threats, but this does not capture the full concept of cyber resilience [3]. These methods can help to provide valuable insights; they need to account for the broader context of cyber resilience. Most assessment and quantification approaches techniques have limitations concerning measuring cyber-resilience and may not be suitable for measuring the overall effectiveness of cyber resilience in IT infrastructure [4].

To address this gap, this paper proposes a Cyber Resilience Quantification Framework (CRQF) for IT infrastructure that combines the phases of cyber resilience and the factors that affect cyber resilience. The phases of cyber resilience include planning/preparing, absorbing, recovering, and adapting. In contrast, the factors that affect cyber resilience include managing complexity, network topology, adding resources, IT infrastructure pre-configuration, and buffering support.

This study includes main contributions as follows: 1) provide a comparative analysis of previous research frameworks for quantifying resilience while highlighting limitations therein; 2) define and explain the phases of cyber resilience; 3) propose and describe the main five factors of cyber resilience that affect cyber resilience quantification; 4) explain the capacities of cyber resilience; 5) design the initial framework called CRQF; and 6) simulate and evaluate the factors of cyber resilience proposed with the initial framework proposed.

The proposed framework addresses the need for a broad, standardised approach to quantifying cyber resilience in IT infrastructure networks or systems. The framework is based on a simulation approach, enhancing cyber resilience by testing the environment rather than formal assessment or testing methods. This work defines and measures cyber resilience’s phases, factors, and capacities. This enhances the understanding of cyber resilience and provides a standardised approach to its quantification. Additionally, the proposed factors enable organisations to prioritise cyber resilience factors based on their relative importance.

The simulation-based testing of the framework provides an accurate and effective method for evaluating the effectiveness of cyber resilience measures. This can help organisations identify areas of weakness and make informed decisions about investing in cyber resilience strategies. Overall, this work contributes to cyber resilience by providing a comprehensive and standardised approach to quantifying cyber resilience in IT infrastructure. Organisations can use the proposed framework to improve their cyber resilience and protect against cyber-attacks.

In Section 1.2, we discuss some previous resilience frameworks. The cyber resilience phases are presented in Section 2.1. In Section 2.2, we address the main three capacities of cyber resilience. In Section 2.3, we propose and explain five factors that affect cyber resilience. In Section 3, we present the novel framework for quantifying cyber resilience. In Section 4, we simulate the proposed framework and generate the results to discuss the significance of the proposed factors. In Section 5, we conclude and discuss future directions.

Figure 1: Approaches of cyber resilience quantification.

1.1. Definitions of Cyber Resilience

Cyber resilience refers to resisting and recovering from cyber-attacks. Measuring and evaluating a system or organisation’s ability to withstand and recover from cyber-attacks can be quantified, as defined in [5] and [6]. Other definitions of cyber resilience focus on the organisational or system levels. However, these definitions have some fundamental differences. Several studies have been conducted on cyber resilience at the organisational level, such as those in [7]–[10] defined cyber resilience as an organisation’s ability to defend against cyber-attacks based on three factors: prevention, detection, and response. Each of these factors has a specific resilience factor: prevention for anticipating, detection for monitoring and learning, and incident reporting response. However, this definition is limited to more than just describing cyber resilience based on cyber-attacks without considering what happens after a successful attack.
<table>
<thead>
<tr>
<th>Solution / Approach</th>
<th>Year</th>
<th>Objectives</th>
<th>Methodology</th>
<th>Key Features</th>
<th>Advantages Over Existing Research</th>
<th>Evaluation Techniques</th>
<th>Similarities</th>
<th>Differences</th>
</tr>
</thead>
<tbody>
<tr>
<td>Jiang et al. [12]</td>
<td>2021</td>
<td>Evaluate network resilience during cyber-attacks and recoveries</td>
<td>Modeling</td>
<td>Dynamic Bayesian Network (DBN) approach</td>
<td>Provides accurate and comprehensive resilience assessment during cyber-attacks and recoveries</td>
<td>DBN</td>
<td>Similar evaluation techniques</td>
<td>Focuses on network resilience, employs DBN for modeling</td>
</tr>
<tr>
<td>Das et al. [14]</td>
<td>2020</td>
<td>Address multi-modal cyber-physical attacks and critical infrastructure interdependencies</td>
<td>Holistic</td>
<td>Analysis of smart grid elements, configurations, and environmental factors</td>
<td>Addresses multi-modal cyber-physical attacks and critical infrastructure interdependencies, offering insights into resilience decision-making</td>
<td>Metrics</td>
<td>Similar holistic approach</td>
<td>Focuses on smart grids and critical infrastructure</td>
</tr>
<tr>
<td>Hossain et al. [15]</td>
<td>2019</td>
<td>Conceptualise resilience in interdependent electrical infrastructure systems</td>
<td>Conceptual</td>
<td>Case study approach with Bayesian Network (BN) analysis</td>
<td>Provides a conceptual framework for quantifying resilience in interdependent electrical infrastructure systems, enhancing system reliability and resource restoration</td>
<td>BN</td>
<td>Similar conceptual framework</td>
<td>Focuses on interdependent electrical infrastructure systems, utilises BN</td>
</tr>
<tr>
<td>Yodo and Wang [16]</td>
<td>2016</td>
<td>Assess resilience in engineered systems</td>
<td>Conceptual</td>
<td>Bayesian Network (BN) used for resilience quantification</td>
<td>Empowers system designers to better grasp system weaknesses and strengths against disruptive events, improving engineering resilience</td>
<td>BN</td>
<td>Similar use of BN</td>
<td>Focuses on engineered systems, emphasises engineering resilience</td>
</tr>
<tr>
<td>Solution / Approach</td>
<td>Year</td>
<td>Objectives</td>
<td>Methodology</td>
<td>Key Features</td>
<td>Contributions</td>
<td>Evaluation Techniques</td>
<td>Similarities</td>
<td>Differences</td>
</tr>
<tr>
<td>---------------------</td>
<td>------</td>
<td>-----------------------------</td>
<td>------------------</td>
<td>------------------------------------------------------------------------------</td>
<td>-------------------------------------------------------------------------------</td>
<td>-----------------------</td>
<td>--------------</td>
<td>-------------</td>
</tr>
<tr>
<td>Hosseini et al. [17]</td>
<td>2016</td>
<td>Quantify resilience drivers in supply chains</td>
<td>Conceptual</td>
<td>Case study analysis with Bayesian Network (BN)</td>
<td>Quantifies system resilience drivers and enhances qualitative measurement, adding in resilience capacity design and cost evaluation</td>
<td>BN</td>
<td>Similar use of BN</td>
<td>Focuses on supply chains, emphasises resilience drivers</td>
</tr>
<tr>
<td>Yodo and Wang [18]</td>
<td>2016</td>
<td>Analyse resilience in engineered systems</td>
<td>Conceptual</td>
<td>Resilience analysis using engineering metrics</td>
<td>Offers a comprehensive resilience analysis approach using engineering metrics, adding in system reliability and recovery assessment</td>
<td>Metrics</td>
<td>-</td>
<td>Focuses on engineered systems, emphasises engineering metrics</td>
</tr>
</tbody>
</table>
While cyber resilience has been defined as a system-level concept by researchers, its application at the organisational level has yet to be fully considered. According to Vugrin and Turgeon [20], resilience refers to a system’s ability to efficiently recover from a disruptive event or set of circumstances that affect its performance. However, this definition solely focuses on technical issues and excludes human errors. In contrast, Todorovic et al. [21] address this gap by defining cyber resilience as a system’s inherent capacity to respond to short-term and long-term changes. This includes identifying areas for improvement, adapting to potential disruptions, anticipating and absorbing them, and quickly recovering from them, whether caused by humans or nature.

Several studies in the literature have explored the concept of cyber resilience at organisational and system levels. Cyber resilience refers to an organisation’s ability to anticipate, withstand, recover from, and adapt to cyberspace attacks, stresses, conditions, and compromises. This term can denote the capability of an organisation, a business function, a mission, a system, a system-of-systems, or a cross-organisational mission. This versatile concept can be applied to various entities, including nations, regions, groups, households, or individuals. The definition of cyber resilience is discussed in multiple studies such as [22]–[25].

1.2. Comparative Analysis of Resilience Frameworks

There are various methods to measure cyber resilience, broadly classified into three main categories as illustrated in Figure 1. These approaches provide a valuable framework to quantify and understand the concept of cyber resilience. It may be summarised as: 1) cyber resilience assessment approaches such as analytical assessment, qualitative assessment, and quantitative assessment; 2) teeming and testing approaches; 3) complex cyber resilience approaches such as simulation, machine learning, and modelling, including probabilistic estimates model, optimisation model, and fuzzy logic model. This research will combine a complex cyber resilience approach and a cyber resilience assessment approach for accurate cyber resilience simulation quantification by proposing a framework.

In this section, we will focus on the framework approach and compare various quantification resilience frameworks to help us propose our framework. We describe and analyse each individually and showcase their comparison, as demonstrated in Table 1. The Dynamic Bayesian Network (DBN) is used for designing a novel quantification framework for quantifying network resilience [12]. The framework can measure a network’s resilience during multiple-stage cyber-attacks and recoveries. It can evaluate various performances of processes like processing preparation, resistance, adaptation, recovery, and evolution. Additionally, the framework can work with resilience network capacities to describe the resilient networking processes.

This section undertakes a comparative analysis of various resilience frameworks, including our proposed approach, aiming to identify key features and elucidate both similarities and differences to underscore the advantages of our methodology over existing research.

Application domain: Our proposed framework is tailored to quantifying cyber resilience in IT infrastructure, explicitly focusing on assessing resilience levels before and after disruptions, as articulated by Cassottana et al. [11]. Conversely, Jiang et al. [12] evaluate network resilience amidst cyber-attacks and recoveries, whereas Marino and Zio [13] direct their efforts toward enhancing resilience within gas pipeline transmission networks. Moreover, existing frameworks discussed within our work target a diverse array of domains, including smart grids, power systems, and engineered systems, as evidenced by the works in [14], [15], and [16].

Type of framework: Our framework adopts a modelling-centric approach akin to that in [12] and [13], integrating systematic analysis and metric-based evaluations for resilience assessment in alignment with the work by Cassottana et al. [11]. Concurrently, conceptual frameworks, exemplified by those proposed in [15] and [19], aim to conceptualise resilience capacities and metrics.

Methods and evaluation techniques: Our framework incorporates methodologies encompassing IT infrastructure description, attack scenario identification, and resilience factor selection bolstered by a comprehensive set of evaluation metrics, as advocated by Cassottana et al. [11]. Analogously, comparable evaluation techniques are leveraged by other frameworks, including DBN in the work of Jiang et al. [12], sensitivity analysis as demonstrated by Marino and Zio [13], and Bayesian Network (BN) in studies conducted in [15] and [16].

Advantages over existing research: Our framework offers a holistic approach to quantifying IT infrastructure resilience, encompassing before and after attack scenarios through a systematic modelling and evaluation process outlined by Cassottana et al. [11]. In contrast to existing frameworks, our approach provides a standardised workflow and comprehensive metrics for resilience assessment, thereby streamlining decision-making processes and strategy selection within Cyber-
Physical Systems (CPS) environments.

Evidence and examples: Empirical evidence from case studies and simulation experiments underscores the effectiveness and universality of our proposed framework, validating its accuracy and comprehensiveness in quantifying resilience within CPS, as illustrated by Cassottana et al. [11].

Jiang et al. [12] present a framework for evaluating the resilience of temporal networks. The authors identified five key network performance indicators and quantified them using a DBN approach. Through simulation experiments, they demonstrated the effectiveness and universality of their proposed evaluation framework. Their study showed that the proposed method is more accurate and comprehensive than previous approaches when applied to network scenarios under various attack and recovery intensities. The authors provide valuable insights into network resilience and can help develop more effective network management and security strategies.

An original resilience analysis framework is provided for a complex gas pipeline transmission network, viewing the interdependence cybernetic of the physical gas pipeline network with the Supervisory Control And Data Acquisition (SCADA) system in [13]. The highest flow algorithm computes the gas network supply capacity. When a failure occurs, such as cyber-attacks, the pressure of the network nodes and the gas supply capacity change, leading to discontentment with customer demands.

The framework allowed quantifying the resilience value through characteristic performance metrics [13]. The SCADA communication network implemented in Network Simulator provides the necessary information regarding the data delay packets arriving from the sensors along the pipelines. The packet delay value evaluates the time the SCADA system blocks the remote control valves to keep the pipelines under pressure when a failure occurs. Essential insights into the resilience model are obtained through a systematic sensitivity analysis (SA) framework customised for gas pipeline transmission networks. Specifically, they investigated the model’s influence on network robustness and recovery anticipation.

The individual parameters and group effects formed by inputs with similar functionalities provide helpful information, such as how the supervisory SCADA system interconnection affects the degradation and recovery process of the physical gas pipeline network. The case study results confirm that gas transmission networks are vulnerable to cyber and physical disappointments, pointing to the need for systemic analysis methods to manage the system’s resilience.

One of the reviewed and comparatively in-detailed quantification resilience frameworks and quantitative metrics for studying resilience is presented by Das et al. [14]. They highlighted the desirable properties of a resilience metric and the challenges associated with discussing, formulating, developing, and calculating such a metric in practical scenarios. The authors summarised future research routes in developing a holistic framework for quantifying resilience and focusing on challenges related to multi-modal cyber-physical attacks, significant data-related issues, and interdependence of critical infrastructures.

One of the quantification resilience frameworks that systematically existing knowledge on CPSs analysis was proposed by Cassottana et al. [11]. Specifically, they focus on measuring and quantifying CPSs before and after the cyber-attack or occurrence of a disruption. Through the systematic analysis of the models and methods adapted in their literature, they developed a CPS resilience estimation framework consisting of three steps, namely, (1) CPS description, (2) disruption scenario identification, and (3) resilience strategy selection. For each step of the framework, they suggest established methods for CPS analysis and four criteria for method selection. The framework proposes a standardised workflow to evaluate the resilience of CPSs before and after the cyber-attack. The proposed framework application is exemplified regarding a power substation and associated communication network. The proposed framework case study supports resilience decision-making by quantifying the effects of implementing resilience strategies.

The authors in [15] presented utilisation using a BN to address possible risks to the power system and its interdependent electrical networks. It offers possible options to mitigate the consequences of a disruption. The interdependent electrical infrastructure system in Washington, DC, is used as a case study to quantify the BN’s resilience. Quantification of resilience is further analysed based on different types of analysis such as forward propagation, backward propagation, sensitivity analysis, and information theory. The general insight drawn from these analyses indicates that reliability, backup power source, and resource restoration are the prime factors that enhance the resilience of an interdependent electrical infrastructure system.

The first conceptual framework proposed for modelling engineering resilience is presented by Yodo and Wang [16]. It aims to bridge the gap between quantitative and qualitative resilience measures in designing industrial systems. Then, BN is employed as a quanti-
tative tool for assessing and analysing the resilience of engineered systems. Two industrial-based case studies, supply chain and production process, demonstrate the proposed approach. The proposed resilience quantification and analysis approach using BNs would empower system designers to better grasp their systems’ weaknesses and strengths against system disruptions induced by adverse failure events.

Hosseini et al. [17] explored the key drivers contributing to designing resilient supply chains based on the three capacities: absorptive, adaptive and restorative. Many phases will help design a conceptual framework, such as threat analysis, cyber resilience capacity design, cost evaluation, quantification, and improvement. The main challenge to the current literature on system resilience is qualitative measurement. The current literature indicates that many of the drivers of system resilience are qualitative, such as staff cooperation and collaboration during disruptive events and the level of preparation against natural disasters.

The authors in [17] employed a BN to quantify the system’s resilience to fill the quantitative and qualitative gaps. The BN is a rigorous tool for measuring risks under uncertainty, representing dependency between causes and effects, and making particular types of reasoning. Additionally, it can handle both qualitative and quantitative variables regarding probability. They have been defined and implemented in different scenarios to identify critical variables susceptible to sulfuric acid manufacturers’ system resilience.

A framework for analysing resilience includes a metric for measuring it, as demonstrated by Francis and Beka [19]. The framework reviewed various approaches to defining and quantifying resilience. Also, it has been seen that while resilience is a valuable concept, its diversity in usage complicates its interpretation and measurement. The framework includes system identification, resilience objective setting, vulnerability analysis, and stakeholder engagement. The implementation of the framework is focused on achieving three resilience capacities: adaptive capacity, absorptive capacity, and recoverability capacity.

Furthermore, the three capacities proposed in [19] have formed the basis of their proposed resilience factor and uncertainty-weighted resilience metric. Likewise, they have identified two critical unresolved discussions for emerging the resilience idea as an epistemological versus inherent property both of the system and the design for ecological versus engineered resilience in socio-technical systems. While they have not resolved their tension, they have shown that their framework and metric promote the methodologies for investing “deep” uncertainties in resilience quantification. At the same time, they retain the probability of expressing uncertainties about highly uncertain, unforeseeable, or unknown hazards in design and management activities.

A comprehensive understanding of the historical development of cyber resilience is necessary due to the increasing frequency and complexity of cyber threats, as proposed by Tzavara and Vassiliadis [26]. It explores the definition of cyber resilience and its critical components and traces its origin to the early 2000s. The study analyses the significant events and milestones that have influenced the evolution of cyber resilience, taking into account technological advancements and societal factors up to the outbreak of the COVID-19 pandemic. The authors also highlight the recognition of cyber resilience as a critical component of cyber security strategy across diverse public and private sectors. By analysing the historical and contextual factors that influenced the concept, this report provides insights into future challenges for ensuring the resilience of digital infrastructure.

A resilience glossary containing 93 definitions of terms related to critical infrastructures is presented by Mentges et al. [27]. The definitions and use of these terms, including resilience, show significant variability in the literature. The authors use multiple published definitions, integrate contrasting views, compare terms, and provide precise terminology references to improve resilience. The understanding of resilience outlined in the glossary supports the practical assessment and management of the resilience of critical infrastructures. Resilience refers to the ability of a system to handle unexpected disruptions and their impacts. This ability comprises three pillar capacities, and their quality can be extracted from performance curves. Learning capacity plays a role in increasing the performance of a system after a disruptive event.

Christine and Thinyane [28] explore the socio-technical shortcomings in cyber resilience management frameworks proposed in academic literature. Cyber resilience management frameworks serve as the standard for organisations to build or improve their cyber resilience posture. However, most frameworks have primarily employed a techno-centric approach. The authors conceptualise organisational cyber resilience from the perspectives of the socio-technical system. The systematic analysis aims to identify the extent of inclusion of socio-technical systems thinking in cyber resilience management frameworks and proposes potential future research directions.

The authors in [28] discuss the Socio-technical Systems (STS) theory, the framing of organisations and cy-
Table 2: A description of the Cyber Resilience phases: plan / prepare, absorb, recover, and adapt.

<table>
<thead>
<tr>
<th>Phase</th>
<th>Description</th>
<th>Objectives</th>
<th>Key Activities</th>
<th>Key Outcomes</th>
<th>Main Stakeholders</th>
<th>Key Tools / Technologies</th>
</tr>
</thead>
<tbody>
<tr>
<td>Plan</td>
<td>Proactive preparation for cyber-attacks</td>
<td>Identify risks, develop response plans, and establish controls</td>
<td>Risk assessment and incident response planning</td>
<td>Enhanced preparedness and defined response plans</td>
<td>IT/security teams and risk management</td>
<td>Risk assessment tools and incident response plan templates</td>
</tr>
<tr>
<td>Absorb</td>
<td>Detect and contain the impact of cyber-attacks</td>
<td>Real-time cyber-attack detection to minimise the effect</td>
<td>Implement security controls and continuous monitoring</td>
<td>Timely detection and containment of cyber-attacks</td>
<td>Security Operations Centre (SOC) and IT infrastructure teams</td>
<td>Intrusion detection systems and threat intelligence feeds</td>
</tr>
<tr>
<td>Recover</td>
<td>Respond to and recover from cyber-attacks</td>
<td>Reduce downtime and restore operations</td>
<td>Activate incident response, restore systems, and analyse</td>
<td>Low downtime and restore operations</td>
<td>Incident response teams and IT security operations</td>
<td>Backup systems, incident response management platforms, and forensic analysis tools</td>
</tr>
<tr>
<td>Adapt</td>
<td>Learn and improve from past cyber-attack incidents</td>
<td>Enhance practices and improve cyber resilience</td>
<td>Post-incident analysis, updated controls, and training</td>
<td>Increased knowledge and improved cyber resilience</td>
<td>Management, IT leadership, and compliance</td>
<td>Incident management systems, lessons learned repository, and training resources</td>
</tr>
</tbody>
</table>

ber resilience as socio-technical, and related works in cyber resilience management. A comprehensive search of published literature examined a specific data set. The review centred around various aspects of cyber resilience frameworks, such as their objectives, gaps in the existing literature, target users, development processes, and cyber threats. The authors summarise the summarising and provide recommendations for future improvements to enhance cyber resilience.

2. The Concept of Cyber Resilience

This section offers a comprehensive discussion of the various cyber resilience concepts. It presents a well-organised framework that helps understand and improve cyber resilience in IT infrastructure. The section is structured in detail, covering different aspects of cyber resilience, such as phases, capacities, and factors. We describe and analyse each individually and showcase their comparison, as demonstrated in Table 3.

2.1. Phases of Cyber Resilience

This section will present the phases of cyber resilience, which assesses how to achieve cyber resilience. Thus, phases are called a functionality-based approach in [29], which is mainly related to National Academy of Sciences (NAS) that defines four phases of cyber resilience as an event management cycle that will help to maintain and achieve cyber resilience [30]. The four cyber resilience phases are plan / prepare, absorb, recover, and adapt. We can compare and represent the difference between those cyber resilience phases as shown in Table 2.

**Plan / prepare:** During the preparation phase, individuals’ cyber functioning, supported by cyber resources, is at the average baseline level. This is the phase before the onset of adverse cyber incidents [31]. The prepare phase represents the baseline level of individuals’ system functioning, during which preparations for responses in the subsequent steps are made. It is essential to have comprehensive security policies that provide cyber resilience training and on-the-job support to ensure everyone knows their role [32].

Making the foundation of services and assets ready and available during any disruptive event, such as failures or attacks, is the first stage of cyber resilience. Generally, cyber-attack prevention is better than badly affecting the networks and systems. Preventing cyber-attacks and data breaches requires a multi-layered approach to cyber resilience that includes technologies, people, and processes [33].

Cyber resilience begins with the planning phase, where organisations proactively prepare for potential cyber threats and incidents. This involves conducting risk assessments, developing incident response plans
Table 3: Comparison between phases, capacities, and factors of cyber resilience.

<table>
<thead>
<tr>
<th>Aspect</th>
<th>Phases of Cyber Resilience</th>
<th>Capacities of Cyber Resilience</th>
<th>Factors of Cyber Resilience</th>
</tr>
</thead>
<tbody>
<tr>
<td>Definition</td>
<td>Chronological progression of activities in response to cyber-attacks or incident.</td>
<td>Foundation attributes enabling organisations to navigate through resilience phases.</td>
<td>Specific elements or resources contributing to resilience enhancement.</td>
</tr>
<tr>
<td>Focus</td>
<td>Structured approach guiding organisations through preparation, response, and recovery phases.</td>
<td>Essential pillars supporting cyber resilience strategies and organisational capabilities.</td>
<td>Contributing mechanisms bolstering overall cyber resilience.</td>
</tr>
<tr>
<td>Purpose</td>
<td>Guide organisations in anticipating, withstanding, recovering from, and adapting to cyber-attacks.</td>
<td>Recognise essential attributes organisations must possess to enhance cyber resilience.</td>
<td>Pinpoint actionable strategies and resources for improving resilience posture.</td>
</tr>
<tr>
<td>Examples</td>
<td>Plan, prepare, absorb, recover, and adapt.</td>
<td>Absorptive, pre-recovery, and restorative capacities.</td>
<td>Managing complexity, network topology, resource allocation, pre-configuration, buffering support, and human factors.</td>
</tr>
<tr>
<td>Objective</td>
<td>Ensure organisations are equipped to respond effectively to cyber-attacks in a structured manner.</td>
<td>Strengthen organisations' overall cyber resilience by providing necessary capabilities.</td>
<td>Provide actionable strategies to mitigate the impact of cyber-attacks effectively.</td>
</tr>
<tr>
<td>Temporal Relation</td>
<td>Sequential and occur in a specific order, reflecting progression of activities.</td>
<td>Ongoing attributes continuously developed and reinforced by organisations.</td>
<td>Ongoing considerations addressed continuously to adapt to evolving cyber-attacks.</td>
</tr>
</tbody>
</table>

and policies, and establishing security controls and procedures. The objective is to enhance preparedness and define clear response plans. Key activities include risk assessment, incident response planning, and allocating necessary resources [34]. Risk assessment tools, incident response plan templates, and vulnerability management tools are utilised during this phase to improve cyber resilience.

**Absorb:** The authors in [31] define the absorb phase as triggered by an adverse cyber event, which diminishes and degrades individuals’ overall core cyber resilience functioning. The absorption phase ensures uninterrupted functionality and availability of critical assets by isolating or repelling disruptions. Layered security approaches should be used when designing network systems, which incorporate technical, procedural, and human elements to absorb attacks [33].

The impact of an adverse incident depends on the effectiveness of the measures taken to absorb it. The absorb phase includes actions taken when an adverse cyber event eventuates to isolate the disruptions caused by the event and ensure that pressure is kept at the correct level to minimise initial negative impacts while maintaining the stability of most critical individuals’ cyber functioning [31].

In the absorbing phase, the focus is on detecting and containing cyber-attacks in real-time. Organisations implement security controls and monitoring systems, perform continuous monitoring and analysis of network traffic, and leverage threat intelligence. The objective is to achieve timely detection and containment of cyber-attacks. The primary stakeholders are the Security Operations Centre (SOC) and IT infrastructure teams [35].

Essential tools and technologies include Intrusion Detection Systems (IDS) to combine monitoring and analysis across subsystems [36], Security Information and Event Management (SIEM) systems [37], and threat intelligence feeds.

The absorb phase aligns closely with the concept of survivability. El Korchi [38] defined survivability as the ability of systems to stay alive in a temporary, non-viable equilibrium during a significant disruption. The core of survivability is the ability to remain alive and continue to exist during disruptions. During this phase, the system absorbs the initial impact of a disruptive event and focuses on maintaining core functionalities. This corresponds to the phase of resilience where the system strives to continue essential operations despite the immediate shock. It involves implementing measures to absorb the initial impact and prevent total failure, similar to survivability.

**Recover:** The recovery process involves restoring all services and assets to their normal functioning state. In other words, the foremost important goal of the cyber resilience strategy is to recover and roll back to a normal situation after an attack [32]. For instance, if a successful ransomware attack encrypts or locks down all the organisation’s data, this will ultimately stop the business from operating [33]. Therefore, adequate data backup and recovery is necessary to avoid similar situations and a phase of cyber resilience to prevent similar problems [39].

In [31], the recovery phase starts when the adverse incident stops or is halted, and restoration of lost cy-
ber functioning begins. Timely and effective recovery actions are necessary to reduce the compounded negative impacts of disrupted cyber functioning. On the other hand, the recovery phase can measure performing account recovery, data recovery, system recovery, fact-checking, and accessing external support to assess adverse cyber events and their impacts to make informed decisions about recovery actions and to restore the original state as quickly as possible.

During the recovery phase, organisations respond to and recover from cyber incidents. Incident response teams are activated and communication channels are established. The primary goal is minimising downtime, containing and eradicating the cyber-attack incident, and restoring affected systems and data. Essential tools and technologies include incident response management platforms and forensic analysis tools [34]. The outcomes of this phase include lower downtime and restore operations. Stakeholders such as incident response teams and IT operations are involved in executing activities [35].

Adapt: The adapt phase starts once the system returns to normal functioning after the cyber-attack. The adapt phase can use the learnings and experience from the adverse event to inform the evolution and increase in cyber resilience functioning and to bounce forward better positive adaptation [31]. In the adapt phase, individuals learn about their resilience opportunities and limits from previous experience dealing with adverse cyber events.

Enhance cyber resilience using knowledge from abnormal events, system configuration, altered protocol, and personnel training. Adaptability is a crucial phase of cyber resilience that makes networks and systems automatically adapt to any cyber-attacks [32]. Accordingly, it will be necessary to consider the systems and networks used, the security postures assumed, and the trial and adaption of new types of cybersecurity technology, such as artificial intelligence in cybersecurity [33].

The adapt phase focuses on learning from past incidents and continuously improving cyber resilience capabilities. Organisations conduct post-incident analysis and lessons known sessions, update security controls and procedures, and implement improvements [40]. The objective is to enhance cyber resilience capabilities and increase knowledge and understanding of cyber-attacks. Stakeholders such as management, IT leadership, and compliance teams play a vital role in this phase. Essential resources needed include incident management systems [34], security awareness and training programs, and a repository for lessons learned.

The adapt phase can be seen as encompassing elements of both sustainability and adaptation. After the immediate recovery efforts, the focus shifts to adapting and strengthening the system to improve resilience over the long term. This involves learning from the event, integrating lessons learned, and implementing changes to enhance resilience. It aligns with the sustainability phase of the resilience curve, where the system stabilizes and implements longer-term strategies to sustain functionality and adaptability.

2.2. Capacities of Cyber Resilience

In this section, we introduce the capacities of cyber resilience, which evaluates the achievement of cyber resilience. Cyber resilience capacities are enhancement features that could increase the ability of network systems to absorb, adapt, and recover from cyber-attacks. Capacity is the property of the IT infrastructure network and system to achieve its goals. Cyber resilience improves a network system’s capability to absorb, adapt, and recover from any cyber-attacks or disruption [15].

Cyber resilience capacity can take the form of resources such as the facilities of assets, including IT controls and procedures, and implementing longer-term strategies to sustain functionality and adaptability. Absorptive capacity: It is defined as how a system can withstand and absorb attacks from cyber-attacks and minimise attacks’ corresponding impacts. It must be established before a cyber-attack event happens and can usually be thought of as the first course of defence [41]. Absorptive capacity is the capability of the network system to absorb or withstand the impact of disruptive events and minimise the consequences, thereby approaching the robustness of the network system’s cyber resilience. Absorptive capacity refers to all activities that must be taken to absorb from cyber-attacks in advance [42].

This capacity is defined by Vugrin et al. [43] as the “degree to which a system can automatically absorb the impacts of system perturbations and minimise consequences with little effort” and discussed in [44]. Absorptive capacity can be considered as the first line of defence or the primary as it highlights the ability of a network system to absorb cyber-attacks.

Pre-recovery capacity: The second capacity of cyber resilience is pre-recovery capacity, which indicates a network system’s capability to adjust to disruption using non-standard operating practices to avoid any dis-
Table 4: Explanation of cyber resilience factors.

<table>
<thead>
<tr>
<th>Cyber Resilience Factors</th>
<th>Manage Complexity</th>
<th>Network Topology</th>
<th>Add Resources</th>
<th>Pre-configuration</th>
<th>Buffering Supported</th>
</tr>
</thead>
<tbody>
<tr>
<td>Description</td>
<td>Complexity of links between systems’ elements</td>
<td>Choice of appropriate network topology</td>
<td>Addition of redundant resources</td>
<td>Designing reversible and adaptable infrastructure</td>
<td>Provision of buffering and caching functions</td>
</tr>
<tr>
<td>Effect on Cyber Resilience</td>
<td>Improves or reduces cyber resilience</td>
<td>Enhances cyber resilience</td>
<td>Enhances cyber resilience</td>
<td>Enhances cyber resilience</td>
<td>Enhances cyber resilience</td>
</tr>
<tr>
<td>Impact</td>
<td>Can make cyber-attack control difficult</td>
<td>Influences network and system resilience</td>
<td>Enables system absorption and fast recovery</td>
<td>Enables faster restoration after an attack</td>
<td>Enhances data availability and access</td>
</tr>
<tr>
<td>Connection to Phases</td>
<td>Plan / prepare, absorb, recover, and adapt</td>
<td>Plan / prepare</td>
<td>Plan / prepare</td>
<td>Plan / prepare</td>
<td>Recover</td>
</tr>
<tr>
<td>Examples</td>
<td>Increase in interconnected systems</td>
<td>Selection of star or mesh topology</td>
<td>Duplication of servers or data storage</td>
<td>Configuration management systems</td>
<td>Caching mechanisms and data backups</td>
</tr>
<tr>
<td>Benefits</td>
<td>Increased system robustness</td>
<td>Resistance against certain attacks</td>
<td>Improved system availability</td>
<td>Faster recovery and adaptation</td>
<td>Improved data access and availability</td>
</tr>
</tbody>
</table>

continuity in the network system’s performance. Pre-recovery capacities are usually temporary non-standard solutions that impose high costs [41].

Pre-recovery capacity is the capability of an IT infrastructure network and system to adjust itself and attempt to overcome a disruption without any recovery activity. It refers to a system’s ability to be reorganised and perform efficiently with some extra effort and cost in response to a disruption. Design for pre-recovery capacity can enhance the cyber resilience of infrastructure network systems [42].

Vugrin et al. [43] defined pre-recovery capacity as “the degree to which the system is capable of self-organisation for recovery of system performance levels”. It is a set of properties that reflects actions that result from ingenuity or extra effort over time in response to a crisis. In contrast to pre-recovery capacity, pre-recovery capacity refers to the capability of a network system to adjust internally during the recovery period after a cyber-attack or a post-disaster network system capacity [44].

Restorative capacity: The last course of defence is restorative capacity, which implies the capability of a system to repair or restore the disrupted component of the system. In contrast to adaptive capacity, restorative capacity is a permanent solution that returns the system to a steady state. For example, restorative capacity can include the manufacturer’s capacity to fix or return network system links affected by cyber-attacks like Distributed Denial of Service (DDoS) attacks, malicious attacks, etc. Restorative capacity is highly dependent on the restoration and availability of technical resources [41].

Restorative capacity refers to the ability of a network system to repair or restore damages from a cyber-attack or disruption. Restorative capacity is different from pre-recovery capacity in the reason that it is considered to be an enduring feature of network system resilience. In contrast, pre-recovery capacity is a temporary feature (i.e., repairing links and nodes constantly in place versus ensuring continuity through a non-standard manner that increases service cost or time). Restoring network system facilities during the recovery period may not necessarily restore performance to its pre-damaged state and may exceed prior performance capabilities [41].
Adding redundant resources strengthens the system’s capacity to absorb and recover from attacks.

Pre-configuration infrastructure allows for swift restoration and adaptation while buffering supported factors ensures data availability and access during attacks. We compare and describe differences between those factors as illustrated in Table 4. Likewise, we can provide a detailed summary of the processes that are needed between phases and factors of cyber resilience as presented in Table 5. By incorporating these factors, organisations can enhance their overall cyber resilience and mitigate the impact of cyber threats.

Manage complexity factor: The complexity of links between the systems’ elements will increase catastrophic failures of systems [45]. On the other hand, it will improve cyber resilience, making cyber-attack control difficult in a complex environment. The complexity of networks of paths connecting the network’s elements will increase cyber resilience. However, sometimes, the complexity of the network will reduce cyber resilience.

Manage complexity factor relates to implementing strategies to mitigate the complexity of interconnected systems, which can enhance and challenge cyber resilience. Several strategies can be used to manage complexity, such as modularisation, standardisation, optimisation, and redundancy [46].

Modularisation involves breaking down complex systems into smaller, more manageable modules or components. Standardisation entails establishing standardised configurations and protocols to streamline operations and reduce variation. Optimising the connections and interdependencies of a system can minimise points of failure, resulting in improved efficiency.

Redundancy refers to introducing extra components or processes in critical systems. This improves the system’s fault tolerance and resilience against potential failures. Backup measures allow the system to function even if one or more components fail.

Network topology factor: The choice of the proper topology will help the improvement of cyber resilience on the network and systems. Different research addresses the fundamental vulnerabilities in various networks as a function of their topological properties [47]. The plan and preparation phase of cyber resilience will be necessary, and choosing the suitable topology will increase network and system resilience. The selected network topology helps manage complexity and improves cyber resilience. Figure 2 shows the variety of network topologies and the connectivity between their sites or branches.

### Table 5: Summary of the relationship between phases and factors of cyber resilience in IT infrastructure.

<table>
<thead>
<tr>
<th>Plan/Prepare</th>
<th>Absorb</th>
<th>Recover</th>
<th>Adapt</th>
</tr>
</thead>
<tbody>
<tr>
<td>- The greater complexity of connections between system elements will increase the function of redundancy. - Provide buffering will increase the system’s resilience using caching. - Choose the correct topology that will increase the strength of systems and be more available.</td>
<td>- Adding resources to systems will provide redundancy, and the performance will improve.</td>
<td>- Design reversibility of the system will be easy to reverse in the process of recovering the system. - Adding resources will make recovery resources after the attack faster. - Enable buffering of the system will increase the cyber resilience to recover the system after an attack.</td>
<td>- The managing complexity will increase cyber resilience, especially with the adapt phase.</td>
</tr>
<tr>
<td>- Complex within the network will increase the network’s performance. - Provide buffering that will increase the cyber resilience of data access in resource availability. - Choose the correct topology to increase cyber resilience and reduce failures.</td>
<td>- Adding network resources will reduce the likelihood of causing losses.</td>
<td>- A web complex of links will reconnect to restore functions after an attack. - Adding resources to the network will speed up the service restoration. - Provide buffering will increase resilience to restore performance and connectivity after an attack.</td>
<td>- Choosing a proper network topology, such as mesh topology, will positively affect the cyber resilience to cyber-attacks.</td>
</tr>
</tbody>
</table>

**Proposed Factors:**
- Manage Complexity
- Network Topology
- Add Resources
- Pre-configuration
- Buffering Supported

---

Figure 2: Types of network topology and connectivity between their sites.
Network topology refers to the layout and interconnections of network components, whether physical or logical [48]. Various network topologies, such as star, mesh, tree and ring, offer varying performance levels and cyber resilience under different attacks. One must select the appropriate topology based on reliability, scalability, and fault tolerance requirements to optimise network topology [49]. Additionally, redundancy in network paths or components can improve fault tolerance and ensure continuous operation during failures. For instance, a mission-critical network may use a mesh topology to provide multiple paths for data transmission and reduce the impact of single-point failures.

Add resources factor: Different systems or network resources will improve cyber resilience and stabilise. That will reduce the number of failures in the hall systems. Also, in case of an attack or negligence of a specific resource, it will help the system absorb and recover the system fast [47]. The redundancy between the resources will increase the systems or networks for absorbing and speedy recovery under attack to move to the normal state. The added resources factor of cyber resilience configuration can be demonstrated in Figure 3.

Adding resources to enhance system capabilities and protect against cyber-attacks is essential [50]. One way to accomplish this is by adding extra resources or capacity as a backup. Several strategies for adding resources include duplicating hardware components such as servers and storage devices. This ensures continuous operation and data availability even during hardware failures. Another approach is implementing scalable infrastructure solutions, such as cloud computing or virtualisation.

This allows for dynamically allocating resources based on demand and mitigating the impact of resource constraints [47]. Load balancing is also a practical method involving distributing workloads across multiple resources to optimise performance, enhance fault tolerance, and prevent resource exhaustion. For example, implementing a redundant data storage solution with mirroring or replication can ensure data integrity and availability during disk failures or data corruption.

Pre-configuration factor: The IT infrastructure designed and capable of reversible under any attack will be more resilient than others. In other words, it will allow the systems and networks to absorb, recover, and adapt to cyber-attacks [47]. That will make the IT infrastructure recoverable, automated, and able to be restored faster than other systems. The pre-configuration factor of cyber resilience configuration can be illustrated in Figure 4.

Pre-configuration involves designing systems with built-in cyber resilience features and capabilities to facilitate rapid recovery and adaptation in the face of cyber-attacks or disruptions. Strategies for pre-configuration include automated failover, redundant configurations, designing systems with recovery, and establishing a cloud infrastructure. Implementing automated failover mechanisms to quickly switch to backup systems or resources in the event of failures [51].

Redundant configuring systems with redundant components or resources to ensure continuous operation and minimise downtime [52]. Designing systems with rapid recovery processes and procedures is crucial to minimise the impact of disruptions and restore normal operations promptly. Establishing a cloud infrastructure that includes automated scaling and load balancing is necessary. This ensures that resource allocation is dynamically adjusted based on demand, maintaining high performance and availability.
Giacomello and Pescaroli [56] discuss the importance of managing human factors in the context of cyber resilience. It emphasises the need to consider human behaviour, decision-making, and actions to defend computers and networks effectively. The authors highlight that organisations can adopt new strategies and technologies that align with their information and control infrastructure as research in this field progresses to defend against adversaries actively.

Employees play a vital role in helping organisations become more cyber- resilient. In theory, employees could perform monitoring, responding, anticipating, and learning functions to maintain cyber resilience capabilities [57]. Human factors include user behaviour, security awareness, training, organisational culture, and incident response protocols. These factors significantly influence an organisation’s resilience to cyber threats and can either enhance or undermine the effectiveness of technical defences.

It is essential to acknowledge that cyber resilience is highly contextual and varies depending on factors such as industry sector, organisational size, budgetary constraints, regulatory requirements, and existing cybersecurity posture.

3. Proposed Cyber Resilience Quantification Framework (CRQF)

In this section, we will propose a framework called CRQF, which combines the phases, factors, and capacities of cyber resilience. The phases, factors, and capacities of the framework proposed are presented and examined in Sections 2.1, 2.3, and 2.2 respectively. The framework aims to help quantify the capacity of cyber resilience for networks and systems. The overall picture of the proposed CRQF is shown in Figure 7.

The CRQF is a methodology for measuring the cyber resilience of IT infrastructure. It is based on the concept...
Factors of Cyber Resilience (Proposed)
- Manage Complexity
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- Pre-configuration
- Buffering Supported
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Capabilities of Cyber Resilience
- Absorptive Capacity
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Figure 7: Overview of Cyber Resilience Quantification Framework (CRQF).

Figure 8: The DBN structure system performance of the network nodes.

of cyber resilience and the impact of cyber-attacks on a network or a system’s ability to withstand and recover successfully and quickly. The framework is designed to be adaptable to various types of networks and systems, from small businesses to large corporations. The framework comprises three main elements: phases, factors, and capacities.

Phases: The framework consists of four phases: plan / prepare, absorb, recover, and adapt that discussed in Section 2.1. Each phase represents a stage in the system’s response to a cyber-attack. The plan / prepare phase involves preparing for potential attacks, while the absorb phase involves mitigating the impact of an attack. The recovery phase focuses on restoring the system to its pre-attack state. The adaptation phase involves learning from the attack and improving the system’s overall cyber resilience.

Factors: The framework includes five factors influencing cyber resilience: Managing complexity, network topology, adding resources, IT infrastructure pre-configuration, and buffering supported that is proposed and discussed in Section 2.3. These factors represent the key areas that needed to be addressed for cyber resilience in an IT infrastructure.

Capabilities: The framework identifies three capacities of cyber resilience: absorptive capacity, adaptive capacity, and vital capacity summarised in Section 2.2. These capacities represent the system’s ability to absorb, adapt, and recover from cyber-attacks.

To quantify cyber resilience using this framework, you would first define measurable metrics for each factor and capacity. These metrics would then be mapped to the appropriate phase, factor, or capacity. Weights would also be assigned to each phase, factor, and capacity to reflect their relative importance in the overall framework.

The CRQF is a comprehensive approach in measuring cyber resilience considering modern systems’ com-
plexity and diversity. By using this framework, organisations can better understand their cyber resilience and identify areas for improvement.

3.1. The BN and DDBN with Cyber Resilience

The BN, called the Causal or Belief Networks, is a directed cyclic that illustrates the practice of describing the conditional probability relationship between data variables based on probabilistic inference theory [58]. The nodes represent in BN as random variables. The links between them represent conditional dependencies among the variables with their parent nodes, which are ruled and used by the conditional probability tables. The static BN cannot be used to model a time-varying performance system. Therefore, the DBN was based on the hidden Markov model to satisfy the temporal system performance [59]. The DBN is also known as a two-time slice BN because the two-time slices are included in DBN modelling: time slice \( t \) and \( t + \Delta t \). The discrete-time slice \( \Delta t \) is usually set to be 1. By using the technique of dividing a time duration into a series of time slices, the DBN allows the node attribute variable \( X^t \) at time slice \( t + \Delta t \) to be conditional upon its nodes of parent \( X^t_i \) at the same time slice, as well as its parents \( X^t_i \) and its states \( X_{t-1} \) at the previous time slice \( t-1 \).

The DBN is adapted in modelling and quantifying system or network of cyber resilience as shown in Figure 8 that represents the details and the basic structure of DBN. First, each row of nodes simultaneously represents the four cyber resilience performances, where solid angles link the four attribute nodes. The solid angles represent the conditional transition probability between the parent node and the self-node. Then, each column of nodes represents the time-varying states of every cyber resilience performance. The dotted angles between the columns of nodes represent every cyber resilience performance’s conditional probability of change. Finally, the diagonal dotted curves represent the conditional probability of change between the self-node at the current time slice and the parent node at the previous time slice.

3.2. Performances of Cyber Resilience

We can explain the performance of cyber resilience by showing the curve relationship between phases and factors as illustrated in Figure 9. The \( P_{L1} \) means the system or network typically works with good cyber resilience performance. During a period of cyber-attack, the system offers a more straightforward method of measuring the level of cyber resilience that has been established.

The relationship between cyber resilience and performance is shown in Figure 9. The \( P_{L2} \) signifies the minimum performance required by the system and network under any situation. Under \( P_{L2} \), it means that poor performance of a system results in poor performance of its components, leading to degraded performance when attacked in a certain way.

Understanding that we can accurately measure performance levels between average and baseline is essential. We need a sophisticated quantification model that includes complex systems or networks modelled as nodes in a DBN model to do this. To quantify cyber resilience, measuring \( P(t) \) is critical using the phases of cyber resilience to present performances, as detailed in Section 2.1. Although there is a lack of literature that formally describes \( P(t) \) or designates a simple system attribute as the quantitative standard of \( P(t) \), this paper establishes a clear measurement indicator of \( P(t) \). Four phases of cyber resilience determine this and can define time-independent system performances: (1) performance of preparing \( P_{prepare}(t) \); (2) performance of absorbing \( P_{absorb}(t) \); (3) performance of recovering \( P_{recover}(t) \); and (4) performance of adapting \( P_{adapt}(t) \), as summarised in Figure 9.

These four phases’ performances are influenced directly by the five core cyber resilience factors described in Section 2.3. Meanwhile, a time-dimensional interaction exists between these four performances based on conditional probability. For example, networks A and B provide the same sustained absorbing at time \( \Delta t \) when suffering the same destruction at time \( t \). Still, the performance preparing \( P_{prepare}(t) \) on network B is higher than network A at time \( t \). It can be expected that network A will better perform absorbing \( P_{absorb}(t + \Delta t) \) than network B when affected by a cyber-attack.
3.3. Metrics for Quantifying Cyber Resilience

In order to comprehensively assess the effectiveness of various cyber resilience factors within an organisation’s IT infrastructure, it is essential to establish quantification metrics that can provide insights into the system’s ability to withstand and recover from cyber-attacks. These metrics offer a structured approach to evaluating the performance of different resilience factors and can guide organisations in prioritising their investments and efforts towards enhancing cyber resilience.

This section presents a set of basic metrics to evaluate the impact and effectiveness of critical cyber resilience factors. By quantifying various aspects of cyber resilience, these metrics enable organisations to understand their resilience posture better and identify improvement areas. This section outlines six essential metrics:

- **Start attack time** ($T_{sa}$): The start attack time represents the duration between the initiation of a cyber-attack and its detection by the organisation’s security systems. It indicates how quickly the organisation can identify and respond to incoming threats, allowing for a prompt initiation of defensive measures.

- **Start recovery time** ($T_{re}$): The start recovery time represents the duration between detecting a cyber-attack and initiating the recovery process. It indicates how quickly an organisation can respond to an attack and restore its systems to a functional state.

- **Complete recovery time** ($T_{rc}$): The complete recovery time measures the duration required for the system to achieve complete restoration after a cyber-attack. It encompasses the entire recovery process, including all necessary actions to recover the system to its pre-attack state.

- **Absorb duration** ($D_{absorb}$): The absorb duration quantifies the time it takes for the organisation to detect and mitigate the impact of a cyber-attack. It reflects the effectiveness of the organisation’s defences and incident response capabilities in minimising the attack’s immediate consequences.

- **Recovery duration** ($D_{recovery}$): The recovery duration calculates the time interval between the initiation of the recovery process and the complete restoration of the system. It measures the efficiency of the organisation’s recovery efforts in recovering from the attack and returning to normal operations.

- **Adapt duration** ($D_{adapt}$): The adapt duration evaluates how quickly the organisation can adapt and implement improvements in response to a cyber-attack. It reflects the organisation’s agility and ability to learn from past incidents to enhance its resilience against future attacks.

Figure 10: The architecture design of the simulation in the OMNeT++ platform.
threats. Each of these metrics provides valuable insights into cyber resilience, allowing organisations to identify strengths and weaknesses in their resilience strategies. By tracking and analysing these metrics over time, organisations can continuously improve their cyber resilience posture and better protect their IT infrastructure against evolving threats.

While our primary quantification metric is initially developed for IT infrastructure networks, with appropriate modifications and adaptations, it can be applied to evaluate the cyber resilience of other applications, such as IT networks within cyber-physical systems such as smart grids or microgrids. Collaboration with domain experts, simulation studies, and customisation for CPS contexts are essential to ensure the metric’s applicability and effectiveness in these environments.

3.4. Process Steps of CRQF Framework

The Cyber Resilience Quantification Framework (CRQF) presented herein offers a structured methodology for assessing, prioritising, and improving cyber resilience within organisations. Grounded in the understanding that cyber resilience is multifaceted and context-dependent, the framework integrates three fundamental dimensions: the phases of cyber resilience, the capabilities of cyber resilience, and the factors influencing cyber resilience. By incorporating these dimensions into a comprehensive framework, organisations can systematically evaluate their cyber resilience posture, identify areas for improvement, and prioritise strategic initiatives to enhance resilience capabilities.

The framework depicted in Figure 11 consists of various elements that help organisations enhance their cyber resilience capabilities. These elements are chosen based on the organisation’s specific needs and are evaluated for their effectiveness in enhancing cyber resilience. The framework follows a phased approach that aligns with the different phases of cyber resilience. The simulation and evolution step is used to measure the effectiveness of cyber resilience. Finally, continuous improvement mechanisms are established to help organisations improve their cyber resilience capabilities.

The CRQF consists of six interconnected process steps, each tailored to address specific aspects of cyber resilience while leveraging insights from the phases, capabilities, and factors of cyber resilience. These steps guide organisations through a structured approach to cyber resilience enhancement, encompassing customisation, risk assessment, resource allocation, phased implementation, simulation and testing, and continuous improvement.

1. Customisation: This initial step involves assessing the organisation’s operational environment, business objectives, and risk appetite to tailor the framework to its unique circumstances. By identifying relevant cyber resilience factors aligned with organisational goals and capabilities, organisations can lay the groundwork for effective resilience strategies.

2. Risk assessment: Organisations conduct a comprehensive risk assessment to identify critical assets, vulnerabilities, and potential threats. This process is then used to customise their approach to security. By considering cyber resilience’s phases, capabilities, and factors, organisations can prioritise resilience measures that mitigate identified risks and protect essential assets.

3. Resource allocation: With a clear understanding of organisational risks and priorities, resource allocation becomes essential. Organisations must evaluate constraints and allocate resources based on each cyber resilience factor’s potential impact and effectiveness. This step ensures optimal resource utilisation and maximises resilience outcomes within available constraints.

4. Phased approach: Recognising that cyber resilience is an ongoing journey; organisations adopt a phased approach to implementation. By prioritising high-impact, low-cost initiatives and gradually expanding resilience capabilities over time, organisations build momentum and demonstrate tangible progress in enhancing their resilience posture.

5. Simulation and testing: Organisations conduct simulations and testing exercises to validate and quantify the effectiveness of cyber resilience measures and preparedness for cyber incidents. Realistic scenarios are employed to assess the organisation’s response capabilities across different phases of cyber resilience, enabling organisations to identify weaknesses and refine their strategies accordingly.

6. Continuous improvement: Finally, organisations establish mechanisms for ongoing monitoring, assessment, and adaptation of cyber resilience strategies. Organisations can continuously improve their cyber resilience by reviewing and updating the framework based on emerging threats, lessons learned, and changes in the operational environment.

Through the systematic application of the CRQF, organisations can enhance their cyber resilience capabilities, mitigate risks, and maintain operational continuity in the face of evolving cyber threats. By integrating cyber resilience’s phases, capabilities, and factors into a unified framework, organisations can navigate the complexities of the cybersecurity landscape with confidence and resilience.
Figure 11: The CRQF framework consists of several process steps that need to be followed in order to quantify and enhance cyber resilience.

4. Simulation Environment and Results

In this section, we introduce the simulation for quantifying cyber resilience. This section explains the setup of the simulation and the modules used in it. The simulation runs in Oracle VirtualBox, an open-source virtual machine. Ubuntu’s operating system was installed in the virtual machine to run the simulation. The simulator tool used in this simulation is Objective Modular Network Testbed in C++ (OMNeT++). This simulator requires modules such as INET, ReaSE, SEA++, and NETwork Attacks (NETA). Furthermore, a Linux-based operating system is preferable because it supports Command-Line Interface (CLI) and Graphical User Interface (GUI). The main reason for this simulation is to show how cyber resilience’s phases, factors, and capacities affect quantifying cyber resilience, especially the performance of network systems. Figure 10 demonstrates the simulation design.

Our study represents a novel application of existing tools within the context of cyber resilience assessment. While individual tools such as OMNeT++, INET, ReaSE, SEA++, and NETA have been used independently in previous research, our study uniquely combines these tools to create a comprehensive simulation environment tailored to evaluate cyber resilience factors and their impact on system performance.

The novelty of our approach lies in integrating and orchestrating these tools to simulate realistic cyber-attack scenarios, assess the effectiveness of various cyber resilience factors, and quantify the resilience of IT infrastructures under different conditions. By leveraging the capabilities of each tool and integrating them into a cohesive simulation framework, we generated valuable insights into the dynamics of cyber resilience. We provided actionable recommendations for enhancing resilience in complex systems.

Therefore, while the individual tools themselves may not be new, our study’s contribution lies in the novel application and combination of these tools to address cyber resilience challenges, ultimately advancing the state-of-the-art in cyber resilience research. We believe this will help elucidate our study’s unique contribution in leveraging existing tools within the simulation environment better.

Our work utilised a simulation-based methodology to evaluate the elements contributing to cyber resilience in IT infrastructure networks. Our simulation process was designed with the utmost care, ensuring it was thorough and precise. To ensure the dependability and strength of our discoveries, we carried out sensitivity analyses incorporating multiple parameters and scenarios.

The simulation model was developed based on estab-
lished principles in cyber resilience research, leveraging validated algorithms and inputs derived from both theoretical frameworks and empirical data sources. Multiple scenarios were considered, encompassing different cyber-attacks, network topologies, system configurations, and organisational contexts to capture a broad spectrum of real-world conditions.

Furthermore, we conducted extensive validation and sensitivity analyses to assess the accuracy and stability of the simulation results. This involved comparing the simulated outcomes with available empirical data and testing the model’s response to variations in input parameters and assumptions. Sensitivity analyses were performed to identify critical factors influencing the cyber resilience outcomes and evaluate the model’s robustness under different conditions.

4.1. Data and Methods

This section provides sample data and methods and an overview of our study’s simulation methodology, including details on the experimental design, simulation execution, data collection, and validation procedures. We can make adjustments according to our research’s specific details and requirements. We have used a toolset for the offline evaluation of cyber resilience strategies called Policy-driven Resilience Strategy Evaluation Toolset (PReSET) [60]. It integrates the OMNeT++ [61] and the Ponder2 policy framework [62].

It has implemented several policy-controlled instrumented mechanisms as OMNeT++ modules, which run within the simulation and offer cyber resilience functionality, including link monitoring, anomaly detection, and rate-limiting mechanisms. Policies can control their behaviour by setting flags, stopping monitoring sessions, triggering or dropping connections, and finding optimal configurations.

The toolset is extensible and allows the modelling of cyber resilience strategies, facilitates the offline analysis of anomalies and attack behaviours, and permits the evaluation of cyber resilience policies to detect and mitigate cyber-attacks. PReSET can synthesise data describing real network traffic and attack behaviour. Cyber resilience strategies that perform well in PReSET are converting to management patterns, ready for deployment.

INET framework [63] is an open-source model library working under the OMNeT++ simulation environment. It provides students and researchers with many protocols, agents and other communication network models. ReaSE [64] is a tool module for creating a realistic environment. It considers traffic patterns, topology generation, and attack traffic. SEA++ [65] is a framework module that extends from OMNeT++ and INET to evaluate cyber-attacks impact on networks, systems and applications in a user-friendly way. NETA [66] is a framework module built on OMNeT++ simulator and INET framework. NETA intended to become a practical framework module for students and researchers focused on the network security field to apply cyber-attacks.

Simulation methodology: The study used the PReSET software tool to evaluate the impact of various factors on cyber resilience through simulation methodology. PReSET is a comprehensive simulation platform designed explicitly for assessing cyber resilience in complex systems. It allows for creating dynamic cyber environments, manipulating system parameters, and analysing resilience under various scenarios.

Experimental design: The simulation study was conducted in a controlled environment, where different scenarios were simulated to assess the resilience of cyber systems under varying conditions. The experimental design consisted of four steps: scenario development, input parameters, simulation execution, and data collection.

1. Scenario development: Multiple simulation scenarios were developed based on the factors identified in the cyber resilience framework proposed in this study. These cyber resilience factors included system complexity, network topology, added resources, pre-configuration, and buffering-supported factors. Once the configuration of each factor with the specific edge network is complete, the next stage involves simulating to generate the system performance results for each factor separately.

Simulation scenarios are designed to evaluate the performance of attack detection mechanisms with different traffic types. The nodes of the simulated topology are configured to generate honest, attack, and flash traffic at a specific duration. The scenario simulated was a DDoS attack based on the set of programs Tribe Flood Network [64]. All our simulations generate some traffic networks and create attacks. The victim is a web server named “Web Server”, which ranks SAS1 as the victim. We simulate and execute in the absence and presence of an attack detection mechanism.

2. Input parameters: Input parameters for each simulation scenario were defined, including the characteristics of the cyber system, the configuration of network elements, and the behaviour of human actors within the system. These parameters were varied systematically to
evaluate their impact on cyber resilience.

3. Simulation execution: The scenarios were executed using the PReSET toolkit, with each scenario run multiple times to account for variability and randomness in system behaviour. The simulation environment was monitored throughout the execution to collect data on system performance, resilience metrics, and other relevant variables.

4. Data collection: Data generated during the simulation runs were collected and analysed to assess the resilience of the cyber systems under different conditions. Several key performance indicators were measured to assess the system’s efficiency in countering cyber threats and disruptions. These metrics included system uptime, response time, and recovery capability. The system’s effectiveness in mitigating potential cyber risks was gauged by evaluating these parameters.

4.2. Validation and Sensitivity Analysis

We conducted thorough validation and sensitivity analysis to ensure the accuracy and dependability of our simulation results. Validation is a process that involves comparing the output of a simulation model with real-world data or theoretical models. This helps to determine how accurate the simulation is. Furthermore, we conduct a sensitivity analysis to evaluate the effectiveness and reliability of the simulation results, especially when input parameters and assumptions are altered or modified.

This analysis helps us understand how sensitive the results are to changes in the used variables. This evaluation helps assess the accuracy and precision of the simulation model and make informed decisions based on the outcomes. It is important to acknowledge certain limitations of the simulation study. While PReSET provides a powerful platform for assessing cyber resilience, the accuracy of the simulation results may be influenced by factors such as simplifications in the model, assumptions made during scenario development, and the representativeness of the simulated cyber environment.

In the simulation process, the last stage is generating data analysis output for each factor of cyber resilience. This output helps to quantify the level of cyber resilience. It is essential to understand the effectiveness of each factor and make informed decisions on the best approach to enhance cyber resilience. The results of this stage provide valuable insights to decision-makers in different industries, such as finance, manufacturing, and healthcare.

We conducted one simulation run for each factor; our experimental design involved developing multiple scenarios within each factor to explore different variations and configurations. Each scenario represented specific conditions or parameters relevant to the evaluated factor. These scenarios were carefully designed to cover a broad spectrum of potential cyber resilience scenarios, allowing us to assess the factor’s robustness across various contexts.

While conducting only one simulation run per factor is limited, it is essential to emphasise that our study focused on understanding the relative impact of each factor and its variations on cyber resilience. By systematically varying the parameters within each factor and evaluating their effects on system performance, we gained valuable insights into the factors that most significantly influence cyber resilience.

Additionally, while we conducted a comprehensive analysis within the scope of our study, we acknowledge that there may be opportunities for further exploration and refinement in future research. Our study provides a solid foundation for understanding the fundamental relationships between cyber resilience factors and system performance, paving the way for more extensive investigations and iterations in subsequent studies.

In summary, while we conducted one simulation run for each factor, our experimental design allowed us to explore multiple variations and configurations within each factor, comprehensively assessing their impact on cyber resilience. Our approach effectively balances the need for rigour and efficiency in simulation-based research while laying the groundwork for future exploration and refinement.

The summary of the simulation results of cyber resilience in terms of time (Seconds) presented in Table 6 and in terms of percentage (%) shown in Table 7. The data shown in Tables 6 and 7 includes multiple measurements that are used to evaluate cyber resilience factors. A detailed explanation of these metrics is in Section 3.2. These metrics are obtained from simulations or analytical models designed to test the effectiveness of different cyber resilience factor configurations.

In Table 6, the time taken for each cyber resilience factor to respond to a cyber-attack is measured and presented in seconds. This information can be used to determine which factors are more effective in responding to cyber-attacks and which ones need improvement. In Table 7, the results of the analysis are presented in terms of percentage, allowing for a comparison of the effectiveness of each cyber resilience factor. The percentage values indicate the proportion of successful responses to cyber-attacks for each factor. This information can be used to identify the most effective cyber resilience factors and prioritise their implementation in IT infrastructure.
In the comparative analysis of cyber resilience factors, the pre-configuration factor stands out with the highest overall cyber resilience score of 61.44%. This factor excels in planning and adaptation, achieving perfect scores of 100%, but it faces significant challenges in absorption (35.48%) and recovery (10.27%). Conversely, the buffering supported factor, with an overall score of 44.53%, demonstrates strengths in planning (60.04%) and adaptation (26.37%) but requires substantial improvement in absorption (35.48%) and recovery (15.97%) capabilities. Managing complexity and adding resources factors share similar overall scores at approximately 43%, highlighting the need for comprehensive enhancements across phases. Network topology factors, including mesh (60.04%), tree (77.86%), star (77.86%), and ring (77.86%), excel in planning and absorption but struggle with recovery and adaptation, with scores ranging from 11.43% to 26.37%.

The similarity in observed values across different network topologies, such as tree, star, and ring, could be due to several factors, including simulation parameters, model complexity, the effectiveness of defence mechanisms, and random variability. The simulation parameters, such as attack intensity, duration, and defence mechanisms, could influence the results. Similar cyber resilience outcomes may result if these parameters are constant across different network topologies.

The complexity of the simulation model and its ability to accurately capture the nuances of each network topology could also impact the results. If the model can differentiate between the resilience capabilities of different topologies, it may yield similar performance metrics. The effectiveness of defence mechanisms implemented in each network topology could play a significant role.

If the defence mechanisms are equally effective across different topologies, similar resilience outcomes may result despite structural differences. Finally, random variability inherent in simulations could also contribute to the observed similarities. Fluctuations in the simulation outcomes due to stochastic elements may mask the expected differences between topologies.

4.3. Manage Complexity Factor of Cyber Resilience

Figure 12 describes the testing results that display significant differences between baseline cyber resilience and managing complex IT infrastructure performance. The graph outcome IT infrastructure’s better cyber resilience and faster-starting recovery at 65.5 seconds. The complex IT infrastructure factor of cyber resilience performed better to complete the comeback in around
125.5 seconds, faster than baseline cyber resilience and regular IT infrastructure.

The start recovery duration of 65.5 seconds suggests that the organisation has mechanisms to detect cyber-attacks and initiates the recovery process quickly. This indicates a proactive approach to monitoring and incident response, enabling the organisation to mitigate the attack’s impact promptly. The relatively short complete recovery duration of 125.5 seconds implies that the organisation has efficient recovery processes, resources, and expertise. The organisation can effectively restore the system to its acceptable level, minimising any disruption to business operations.

The absorb duration of 25.5 seconds indicates that the organisation has strategies to mitigate the immediate effects of a cyber-attack promptly. This suggests the presence of practical measures such as intrusion detection systems, firewalls, or threat intelligence tools to block or filter malicious traffic. The relatively short recovery duration of 60 seconds implies that the organisation has efficient recovery processes, resources, and automation tools to expedite the restoration of the system. This helps to minimise downtime and reduce potential financial and reputational losses.

Furthermore, the results indicate that managing complexity is crucial to cyber resilience. The duration obtained from the simulation provides insights into the time it takes from a DDoS attack to recover and the overall duration of the different phases. This information can help organisations understand the relationship between system complexity and cyber resilience.

Overall, the managing complexity factor results indicate that the organisation has taken steps to effectively manage the complexities of its IT infrastructure when responding to cyber-attacks. The prompt start of the recovery process, efficient complete recovery, and quick absorption of the attack’s impact highlight the organisation’s preparedness and effectiveness in dealing with complex cyber threats. The relatively short recovery duration suggests a proactive approach in restoring operations and enhancing cyber resilience.

4.4. Add Resource Factor of Cyber Resilience

Figure 13 illustrates the simulation results that indicate some significant distinction between the baseline cyber resilience performance and the configuration of the add resource factor of cyber resilience, such as the dependency of the links. The result demonstrated that the start recovery at 58 seconds is the same for the baseline cyber resilience method and adding resources. However, the added resource factor of cyber resilience performed better for completing recovery at 119 seconds which is faster than baseline cyber resilience.
The recovery phase starts at 58 seconds for the additional resources factor, and complete recovery is achieved at 119 seconds. The absorb phase lasts 18 seconds, the recovery phase lasts 61 seconds, and the adaptation phase takes 41 seconds. These durations reflect the impact of adding additional resources on the system’s ability to recover and restore standard functionality.

The add resources factor shares a similar overall score with the managing complexity factor, indicating a comparable level of cyber resilience. It is excellent at planning and preparing (100%), but its absorption rate is only 30.56% and its recovery rate is only 15.57%. These percentages highlight the imperative of maintaining its response and recovery capabilities to enhance overall cyber resilience effectively. It is essential to prioritise addressing vulnerabilities during response and recovery to establish a stronger cyber resilience strategy, regardless of the initial level of preparedness.

The results related to adding resources highlight the importance of allocating sufficient resources to enhance cyber resilience. The duration obtained from the simulation provides insights into the time required to recover from a DDoS attack when additional resources are allocated. We emphasise the significance of resource allocation in cyber resilience. Adequate human, financial, and technological resources are essential for mitigating cyber-attack impact and ensuring a timely recovery. By quantifying the effect of adding resources on cyber resilience, organisations can make informed decisions regarding resource allocation and prioritise investments in areas critical for cyber resilience enhancement.

4.5. Network Topology Factor of Cyber Resilience

Figure 14 demonstrates the practical results that indicate the powerful performance of cyber resilience with the tree, star, and ring network topologies configuration. The graph showed that the tree, star, ring, and mesh network topologies started recovery at 45.5 seconds. The mesh network topology performed very slowly to complete the recovery at 114.5 seconds. The results show how different network configurations impact cyber resilience, with the mesh topology being particularly demonstrative.

The results for the network topology factor indicate the impact of different network configurations on cyber resilience. The mesh topology demonstrates a longer recovery process, starting at 45.5 seconds and completing at 114.5 seconds. It has a longer recovery duration of 69 seconds, which might be due to the complexity of the mesh network. On the other hand, the tree, star, and ring topologies show faster recovery times, starting at 45.5 seconds and completing within 55 seconds. The recovery duration for these topologies is shorter and takes around 9.5 seconds compared with a mesh topology. However, the adaption duration is longer for the tree, star, and ring topologies, indicating a need for more time to learn from the attack and implement improvements.

We extensively investigate the impact of network topology on cyber resilience. The numerical values obtained from the simulation help assess the effectiveness of different network structures in responding to DDoS attacks. Mesh topologies, characterised by complex interconnections, exhibit longer recovery duration than other topologies. While mesh topologies offer redundancy and distributed processing capabilities, they may require more time to recover from an attack due to intricate interdependencies.

The network topology factors collectively exhibit high scores in planning / preparing and absorption phases, ranging from 60.04% to 77.86%. These scores suggest robust initial defences and incident detection capabilities. However, they all reveal notable weaknesses in the recovery (ranging from 11.43% to 26.37%) and adaptation phases, indicating the imperative to enhance resilience against prolonged cyber-attacks and adapt to evolving attacks. Improving the recovery and adaptation of network topologies is essential for strengthening cyber resilience. Focusing on addressing vulnerabilities in this area should be a top priority.

The mesh network topology demonstrates a commendable overall cyber resilience score of 60.04%. This topology excels in the planning / preparing phase...
(100%) and absorption phase (100%), indicating a robust initial defence and incident detection capability. In these phases, the mesh network provides extensive redundancy and multiple paths for data to travel, enhancing its ability to absorb and detect threats effectively. However, its weaker points lie in the recovery (13.77%) and adaptation (26.37%) phases, suggesting vulnerabilities in terms of bouncing back from cyber-attacks and adapting to evolving threats. To improve overall cyber resilience, focusing on recovery and adaptation strategies within the mesh network topology is crucial.

The tree network topology shares a higher cyber resilience score of 77.86% with star and ring topologies. It excels in both the planning/preparing and absorption phases, achieving perfect scores (100%). This suggests that the tree topology offers robust initial defences and efficient cyber-attack detection capabilities. However, the tree topology reveals a substantial weakness in the recovery (100%) and adaptation (11.43%) phases. While it can effectively mitigate and detect threats initially, it needs help in terms of recovering from attacks and adapting to evolving cyber-attacks. In order to strengthen its overall ability to withstand cyber-attacks, it is crucial to implement strategies that focus on improving recovery and adaptability.

Similar to the tree network topology, the star network topology demonstrates a high overall cyber resilience score of 77.86%. During the planning and preparation stages, it achieves perfect scores of 100% and is highly effective at absorption. This indicates strong initial defences and effective threat detection capabilities. However, it also exhibits notable weaknesses in the recovery (100%) and adaptation (11.43%) phases. The star topology appears effective at the beginning of an attack, but it struggles with recovering from incidents and adjusting to new cyber-attacks. To improve its overall cyber resilience, it is important to implement better recovery and adaptation strategies.

The ring network topology shares the same high overall cyber resilience score of 77.86% as the tree and star topologies. The scores achieved in the planning/preparation, and absorption phases are flawless with a perfect 100%. This demonstrates the robustness of the initial defences and the effectiveness of the attack detection capabilities. Similar to other topologies, this particular system encounters significant challenges during the recovery phase, with a success rate of only 100%. Additionally, it also faces notable weaknesses during the adaptation phase, with a success rate of 11.43%. This highlights the need to improve recovery and adaptation strategies within the ring network topology to enhance its overall cyber resilience.

On the other hand, tree, star, and ring topologies recover relatively faster due to their hierarchical or centralised structures but may be more susceptible to single points of failure. Organisations can leverage these insights to design and implement network topologies that align with their specific resilience requirements. Reliability, scalability, fault tolerance, and recovery time objectives can be considered when selecting the appropriate network topology to improve cyber resilience.

4.6. Pre-configuration Factor of Cyber Resilience

Figure 15 defines the testing results that indicate some significant distinction between the enabled and disabled pre-configuration factors of cyber resilience. The graph shows different start recoveries for the enabled and disabled pre-configuration factors. This shows that the enabled pre-configuration is more potent for cyber resilience and can start and complete comeback faster than the disabled pre-configuration. Likewise, the disabled pre-configuration factor is incapable of reconfiguring and continues to be affected by cyber-attacks. Enabling pre-configuration improves the system’s performance with a start recovery time of 55.5 seconds and a total recovery time of 148 seconds, compared to disabled pre-configuration for cyber resilience.

![Figure 15](image_url)

Figure 15: The enabled and disabled IT infrastructure pre-configuration will affect cyber resilience quantification performance.

The results for the pre-configuration factor show that the system takes 55.5 seconds to start the recovery process after the cyber-attack. It then requires 148 seconds to achieve complete recovery, which is longer than other factors. The absorb duration of 15.5 seconds suggests that the system has some measures to mitigate the attack’s impact. However, the recovery duration of 92.5 seconds indicates that it takes significant time to restore...
the system to its accepted state. The shorter adaption of 12 seconds suggests that the system can quickly learn from the attack and implement improvements.

These results highlight the importance of pre-configuring the IT infrastructure to improve cyber resilience. The start recovery time of 55.5 seconds suggests that the system initiates the recovery process relatively quickly. However, the whole recovery time of 148 seconds indicates that achieving full recovery takes considerable time. This longer recovery duration might be due to factors such as the complexity of the IT infrastructure or the extent of the damage caused by the cyber-attack. The absorb duration of 15.5 seconds suggests that the system has some measures to mitigate the attack’s impact.

The pre-configuration factor exhibits the highest overall cyber resilience score, reaching 61.44%. This factor particularly excels in the planning/preparing phase, achieving a perfect score of 100%, signifying a strong foundation for proactive cyber-attack mitigation. Additionally, its high score in adaptation (100%) underscores its readiness to evolve and respond to changing threat landscapes. However, this factor encounters challenges in the absorption (35.48%) and recovery (10.27%) phases, indicating the need for substantial improvements in effectively absorbing and recovering from cyber-attacks. While it lays a solid groundwork for preparation and adaptation, there is a clear call for enhancing its resilience in mitigating and recovering from cyber-attacks.

4.7. Buffering Supported Factor of Cyber Resilience

Figure 16 shows the experimental results that indicate some substantial difference between the baseline cyber resilience performance and the configuration of the buffering-supported factor of cyber resilience. The result indicates that the buffering support started recovery at 55.5 seconds and completed the comeback at 115 seconds. However, the baseline cyber resilience method performed lower than the buffering-supported cyber resilience, which created the rally at 65 seconds and took more time for complete recovery at 148 seconds.

Conversely, the buffering-supported factor results show that the system starts the recovery process at 55.5 seconds and achieves complete recovery within 115 seconds. The absorb duration of 15.5 seconds suggests that the system effectively mitigates the attack’s impact. The recovery duration of 59.5 seconds indicates that restoring the system takes an average time. The adaption duration of 45 seconds suggests that the system requires significant time to learn from the attack and implement improvements.

The recovery duration of 59.5 seconds implies that the system can restore its normal operations within a moderate amount of time. This duration might be influenced by factors such as the efficiency of recovery processes, backup system availability, or the affected components’ complexity. Interestingly, the relatively longer adaption duration of 45 seconds suggests that the system requires more time to learn from the attack and implement improvements. This signifies that the organisation takes a more thorough approach to analyse the attack, conduct post-incident reviews, and implement measures to enhance cyber resilience in the future.

The buffering supported factor demonstrates a moderate level of cyber resilience, with an overall score of 44.53%. It particularly shines in planning/preparing (100%) and adaptation (44.53%), signifying a solid foundation for readiness and adaptability. Nevertheless, it faces challenges in absorption (35.48%) and recovery (15.97%), highlighting the necessity of bolstering its capabilities to respond to and recover from cyber-attacks effectively. Enhancing overall cyber resilience requires not only initial preparedness and adaptability but also addressing vulnerabilities in response and recovery.

4.8. Significant Findings

The following findings offer valuable insights into the effectiveness of different factors influencing cyber resilience. Managing complexity is crucial as it can make controlling cyber-attacks more challenging. Therefore, strategies that help manage complexity are vital in enhancing overall resilience. Different network topologies like star, mesh, tree, and ring affect resilience differently.
Choosing the proper topology is essential for improving network and system resilience. Adding redundant resources increases the system’s ability to withstand and recover from attacks. Resource allocation is also a significant factor in improving cyber resilience. Pre-configured infrastructure enables swift restoration and adaptation, which is beneficial in the face of cyber-attacks. Automated restoration processes are critical for improving overall resilience. Furthermore, buffering and caching functions can help improve data availability and access during attacks, significantly contributing to faster recovery and adaptation. By examining these factors in detail, we can understand their importance in enhancing cyber resilience. Organisations can improve their resilience against cyber threats by focusing on the most impactful strategies.

Our evaluation demonstrates how the proposed factors can affect cyber resilience quantification. Thus, our factors of cyber resilience quantification will help propose a CRQF that offers to quantify and accommodate the IT Infrastructure cyber resilience demands of various network configurations. These results provide insights into the time the system or network takes to recover from a cyber-attack and the duration of different phases within the framework. Each factor and topology demonstrates varying start recovery times, total recovery times, absorb duration, recovery duration, and adapt duration. These metrics help to assess the system’s resilience and the effectiveness of different factors and topologies in responding to cyber-attacks.

We only provide a comprehensive summary of its impact on cyber resilience with specific values for managing complexity factors. However, the other elements and network topologies highlight the significance of adding resources, pre-configuration, and buffering support in reducing recovery time and enhancing cyber resilience.

Organisations can use these results to identify areas for improvement and allocate resources based on the relative importance of each factor and topology within their specific IT infrastructure. Organisations can strengthen their security posture and response capabilities by understanding their cyber resilience levels and the impact of cyber attacks.

5. Conclusion and Future Directions

In this study, we have investigated the cyber resilience of IT infrastructure networks and systems to propose a quantification framework called the CRQF. We have discussed the various phases of cyber resilience and put forth five factors contributing to the resilience of IT infrastructure networks and systems. We evaluated the proposed factors by simulating the framework process and implementing cyber resilience by generating traffic networks using DDoS zombie attacks. Our evaluation results demonstrate the framework’s effectiveness in guiding the analysis of cyber resilience in IT infrastructure networks and systems.

The examination process carried out in this research has important implications for IT infrastructure operators and technical experts. It provides valuable insights into the architecture of their networks and systems, enabling them to enhance their resilience against cyber-attacks. By understanding the five proposed factors and applying the CRQF, operators and experts can refine their strategies to bolster the security and robustness of their IT infrastructure. Many potential research directions can be summarised for the CRQF outlined in Figure 17.

Overall, this research contributes to the cyber resilience field by presenting a comprehensive framework and highlighting the essential factors that influence the resilience of IT infrastructure networks and systems. Further research is needed to develop advanced factors, techniques, and strategies to enhance cyber resilience and protect critical information systems from cyber-attacks.

One important next step in this work would be to test the developed framework in real-world scenarios. This could involve conducting case studies or simulations of cyber-attacks and measuring the system’s resilience using the developed metrics. Testing the framework this way would validate its effectiveness in quantifying cyber resilience and identify any areas needing refinement.
or modification.

As the framework is tested and used, it may become apparent that specific metrics could be more helpful and effective in measuring cyber resilience. Thus, another potential avenue for future work would be to refine the metrics to ensure that they accurately capture the relevant factors and capacities of cyber resilience. This could involve modifying existing metrics or developing new ones to capture the nuances of cyber resilience better.

Incorporating new factors and capacities into the framework as the cybersecurity landscape evolves is also an important consideration for future work. This could involve adding new metrics or modifying existing ones to reflect the cyber-attacks changing nature. The framework can remain relevant and effective in measuring cyber resilience by staying up-to-date with emerging threats and vulnerabilities.

Automating the measurement of cyber resilience is another potential area for future work. The framework and metrics developed in this research could help organisations develop automated tools that help organisations monitor their cyber resilience over time. These tools could be integrated into existing cybersecurity platforms or be developed as standalone products to help organisations stay ahead of emerging threats.

Comparing the cyber resilience of different systems, such as organisations or IT infrastructures, is another potential application of the framework and metrics. By doing so, it would be possible to identify best practices and areas for improvement in cyber resilience. This could help organisations benchmark their resilience against their peers and identify areas where they may fall behind.

Future research could focus on refining the metrics within each dimension of cyber resilience identified in the framework. This may involve specifying data sources, measurement methods, and indicators relevant to each metric. Additionally, guiding data collection strategies and tools would facilitate organisations in assessing their accurate cyber resilience posture effectively.

We believe collaboration with industry stakeholders and practitioners could offer valuable insights into implementing the framework’s practical challenges and opportunities. Researchers can ensure that the developed metrics align closely with organisational needs and operational realities by incorporating their feedback and expertise.

While this work lays a foundation by identifying key dimensions of cyber resilience, further refinement and specificity in developing metrics are warranted to support organisations in assessing their cyber resilience posture accurately.

Extending the proposed cyber resilience factors as strategies is an important area of future work. This can involve exploring additional factors that can contribute to resilience and developing strategies to address each of these factors. For example, one possible extension area could be the development of strategies to address the human factor in cyber resilience.

While the proposed framework includes factors such as network topology and IT infrastructure pre-configuration, it does not explicitly address the role of employees and human behaviour in cyber resilience. Developing strategies to address this factor, such as training employees in cybersecurity best practices and creating a culture of security awareness, could significantly improve overall resilience.

Another extension area could be the development of strategies to address emerging threats and technologies. As the threat landscape continues to evolve, it will be necessary to assess the framework and identify areas for improvement continually. This could involve incorporating new factors into the framework, such as using artificial intelligence and machine learning in cyber-attacks and developing strategies to address these emerging threats. Extending the proposed cyber resilience factors as strategies can help organisations stay ahead of the evolving threat landscape and continually improve their resilience against cyber-attacks.

Finally, the framework could be applied to different sectors beyond the initial sector it is developed. This could help identify sector-specific challenges and opportunities for improving cyber resilience. For example, the framework for critical infrastructure, finance, healthcare, or government would help identify sector-specific vulnerabilities and help organisations develop more targeted strategies for improving their cyber resilience.

List of Acronyms

- BN: Bayesian Network
- CLI: Command-Line Interface
- CRQF: Cyber Resilience Quantification Framework
- CPS: Cyber-Physical Systems
- DBN: Dynamic Bayesian Network
- DDoS: Distributed Denial of Service
IDS Intrusion Detection Systems
GUI Graphical User Interface
NAS National Academy of Sciences
NETA NETwork Attacks
OMNeT ++ Objective Modular Network Testbed in C++
PReSET Policy-driven Resilience Strategy Evaluation Toolset
SCADA Supervisory Control And Data Acquisition
SIEM Security Information and Event Management
SOC Security Operations Centre
STS Socio-technical Systems
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