Where is the News? Improving Toponym Identification and Differentiation in Online News

Joseph Shingleton¹*, Ana Basiri¹,²

¹School of Geographical and Earth Sciences, The University of Glasgow, United Kingdom
²The Alan Turing Institute, London, United Kingdom

Abstract
Understanding the geographical context of unstructured textual data is a key challenge in information extraction. In many applications, however, simple identification of toponyms is insufficient and can often lead to ambiguities in the extracted information. One such application is in the geolocation of online news - where a single article may mention multiple locations, with only one location referring to the article’s subject. In this paper, we present a transformer based model, trained to identify the subject toponym of news articles. Further, our model identifies likely parents of the subject toponym, potentially helping to improve later geolocation tasks. Our model is able to identify the subject toponym of an article with an F1-score of 0.760 when tested on a human-tagged test dataset.
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1. Introduction
Accurate extraction of geographical information from natural language relies on the ability to reliably identify toponyms within text, and to associate those toponyms with unique geographic locations [1, 2, 3]. Modern toponym extraction methods, such as named-entity-recognition, have been shown to be highly effective in this task [4, 5, 6]. In most cases, however, these tools are limited to applications in which a geographic location is expected to be assigned to each toponym in a piece of text. For many applications this may be perfectly acceptable, and even desirable. However, there are some applications which require a more nuanced approach to toponym identification, such as geotagging of news articles [7, 8].

Often, the subject of a news article is associated with a single geographic location referred to in the text. Frequently, however, other toponyms will appear alongside the subject toponym, either as a way to help geographically identify the subject, or due to some interaction between the subject location and other named locations. For example, in the sentence "Two firefighters have travelled almost 4,000 miles from the USA to confirm their vows at the Calton Community Fire Station in Glasgow", it is clear that the subject location of this article is Calton Community Fire Station. The article also mentions the toponyms Glasgow, and USA. In this context, the
toponym Glasgow is used to geographically identify the subject as it is a parent location of the subject. The toponym USA is mentioned due to an interaction between it and the subject toponym within the narrative of the article. Such toponyms can be considered *incidental* to the subject.

In this paper, we present a transformer based model which can identify the *subject* location of news articles, and differentiate between *parent* and *incidental* locations to aid in precise geolocation. The model is trained on data scraped from the BBC-Monitoring website [9], an online news platform which collects news from around the world on topics covering terrorism, conflict, misinformation and political extremism.

Various techniques exist for simple toponym recognition in news articles. Samet et al developed a model which combines a rules-based approach to toponym identification with a statistical named entity recognition model, achieving a precision of 0.739 and recall of 0.868 on a corpus of 11,564 news articles, out performing many models existing at the time [10]. Modern transformer based named-entity recognition models, such as Topo-BERT, have been shown to be highly effective in toponym recognition without the need for additional rules-based techniques. The Topo-BERT model achieved an average precision of 0.827 and recall of 0.886 across a range of news and social media data sources [4].

Monteiro et al provide a detailed survey of articles investigating the *geographic scope* of documents [8]. In this context, geographic scope refers to the identification of a single location, or multiple locations, which provide a broad geographic representation of all (or most) toponyms in a document. This differs from subject toponym identification, which aims to assign a single toponym (or multiple toponyms) in the text as the geographic subject of the document. For example, the sentence *"Firefighters from Motherwell and Edinburgh were called in to help fight the fire in Glasgow"* might have the geographic scope of Scotland, as it links the three named toponyms, despite the subject toponym of the article being Glasgow. Monteiro et al allude to this through the identification of *geographic semantic scope* as an area for future research, in which the semantic meaning of the document is considered alongside explicitly mentioned toponyms.

Previous approaches to subject-location identification tend to rely on heuristic models [7]. Such approaches use syntactical and contextual clues, such as a toponym’s occurrence in a headline, its position and/or frequency within in the text, or the relative prominence of an associated location. These approaches, however, can not account for all of the grammatical nuance within natural language which help to identify subject locations, and are unable to identify spatial relationships between locations. Further, rules based approaches may suffer from reduced generalizability, as domain-specific language can lead to rules failing to translate across different types of text [8, 11].

Modern transformer based language models may help to address the poor generalizability of heuristic approaches. A recent paper by Tahmasebzadeh et al. [12] implemented a BERT based transformer model to identify the subject location of news articles. The implementation, however, limits the model to predicting locations from a pre-defined pool, reducing its utility in real world geo-parsing applications. Our model improves on the utility of this approach by classifying toponyms within the text, allowing the model to make predictions on previously unseen locations.

In this paper, we propose a transformer based model which is able to identify the subject
toponym of a news article and differentiate secondary toponyms in terms of their spatial relationship with the subject. To do this, we use a simple heuristic model to automatically tag a dataset of news articles. This noisy data is used to train a transformer based model, before fine-tuning the model on a smaller manually annotated dataset. The process of fine-tuning, along with the use of a relatively noise-robust transformer model, helps to alleviate some of the noise introduced by the heuristic tagging method.

2. Methods

The aim of this paper is to develop a Topo-BERT model trained on the task of subject toponym identification. To achieve this, we first need to construct a dataset of news articles with appropriate toponym tags. This process consists of three steps: accessing and downloading relevant news articles; generic identification of toponyms within articles via named entity recognition, and subsequent re-categorisation of the identified toponyms in terms of their relationship with an article’s subject. The constructed dataset can then be used to train a Topo-BERT model on the task of subject identification and toponym differentiation.

2.1. Collecting news data

We use the BBC-Monitoring API [9] to access news articles. In order to link each article to a specific location, we search the API for articles by headline. We use GeoNames [13] to construct a list of 14,696 global cities with population greater than 100,000, and search for any BBC-Monitoring articles which mention each city in the headline. The coordinates of each city are also recorded. Capital cities are removed from the list to avoid metynomic use of capital cities as a reference to a country’s government. In cases where a single name refers to two or more locations, the cities with the smaller population are removed from the list. Headlines which mention more than one place name are also removed from our dataset.

Geographic information, including coordinates, and (if available) bounding boxes or spatial polygons, associated with each city are obtained by querying OpenStreetMap’s Nominatim API [14] with each city name. If multiple matches are found then we select only the match which contains the known coordinates of the city and which has the highest OpenStreetMap importance score, since a higher importance is associated with higher populations.

This process does introduce some noise into the training data. In particular, we can not be certain that the place referred to in the headline is always the article’s subject location. For example, articles referencing the Nagoya Protocol may be identified as having Nagoya, Japan as a subject. Further, articles referring to places with ambiguous names may result in erroneous geographic information collected from OpenStreetMap. Using the city with the highest population goes some way to addressing this as more news articles are written about places with high populations [15].

2.2. Toponym identification in news articles

For our initial toponym identification, we train a Topo-BERT model to perform NER tagging on the Wiki-Neural [16] and CoNLL-2003 datasets [17]. Our Topo-BERT model is constructed
from a large, cased BERT model, which outputs into a one-dimensional convolutional layer with 16 nodes, connected to max-pooling layer. The output of this layer is passed into a fully connected layer with 512 nodes, before finally passing through a soft-max activated output layer [4]. We train the model over 20 epochs, using a weighted masked categorical loss function and an Adam optimizer. The loss function is weighted to help account for the class imbalance in the dataset [18].

2.3. Relational tagging of news articles

All toponyms identified in the previous step are again searched for using the Nominatim API, and the spatial information (points, polygons, or bounding boxes) of all matches are stored. If the toponym cannot be found using the Nominatim API then a further search is completed using the Geonames API, yielding only point information.

The extracted geographical information is used to identify spatial relationships between the subject toponym and other toponyms in the text. If the subject location is contained within any polygon (or bounding box) associated with a secondary toponym (across multiple possible matches), then the secondary toponym is tagged as a parent of the subject location. If the subject location contains any polygon (or point) associated with a secondary toponym, then we assume that the more geographically specific location is the actual subject of the article. Hence, the secondary toponym is tagged as the subject toponym, and the previously identified subject toponym is reassigned as a parent. By doing this, we ensure that the subject toponym relates to the most geographically specific location in the text.

Any locations which cannot be found using either OpenStreetMap or GeoNames, or which have no relationship with the subject under the specified rules, are tagged as incidental locations. This is a common source of noise in the dataset, as there may be locations which have a parent/child relationship with the subject, but which cannot be found using the API tools. In such cases, the tagging method will introduce false negatives to the training data. To address this and other sources of labelling noise, we manually label a subset of 1343 sentences from the training data and use these to fine-tune the model in a final training step. This allows the model to retain some of the relationships learned during the initial noisy training step, while correcting for some of the inaccuracies introduced [19].

For both the noisy training step and the fine-tuning step we use the same model as described in the previous subsection. The model is again trained for 20 epochs in each case. The model which achieves the lowest weighted loss on a validation set (a random sample of 10% of our training set) is saved. As this work serves to act as a proof-of-concept we have not performed any hyper-parameter tuning and do not consider our results to be optimal.

3. Results

We use a test set of 200 human-tagged articles to assess the accuracy of the heuristic tagging method and the Topo-BERT model. For the Topo-BERT model, we present the accuracy after training on just the noisy data, just the fine-tuning data, and the noisy data plus the fine-tuning data. The recall, precision, and F1 score for each toponym type are given in table 1.
Table 1: Accuracy of the heuristic tagging method and the Topo-BERT model with and without fine-tuning.

<table>
<thead>
<tr>
<th>Model</th>
<th>Label</th>
<th>Precision</th>
<th>Recall</th>
<th>F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Heuristic</td>
<td>Subject</td>
<td>0.834</td>
<td>0.636</td>
<td>0.728</td>
</tr>
<tr>
<td></td>
<td>Parent</td>
<td>0.798</td>
<td>0.634</td>
<td>0.707</td>
</tr>
<tr>
<td></td>
<td>Incidental</td>
<td>0.468</td>
<td>0.961</td>
<td>0.629</td>
</tr>
<tr>
<td>Noisy data only</td>
<td>Subject</td>
<td>0.807</td>
<td>0.687</td>
<td>0.742</td>
</tr>
<tr>
<td></td>
<td>Parent</td>
<td>0.687</td>
<td>0.602</td>
<td>0.642</td>
</tr>
<tr>
<td></td>
<td>Incidental</td>
<td>0.410</td>
<td>0.669</td>
<td>0.509</td>
</tr>
<tr>
<td>Fine-tuning data only</td>
<td>Subject</td>
<td>0.712</td>
<td>0.768</td>
<td>0.739</td>
</tr>
<tr>
<td></td>
<td>Parent</td>
<td>0.637</td>
<td>0.623</td>
<td>0.630</td>
</tr>
<tr>
<td></td>
<td>Incidental</td>
<td>0.489</td>
<td>0.433</td>
<td>0.459</td>
</tr>
<tr>
<td>Noisy data + fine-tuning</td>
<td>Subject</td>
<td>0.814</td>
<td>0.713</td>
<td>0.760</td>
</tr>
<tr>
<td></td>
<td>Parent</td>
<td>0.669</td>
<td>0.768</td>
<td>0.715</td>
</tr>
<tr>
<td></td>
<td>Incidental</td>
<td>0.462</td>
<td>0.646</td>
<td>0.539</td>
</tr>
</tbody>
</table>

The heuristic model achieves an F1 score of 0.728 when identifying subject toponyms and 0.708 when identifying parent toponyms. The precision of the model is generally very good in this category (0.834), with much of the error coming from poor recall (0.646), indicating a low false positive rate and a high false negative rate. A similar pattern is observed in the parent category (F1: 0.702, precision: 0.798, recall: 0.626), indicating that many of the false negatives might be misidentified as belonging to the incidental class. This is expected due to the limitations of the Open Street Map database used to perform the heuristic tagging.

Allowing the model to first train on the noisy data, before fine-tuning on the high-quality data improves the accuracy of the model. The final model outperforms the heuristic model on subject toponym identification (F1: 0.760) and parent toponym identification (F1: 0.715). Identification of incidental toponyms is reduced, however. Figure 1 shows that 17% of the toponyms tagged as incidental by the human reviewer are tagged as subject toponyms by the model, and 26% of model tagged incidental locations are tagged as subject locations by the human reviewer. The inability to differentiate between subject and incidental toponyms is likely due to the limited size of the human-tagged fine-tuning data. By increasing the number of high quality samples available in this step we will likely see improvements in the model.

4. Discussion

The methods developed in this paper provide a promising indication of the capacity for transformer based models in the geoparsing of news media. Existing approaches to subject toponym identification tend to rely on purely heuristic models [7], similar to the initial noisy tagging model presented in our work. Such models use specific structural features within text to make predictions. For many articles, however, such structural information (such as a name within a headline, or an expected order or frequency of toponyms) may be missing, leading to misleading results and reduced generalizability. A trained machine learning model, however, can
Figure 1: (a) the proportion of Topo-BERT model guesses in the subject (Sub), parent (Par) and incidental (Inc) classes, given the human assigned tag and (b) the proportion of human assigned tags in each category given the model prediction.

use grammatical indicators within the text which may be missed by rules-based approaches [20, 21, 22]. Because of this, the Topo-BERT model benefits from wider generalizability to a more diverse set of problems compared to the heuristic model. As such, the utility of the model exceeds the marginal improvements on identification of subject and parent toponyms. Further improvements to model accuracy may be achieved through hyper-parameter tuning, use of noise-robust loss functions, or through increasing the size of the manually annotated fine-tuning dataset.

Our model performs well on a human tagged test set, correctly identifying the subject toponym in 71% of cases. Differences in testing data and performance metrics means that it is difficult to draw comparison to existing models. The CLIFF-CLAVIN model [7] achieved an accuracy of 74.1% when identifying the subject country of an article, but has not been tested on city-level extraction. A more recent transformer-based model [12] achieved an accuracy of 48.1% and 53.4% when predicting the city and region of focus respectively. Our model appears to outperform this, however, this should be validated by testing both models on the same test data.

A further benefit of our model is its capacity to identify spatial relationships between the subject toponym and other toponyms in the text. This provides more spatial information for later geocoding steps and may improve geocoding accuracy, however this remains to be demonstrated fully. Other spatial relationships which aid in disambiguation have not been considered at this stage. Further work may try to further differentiate between toponyms through identification of locations which are near the subject, or have shared parental lineage. Including these more complex geographical relationships may improve the accuracy of later disambiguation methods [8].

A more nuanced approach to noise handling will likely further improve model accuracy. Approaches which attempt to identify mislabeled data [23], or establish robust classification boundaries [24] can help to reduce the effect of labeling noise on transformer based models.
Further work will aim to apply these noise handling techniques to our model to improve classification accuracy.
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