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Abstract—Unit testing is critical to the software development process, ensuring the correctness of basic programming units in a program (e.g., a method). Search-based software testing (SBST) is an automated approach to generating test cases. SBST generates test cases with genetic algorithms by specifying the coverage criterion (e.g., branch coverage). However, a good test suite must have different properties, which cannot be captured using an individual coverage criterion. Therefore, the state-of-the-art approach combines multiple criteria to generate test cases. Since combining multiple coverage criteria brings multiple objectives for optimization, it hurts the test suites’ coverage for certain criteria compared with using the single criterion. To cope with this problem, we propose a novel approach named smart selection. Based on the coverage correlations among criteria and the subsumption relationships among coverage goals, smart selection selects a subset of coverage goals to reduce the number of optimization objectives and avoid missing any properties of all criteria. We conduct experiments to evaluate smart selection on 400 Java classes with three state-of-the-art genetic algorithms under the 2-minute budget. On average, smart selection outperforms combining all goals on 65.1% of the classes having significant differences between the two approaches. Secondly, we conduct experiments to verify our assumptions about coverage criteria relationships. Furthermore, we experiment with different budgets of 5, 8, and 10 minutes, confirming the advantage of smart selection over combining all goals.

Index Terms—SBST, software testing, test generation.

1 INTRODUCTION

Unit testing is a common way to ensure software quality by testing individual units or components of a software system in isolation from the rest of the system. Manually writing unit tests can be a tedious and error-prone process. Hence, developers and researchers put much effort into automatically generating test cases for programming units in recent years.

Search-based software testing (SBST) is considered a promising approach to generating test cases. It generates test cases with genetic algorithms (e.g., Whole Suite Generation (WS) [1], MOSA [2], DynaMOSA [3]) based on the coverage criterion (e.g., branch coverage). The execution of a genetic algorithm depends on fitness functions, which quantify the degree to which a solution (i.e., one or more test cases) achieves its goals (i.e., satisfying a certain coverage criterion). Each coverage criterion has a corresponding group of fitness functions, and each fitness function describes whether or how far a test case covers a specific coverage goal (e.g., a branch).

The Problem and Motivation. As claimed in [4], a good test suite must possess different properties that cannot be easily captured by any individual coverage criterion. Therefore, to generate a good test suite, multiple coverage criteria should be considered in SBST. Hence, the state-of-the-art approach combines multiple coverage criteria to guide genetic algorithms. This method involves eight coverage criteria (see Sec. 2.1), which we call the original combination in this paper. However, combining multiple criteria leads to more objectives for optimization, which could impact the effectiveness of the genetic algorithms [2], [3], [6]. Example, it can increase the probability of being trapped in local optima. As a result, the coverage of the generated test suite decreases for certain criteria compared with using a single criterion. Fig. 1 shows (see Sec. 4.2) the average coverage gaps between the original combination and each constituent criterion when applying WS [1] into 85 large Java classes (i.e., with at least 200 branches). The average gap of the eight criteria is 8.2%, Branch coverage (BC) decreases by 10%, and Exception coverage (EC) decreases by 26%. Note that since

![Fig. 1: Partial Data of Coverage Gaps](image-url)
the total exceptions in a class cannot be determined [4], we normalize the exception coverage values of two approaches (22.08 vs. 29.74) by dividing them by the larger one.

**Targets.** To address this problem, a competent approach should achieve the following targets: (1) **T1: GA Effectiveness.** It should select a subset of coverage goals from multiple coverage criteria. This subset should enhance the effectiveness of guiding genetic algorithms (GAs); and (2) **T2: Property Consistency.** This subset should prevent the omission of any properties captured by these coverage criteria.

**Our Solution.** To achieve these targets, we propose a novel approach named **smart selection** (see Sec. 3). In this paper, we have considered the eight coverage criteria mentioned above. However, instead of directly combining them, in smart selection, we first group them into four groups based on coverage correlations (see Sec. 3.2). Next, we select one representative criterion that is more effective in guiding the genetic algorithms from each group (T1) (see Sec. 3.3). These selected coverage criteria (SC)’s coverage goals are denoted as Goal(SC). To keep the property consistency (T2), for each criterion (c) of unselected criteria (USC), we select a subset Goal(c)\_sub from its coverage goals based on the goals’ subsumption relationships (see Sec. 3.4). Finally, we combine Goal(SC) and \( \cup_{c \in USC} \) Goal(c)\_sub to guide the test case generation process.

**Contribution.** In summary, the contribution of this paper includes:

- **To** the best of our knowledge, this is the first paper that uses coverage correlations to address the coverage decrease caused by combining multiple criteria in SBST.
- We implement smart selection atop EvoSuite. It is integrated into three search algorithms (i.e., WS, MOSA, and DynaMOSA).
- We conduct experiments on 400 Java classes to compare smart selection and the original combination with the 2-minute time budget. On average of three algorithms (WS in Sec. 4.2, MOSA in Sec. 4.3, and DynaMOSA in Sec. 4.4), smart selection outperforms the original combination on 77 (121/78/32) classes, accounting for 65.1% (85.8%/65%/44.4%) of the classes having significant differences between the two approaches. The counterpart data of the 85 large classes is 34 (50/35/16), accounting for 86.1% (98%/87.5%/72.7%). Second, we conduct experiments to compare smart selection with/without the subsumption strategy on 173 classes (Sec. 4.7).

**Major Extensions.** The article is the extended version of our previous paper [7], which was published at the 37th IEEE/ACM International Conference on Automated Software Engineering (ASE). This article introduces the following extended contributions:

- We add the statistical information of our experimental subjects, including their distributions of the number of branches and lines (Sec. 4.1).
- In Sec. 3.2, we propose three rules to determine whether two criteria have a coverage correlation so that we can cluster criteria into several groups. To verify our rules, we conduct experiments in Sec. 4.3. The experimental results show that, on average, the Pearson Correlation Coefficient \( \rho \) of the coverage values of the criteria from the same groups is much higher than that of the criteria from the different groups (0.88 versus 0.41), confirming the effectiveness of our rules.
- In Sec. 3.3, we select one criterion that is more representative and effective in guiding the genetic algorithms from each group by analyzing and comparing their fitness functions. We conduct experiments in Sec. 4.5 to verify our selection by using two deliberate criteria combinations to guide GAs. The experimental results show that, in most cases, the coverage resulting from smart selection is higher than that of these two criteria combinations, confirming our choice.
- We investigate how smart selection performs under different search budgets (Sec. 4.8).

**Skeleton.** The rest of this paper is organized as follows: In Sec. 2 we introduce the background of SBST. Our methodology, smart selection, is illustrated in Sec. 3. Sec. 4 presents our evaluation of smart selection. We discuss the parameter tuning of smart selection and the threats to validity in Sec. 5. We present the related work in Sec. 6 and conclude this paper in Sec. 7.

**Online Artifact.** The online artifact of this paper can be found at: https://doi.org/10.5281/zenodo.7601316.

## 2 Background

**SBST and EvoSuite** SBST generates test cases using a genetic algorithm (see Sec. 2.2) by specifying the coverage criterion (see Sec. 2.1). EvoSuite [9] is a state-of-art SBST tool for Java. In this section, we use EvoSuite as an example to illustrate the key idea of SBST. Fig. 2 shows an overview of EvoSuite. The red star in this figure is mentioned later in Sec. 3.1.

**Input.** EvoSuite takes two major inputs: (1) the class under test (CUT) and (2) a coverage criterion (Sec. 2.1).

**Test Generation.** The test generation process consists of two main stages: (1) The initializer extracts all the necessary information required by the genetic algorithm, such as method signatures (including names and parameter types), from the CUT. Based on this information and the coverage criterion, the initializer generates initial test cases and fitness functions. Typically, each GA requires one or more specific fitness functions. A fitness function evaluates how close a test case covers a coverage goal (e.g., a branch); (2) After a specific genetic algorithm is invoked, it selects test cases based on the scores returned by fitness functions. The GA then creates new test cases using the crossover and mutation operations [1]. This process of selecting, mutating, and crossing over test cases continues until all fitness functions reach the optima or the given budget is exhausted.

**Output.** After running the genetic algorithm, EvoSuite outputs the final test cases.
2.1 Coverage Criteria

In this research, we discuss eight criteria as follows. The reason to choose these coverage criteria is that they are EvoSuite’s default criteria and have been widely used in many previous studies [4], [10], [11].

- **Branch Coverage (BC)** BC checks the number of branches of conditional statements covered by a test suite.
- **Direct Branch Coverage (DBC)** The only difference between DBC and BC is that a test case must directly invoke a public method to cover its branches. DBC treats others just as BC [3].
- **Line Coverage (LC)** LC checks the number of lines covered by a test suite.
- **Weak Mutation (WM)** WM checks how many mutants are detected by a test suite [12], [13]. A mutant is a variant of the CUT generated by a mutation operator. For example, RC is an operator that replaces a constant value with different values [14].
- **Top-Level Method Coverage (TMC)** TMC checks the number of methods covered by a test suite with a requirement: A public method is covered only when it is directly invoked by test cases.
- **No-Exception Top-Level Method Coverage (NTMC)** NTMC is TMC with an extra requirement: A method is not covered if it exits with any exceptions.
- **Exception Coverage (EC)** EC checks the number of exceptions triggered by a test suite.
- **Output Coverage (OC)** OC measures the diversity of the return values of a method. For example, a boolean return variable’s value can be true or false. OC’s coverage is 100% only if the test suite captures these two return values.

For each criterion, EvoSuite extracts a group of coverage goals from the CUT and assigns a fitness function to each coverage goal. For example, EvoSuite extracts all branches for BC, e.g., the true branch of a predicate \( x == 10 \). A simplified fitness function of this branch can be the branch distance \([x - 10]\) which measures the distance between the actual value and the expected value of \( x \) in the test case. This distance value represents how far a test case covers the branch. More details of these criteria and their fitness functions can be found in [3].

2.2 Genetic Algorithms

In this research, we discuss three GAs (i.e., WS, MOSA, DynaMOSA) as follows. All of them are integrated into EvoSuite and perform well in many SBST competitions [16], [17], [18]. These algorithms share the same inputs and outputs but differ in how to use fitness functions.

- **WS**. WS [1] directly evolves test suites to fit all coverage goals. Consequently, WS can exploit the collateral coverage [19] and not waste time on infeasible goals (e.g., dead code). Collateral coverage means that a test case generated for one goal can implicitly also cover any number of other coverage goals. Hence, WS’s fitness function is the sum of all goals’ fitness functions.
- **MOSA**. WS sums fitness scores of all coverage goals as a scalar value. However, this scalar value is less monotonic and continuous than a single goal’s fitness score, which increases the probability of being trapped in local optima. To overcome this limit, Panichella et al. [2] formulates SBST as a many-objective optimization problem and propose MOSA, a variant of NSGA-II [20]. In general, MOSA maintains a fitness vector for each test case, where each item in the fitness vector represents a fitness function value for the test case. Based on Pareto dominance [21], MOSA sorts and selects test cases by the fitness vectors.
- **DynaMOSA**. Based on MOSA, DynaMOSA [3] adopts control dependency graph to reduce the coverage goals evolved in search. A goal is selected to be part of the evolving process only when the branch goals it depends on are already covered. Hence, DynaMOSA’s fitness vectors are often smaller than those of MOSA. Empirical studies have shown that DynaMOSA outperforms WS and MOSA [3], [11].

2.3 Combining Coverage Criteria

With a single criterion (e.g., BC) alone, SBST can generate test cases that reach higher code coverage but fail to meet users’ expectations [4]. Therefore, Rojas et al. [4] proposed combining multiple criteria to guide SBST to generate a test suite. We use the example of replacing BC with the combination of eight criteria to demonstrate the changes in GAs. Before the combination, the fitness function of WS is \( f_{BC} = \sum_{b \in B} f_b \) where B is the set of all branches. The fitness vector of MOSA/DynaMOSA is \([f_{b_1}, ..., f_{b_n}]\). After the combination, the fitness function of WS is \( f_{BC} + ... + f_{OC} \). The fitness vector of MOSA/DynaMOSA is \([f_{b_1}, ..., f_{b_n}, ..., f_{o_1}, ..., f_{o_m}]\), where \( o_i \) is a output coverage goal.
3 Smart Selection

The Problem and Motivation: The main side-effect of combining multiple criteria is that the generated test suite’s coverage decreases for certain criteria. This is due to the increase in optimization objectives, which results in a larger search space and reduces the search weight of each objective. Moreover, some criteria have fitness functions that are not monotonic and continuous, such as LC and WM (see Sec. 3.3), which makes the search space harder. Therefore, we propose smart selection to relieve the coverage decrease by providing a smaller and easier search space for GAs.

3.1 Overview

Fig. 3 shows the process: ❶ group criteria by coverage correlation (Sec. 3.2), ❷ select representative criteria by effectiveness to guide SBST (Sec. 3.3), and ❸ select representative coverage goals from unselected criteria by subsumption relationships (Sec. 3.4). The red star in Fig. 2 shows the position of smart selection in EvoSuite.

The inputs are the eight criteria (see Sec. 2.1). The output is a subset of fitness functions, i.e., the corresponding fitness functions of our selected coverage goals. This subset is used to guide GAs.

3.2 Grouping Criteria by Coverage Correlation

The first step is clustering these eight criteria. The standard of whether two criteria can be in one group or not is: whether these two criteria have a coverage correlation. Based on this standard, we can divide these criteria into several groups. For two criteria with coverage correlation, if a test suite achieves a high coverage under one of the criteria, then this test suite may also achieve a high coverage under the other criterion. Hence, we can select one of these two criteria to guide SBST. Thus, grouping sets the scope for choosing representative criteria.

We determine that two criteria have a coverage correlation by the following rules:

● Rule 1: If a previous study shows that two criteria have a coverage correlation, we adopt the conclusion:
  ① BC and WM: Gligoric et al. [22] find that “branch coverage performs as well or better than all other criteria studied, in terms of ability to predict mutation scores”. Their work shows that the average Kendall’s τb value [22] of coverage between branch mutation and testing is 0.757. Hence, we assume that BC and WM have a coverage correlation.
  ② DBC and WM: Gligoric et al. [22] find that statement coverage [4] can be used to predict mutation scores too. Line coverage is an alternative for statement coverage in Java since Java’s bytecode instructions may not directly map to source code statements [4]. Hence, we assume that LC and WM have a coverage correlation.

● Rule 2: Two criteria, A and B, have a coverage correlation if they satisfy two conditions: (1) A and B have the same coverage goals; (2) A test covers a goal of B only if it covers the counterpart goal of B and it satisfies A’s additional requirements.

● Rule 3: Two criteria, A and B, have a coverage correlation if, for an arbitrary test suite, the relationship between these two criteria’ coverage (i.e., \( C_A \) and \( C_B \)) can be formulated as:

\[
C_B = \Theta C_A,
\]

where \( \Theta \) is a nonnegative random variable and \( E\Theta \approx 1 \). ⑤ BC and LC: Intuitively, when a branch is covered, then all lines in that branch are covered. But this is not always true. When a line exits abnormally (e.g., it throws an exception), the subsequent lines are not covered either. First, we discuss the coverage correlation of branch and line coverage in the absence of abnormal exiting. Let \( B \) be the set of branches of the CUT, \( L \) be the set of lines, and \( T \) be a test suite. For any \( b \in B \), let \( L_b \) be the set of lines only in the branch \( b \) (i.e., we don’t count the lines in its nested branches). Consequently, \( L = \bigcup_{b \in B} L_b \). Let \( B' \) be the set of covered branches. Let \( L' \) be the set of covered lines. The coverage values measured by branch and line coverage are:

\[
C_{Branch} = \frac{|B'|}{|B|}, C_{Line} = \frac{|L'|}{|L|} = \frac{\sum_{b \in B'} |L_b|}{\sum_{b \in B} |L_b|}.
\]

Hence, the relationship of \( C_{Branch} \) and \( C_{Line} \) is:

\[
\frac{C_{Line}}{C_{Branch}} = \frac{\sum_{b \in B'} |L_b|}{\sum_{b \in B} |L_b|} \div \frac{|B'|}{|B|} = \frac{\sum_{b \in B'} |L_b|}{|B'|} \div \frac{\sum_{b \in B} |L_b|}{|B|}.
\]

Suppose we treat branches with different numbers of lines equally in generating \( T \). Then we have:

\[
\frac{\sum_{b \in B'} |L_b|}{|B'|} \approx \frac{\sum_{b \in B} |L_b|}{|B|},
\]

i.e.,

\[
\frac{C_{Line}}{C_{Branch}} \approx 1.
\]

As a result, branch coverage and line coverage have a coverage correlation in the absence of abnormal exiting. With abnormal exiting, the coverage measured by line coverage decreases. Assuming that any line can exit abnormally, we can formulate the coverage relationship as:

\[
C_{Line} = \Theta C_{Branch},
\]

where \( \Theta \) is a random variable. In this research, instead of analyzing \( \Theta \) precisely, we only need to check whether \( E\Theta \approx 1 \). Previous work [4] shows that, on average, when 78% of branches are covered, test suites can only find 1.75 exceptions. Hence, we assume that \( E\Theta \approx 1 \), i.e., BC and LC have a coverage correlation.

⑤ DBC and LC: We assume that DBC and LC have a coverage correlation since BC and LC have a coverage correlation.

Output. We cluster the eight criteria into four groups: (1) BC, DBC, LC, and WM; (2) TMC and NTMC; (3) EC; and (4) OC.
3.3 Selecting Representative Criterion by Effectiveness to guide SBST

In this step, among the criteria in each group, we select a criterion to represent the others. The criteria within a group differ in the ability to guide SBST. If we only select one criterion with the best effectiveness to guide SBST, SBST will be more efficient in generating unit tests. To select the best criterion to guide SBST in each group, we need to compare the effectiveness of the criteria in guiding SBST. A criterion’s effectiveness in guiding SBST largely depends on the continuity of monotonicity of its fitness functions [24], [25]. Hence, we need to analyze and compare the fitness functions of the criteria.

**Group1: BC, DBC, LC, and WM.** We use branch coverage as the baseline and divide them into three pairs for discussion. The reason to use branch coverage as the baseline is that branch coverage has been widely used to guide unit test generation [1], [2], [3] due to the monotonic continuity of its fitness functions. For a branch goal \( b \) and a test case \( t \), its fitness function is [1]:

\[
f_{bc}(b, t) = \begin{cases} 
0 & \text{if the branch has been covered,} \\
\nu(d(b, t)) & \text{if the predicate has been executed at least twice,} \\
1 & \text{otherwise,}
\end{cases}
\]  

(7)

where \( \nu(x) \) is a normalizing function in \([0, 1]\) (e.g., \( \nu(x) = x/(x + 1) \)). \( d(b, t) \) is a function to provide a branch distance to describe how far a test case covers this goal [15]. To avoid an oscillate situation of a predicate [1], \( f_{bc}(b, t) \) uses \( \nu(d(b, t)) \) only when a predicate is executed at least twice. Note that the final fitness function used by many previous studies [3], [16] is \( f_{bc} \) plus the approach level (AL), the number of control dependencies from a test’s execution trace to the target [3]. We omit AL in comparing these criteria’ fitness functions since its usage is the same in different criteria.

WS uses the sum of all fitness functions as one fitness function (Sec. 2.2). Hence, for WS, branch coverage’s fitness function is:

\[
d_1(b, T) = \min \{f_{bc}(b, t)|t \in T\},
\]

(8)

\[
f_{BC}(T) = \sum_{b \in B} d_1(b, T),
\]

(9)

where \( B \) denotes all branches of the CUT.

**BC vs. LC.** Based on line coverage’s definition (see Sec. 2.1), a line \( l \)’s fitness function can be:

\[
f_{lc}(l, t) = \begin{cases} 
0 & \text{if the line has been covered,} \\
1 & \text{otherwise.}
\end{cases}
\]  

(10)

For WS, line coverage’s fitness function is:

\[
f_{LC}(T) = \nu(|L| - |CL|),
\]

(11)

where \( L \) is the set of all lines and \( CL \) is the set of covered lines.

These two fitness functions are not continuous and monotonic since they only tell whether the lines are covered. To overcome this limit, EvoSuite uses branch coverage’s fitness functions to augment line coverage’s fitness functions [4]. A line \( l \)’s fitness function is:

\[
f_{lc}(l, B, t) = \begin{cases} 
0 & \text{if the line has been covered,} \\
1 + \min \{f_{bc}(b, t)|b \in B\} & \text{otherwise},
\end{cases}
\]  

(12)

where \( B \) is the set of branches that \( l \) depends on [3]. For WS, line coverage’s fitness function is:

\[
f_{LC}(T) = \nu(|L| - |CL|) + f_{BC}(T).
\]  

(13)

We call Equation 10 and 11 def-based (definition-based) fitness functions and call Equation 12 and 13 augmented fitness functions.

Firstly, we compare branch coverage’s fitness functions with line coverage’s def-based fitness functions. Line coverage’s def-based fitness functions are not continuous and monotonic since they only tell whether the lines are covered. Therefore, branch coverage is more effective than line coverage in guiding SBST when we use line coverage’s def-based fitness functions. After the augmentation, line coverage’s def-based fitness functions disturb the continuity and monotonicity of branch coverage’s fitness functions, undermining branch coverage’s effectiveness to guide SBST. As a result, BC is better than LC in the effectiveness to guide SBST.

**BC vs. WM.** Based on weak mutation’s definition (see Sec. 2.1), a mutant’s fitness function is:

\[
f_{wm}(\mu, t) = \begin{cases} 
1 & \text{if mutant } \mu \\
\nu(id(\mu, t)) & \text{if mutant } \mu \\
was not reached, & \text{was reached,}
\end{cases}
\]  

(14)

where \( id(\mu, t) \) is the infection distance function. It describes how distantly a test case triggers a mutant’s different state from the source code. Different mutation operators have different infection distance functions [14]. A mutant’s fitness function is always 1 unless a test case reaches it (i.e., the mutated line is covered). Hence, like line coverage, EvoSuite uses the same way to augment weak mutation’s fitness functions [3], [14]. As the conclusion of comparing BC and LC, BC is better than WM in the effectiveness to guide SBST.

**BC vs. DBC.** Direct branch coverage (DBC) is branch coverage with an extra requirement: A test case must directly invoke a public method to cover its branches. Based on branch coverage’s fitness function, we can obtain DBC’s one: For a branch in a public method, when the method is not invoked directly, the fitness function always returns 1. Otherwise, the fitness function is the same as branch coverage’s one. It is easy for SBST to generate a test case that invokes a public method directly. Hence, we consider BC and DBC to be nearly equal in guiding SBST.

**Order of Group1.** Above all, we get a rough order of this group: (1)BC and DBC; (2) LC and WM. Since we only need one representative, the rough order satisfies our need.

### The Representative Criterion of Group1

We choose DBC to represent this group instead of BC. The reason is: When a test case covers a goal of DBC, the test case covers the counterpart of BC. As a result, DBC can fully represent BC. The opposite may not hold.

**Group2: TMC and NTMC.** Like the relationship between branch coverage and direct branch coverage, no-exce. top-level method coverage is top-level method coverage with
an extra requirement: A method must be invoked without triggering exceptions.

The Representative Criterion of Group2. We choose NTMC to represent this group. The reason is the same as why we choose DBC to represent group 1; NTMC can fully represent TMC. The opposite does not hold.

Group3: EC and Group 4: OC. Since group 3 only contains EC, we choose EC to represent group 3. Similarly, we choose OC to represent group 4.

Output. The representative criteria are DBC, NTMC, EC, and OC.

3.4 Selecting Representative Coverage Goals by Subsumption Relationships

After selecting the representative criteria in the previous step, there are four unselected criteria: LC, WM, BC, and TMC. To keep property consistency for each unselected criterion, we select a subset from its coverage goals. This subset can represent all properties required by this criterion, ensuring GA archives those tests that fulfill the properties beyond the representative criteria. We have another requirement for these subsets: they should be as small as possible. These unselected criteria’ fitness functions are less continuous and monotonic than the ones of the representative criteria (see Sec. 3.3). Therefore, to minimize the negative effects on guiding SBST, these subsets should be as small as possible.

Two coverage goals, \(G_1\) and \(G_2\), having the subsumption relationship denotes that if a test suite covers one coverage goal, it must cover another goal. Specifically, \(G_1\) subsuming \(G_2\) represents that if a test suite covers \(G_1\), it must cover \(G_2\). According to this definition, for a criterion, if the coverage goals not subsumed by others are covered, all coverage goals are covered. Hence, These coverage goals form the desired subset.

LC. For the lines in a basic block, the last line subsumes others. Hence, these last lines of all basic blocks form the desired subset. Since Sec. 3.2 shows that BC/DBC and LC have a strong coverage correlation and DBC is the representative criterion, we do a tradeoff to shrink this subset: We add an integer parameter \(lineThreshold\). If a basic block’s lines are less than \(lineThreshold\), we skip it. In this research, we set \(lineThreshold\) as 8 (Sec. 3.1 discusses it).

WM. The process to extract the subset from weak mutation’s all mutants can be divided into three parts: ① We select the key operators from EvoSuite’s all implemented mutation operators; ② From the key operators we filter out the equal-to-line operators; ③ For the remaining operators, we select the subsuming mutants by following the previous work [26].

① Select Key Operators. Offutt et al. [27] find that five key operators achieve 99.5% mutation score. They are UOI, AOR, ROR, ABS, and LCR. EvoSuite does not implement LCR (an operator that replaces the logical connectors) and ABS (an operator that inserts absolute values) [14]. Hence, we select three operators: UOI, AOR, and ROR (see Table 1).

② Filter out Equal-To-Line Operators. For each mutation operator, EvoSuite designs an infection distance function to describe how far a mutant’s different state from the source code is triggered [14]. Some infection distance functions always return 0. For example, UOI only adds 1 to, subtracts 1 to, or negates a numerical value, so the infection distance is always 0. Therefore, if a test case covers the line mutated by UOI, the mutant is killed. We refer to this type of operator an equal-to-line operator. Among three key operators, only UOI is an equal-to-line operator [14]. Since line coverage has been dealt with, we filter out it.

③ Select Subsuming Mutants. The remaining operators are AOR and ROR. We choose one of the existing approaches [26], [28], [29], [30], [31] to select subsuming mutants for them. These approaches can be classified into three categories: (1) Manual analysis: Just et al. [30] establish the subsumption relationships for ROR and LCR by analyzing all possible outputs of their mutants. However, this approach can not be applied to non-logical operators [31]; (2) Dynamic analysis: Guimarães et al. [31] establish the subsumption relationships by running an exhaustive set of tests. This approach requires many tests, which we can not provide; (3) Static analysis: Gheyi and Souza et al. [26], [32] encode a theory of subsumption relations in the Z3 theorem prover to identify the subsumption relationships. We adopt this approach because (i) This approach can be applied to both AOR and ROR; (ii) Using the Z3 prover to identify the subsumption relationships is a once-for-all job. We can hardcode their results into EvoSuite.

BC and TMC. For a coverage goal of branch coverage, there is a subsuming goal from direct branch coverage (see Sec. 3.2). As a result, the subset for branch coverage is empty since we select direct branch coverage as the representative (see Sec. 3.3). Similarly, the subset for top-level method coverage is empty too.

Output. For four unselected criteria, we select four subsets of their coverage goals. Two of them are empty. Finally, smart selection joins these subsets with the representative criteria to get their fitness functions for guiding GAs.

4 Evaluation

4.1 Experiment Setting

The evaluation focuses on the performance of smart selection. Our evaluation aims to answer the following research questions:

- **RQ1**: How does smart selection perform with WS?
- **RQ2**: How does smart selection perform with MOSA?
- **RQ3**: How does smart selection perform with DynaMOSA?
- **RQ4**: Do criteria within the same criteria group exhibit a coverage correlation?
- **RQ5**: Are representative criteria efficient in guiding SBST?
- **RQ6**: How does the subsumption strategy affect the performance of smart selection?
- **RQ7**: How does smart selection perform under different search budgets?

<table>
<thead>
<tr>
<th>Operator</th>
<th>Usage</th>
</tr>
</thead>
<tbody>
<tr>
<td>UOI</td>
<td>Insert unary operator</td>
</tr>
<tr>
<td>AOR</td>
<td>Replace an arithmetic operator</td>
</tr>
<tr>
<td>ROR</td>
<td>Replace a comparison operator</td>
</tr>
</tbody>
</table>
### TABLE 2: Overview of Java projects and classes in our evaluation

<table>
<thead>
<tr>
<th>Project</th>
<th>Package</th>
<th>Classes</th>
<th>Branches</th>
<th>Lines</th>
</tr>
</thead>
<tbody>
<tr>
<td>a4j</td>
<td>-</td>
<td>1</td>
<td>125</td>
<td>2,038</td>
</tr>
<tr>
<td>apbsmem</td>
<td>-</td>
<td>1</td>
<td>390</td>
<td>4,323</td>
</tr>
<tr>
<td>at-robots2-j</td>
<td>-</td>
<td>1</td>
<td>125</td>
<td>832</td>
</tr>
<tr>
<td>battlecry</td>
<td>-</td>
<td>2</td>
<td>128</td>
<td>1,767</td>
</tr>
<tr>
<td>biff</td>
<td>-</td>
<td>1</td>
<td>817</td>
<td>7,012</td>
</tr>
<tr>
<td>caloriecount</td>
<td>-</td>
<td>1</td>
<td>232</td>
<td>1,425</td>
</tr>
<tr>
<td>celwars2009</td>
<td>-</td>
<td>1</td>
<td>360</td>
<td>2,139</td>
</tr>
<tr>
<td>checkstyle</td>
<td>-</td>
<td>1</td>
<td>50</td>
<td>412</td>
</tr>
<tr>
<td>classviewer</td>
<td>-</td>
<td>3</td>
<td>114</td>
<td>671</td>
</tr>
<tr>
<td>commons-cli</td>
<td>-</td>
<td>2</td>
<td>139</td>
<td>630</td>
</tr>
<tr>
<td>commons-codec</td>
<td>-</td>
<td>1</td>
<td>504</td>
<td>2,385</td>
</tr>
<tr>
<td>commons-collections</td>
<td>-</td>
<td>2</td>
<td>122</td>
<td>351</td>
</tr>
<tr>
<td>commons-lang</td>
<td>-</td>
<td>12</td>
<td>137</td>
<td>868</td>
</tr>
<tr>
<td>commons-lang</td>
<td>-</td>
<td>17</td>
<td>75</td>
<td>1,140</td>
</tr>
<tr>
<td>corina</td>
<td>-</td>
<td>1</td>
<td>55</td>
<td>282</td>
</tr>
<tr>
<td>dcparseargs</td>
<td>-</td>
<td>1</td>
<td>80</td>
<td>571</td>
</tr>
<tr>
<td>dsachat</td>
<td>-</td>
<td>2</td>
<td>76</td>
<td>868</td>
</tr>
<tr>
<td>dvd-homevideo</td>
<td>-</td>
<td>2</td>
<td>60</td>
<td>1,269</td>
</tr>
<tr>
<td>feudalisngame</td>
<td>-</td>
<td>1</td>
<td>788</td>
<td>4,873</td>
</tr>
<tr>
<td>fiml</td>
<td>-</td>
<td>1</td>
<td>73</td>
<td>1,140</td>
</tr>
<tr>
<td>firebird</td>
<td>-</td>
<td>2</td>
<td>123</td>
<td>666</td>
</tr>
<tr>
<td>fxsuite</td>
<td>-</td>
<td>1</td>
<td>74</td>
<td>631</td>
</tr>
<tr>
<td>ftp370</td>
<td>-</td>
<td>1</td>
<td>70</td>
<td>668</td>
</tr>
<tr>
<td>freemind</td>
<td>-</td>
<td>1</td>
<td>208</td>
<td>1,621</td>
</tr>
<tr>
<td>gfarcegestionfa</td>
<td>-</td>
<td>2</td>
<td>87</td>
<td>664</td>
</tr>
<tr>
<td>gleengineer</td>
<td>-</td>
<td>1</td>
<td>115</td>
<td>658</td>
</tr>
<tr>
<td>guava</td>
<td>-</td>
<td>8</td>
<td>84</td>
<td>213</td>
</tr>
<tr>
<td>httpanalyzer</td>
<td>-</td>
<td>1</td>
<td>56</td>
<td>656</td>
</tr>
<tr>
<td>ifx-framework</td>
<td>-</td>
<td>1</td>
<td>72</td>
<td>462</td>
</tr>
<tr>
<td>inspirento</td>
<td>-</td>
<td>1</td>
<td>95</td>
<td>649</td>
</tr>
<tr>
<td>io-project</td>
<td>-</td>
<td>1</td>
<td>66</td>
<td>282</td>
</tr>
<tr>
<td>icalculator</td>
<td>-</td>
<td>2</td>
<td>67</td>
<td>1,164</td>
</tr>
<tr>
<td>javaml</td>
<td>-</td>
<td>3</td>
<td>51</td>
<td>390</td>
</tr>
<tr>
<td>javathena</td>
<td>-</td>
<td>1</td>
<td>255</td>
<td>2,278</td>
</tr>
<tr>
<td>javaviewcontrol</td>
<td>-</td>
<td>2</td>
<td>760</td>
<td>3,078</td>
</tr>
<tr>
<td>jclo</td>
<td>-</td>
<td>1</td>
<td>133</td>
<td>987</td>
</tr>
<tr>
<td>jcviv.javacommon</td>
<td>-</td>
<td>1</td>
<td>61</td>
<td>240</td>
</tr>
<tr>
<td>jdom</td>
<td>-</td>
<td>5</td>
<td>63</td>
<td>510</td>
</tr>
<tr>
<td>jfreechart</td>
<td>-</td>
<td>8</td>
<td>102</td>
<td>754</td>
</tr>
<tr>
<td>jiggler</td>
<td>-</td>
<td>3</td>
<td>65</td>
<td>465</td>
</tr>
<tr>
<td>jipa</td>
<td>-</td>
<td>1</td>
<td>134</td>
<td>783</td>
</tr>
<tr>
<td>jipprof</td>
<td>-</td>
<td>4</td>
<td>84</td>
<td>628</td>
</tr>
<tr>
<td>jmca</td>
<td>-</td>
<td>3</td>
<td>207</td>
<td>1,122</td>
</tr>
<tr>
<td>jopenchart</td>
<td>-</td>
<td>1</td>
<td>92</td>
<td>1,139</td>
</tr>
<tr>
<td>hadoop</td>
<td>org</td>
<td>45</td>
<td>70</td>
<td>121</td>
</tr>
<tr>
<td>hadoop</td>
<td>org.apache</td>
<td>65</td>
<td>70</td>
<td>105</td>
</tr>
<tr>
<td>hadoop</td>
<td>org.apache.hadoop</td>
<td>40</td>
<td>62</td>
<td>133</td>
</tr>
<tr>
<td>hadoop</td>
<td>org.apache.hadoop.crypto</td>
<td>1</td>
<td>82</td>
<td>337</td>
</tr>
<tr>
<td>hadoop</td>
<td>org.apache.hadoop.mapreduce</td>
<td>3</td>
<td>78</td>
<td>184</td>
</tr>
<tr>
<td>hadoop</td>
<td>org.apache.hadoop.mapreduce.v2.api</td>
<td>3</td>
<td>80</td>
<td>184</td>
</tr>
<tr>
<td>hadoop</td>
<td>org.apache.hadoop.security</td>
<td>1</td>
<td>74</td>
<td>159</td>
</tr>
<tr>
<td>hadoop</td>
<td>org.apache.hadoop.thirdparty.com</td>
<td>18</td>
<td>71</td>
<td>108</td>
</tr>
<tr>
<td>hadoop</td>
<td>org.apache.hadoop.thirdparty.com.google</td>
<td>4</td>
<td>74</td>
<td>141</td>
</tr>
<tr>
<td>hadoop</td>
<td>org.apache.hadoop.thirdparty.org</td>
<td>1</td>
<td>119</td>
<td>163</td>
</tr>
<tr>
<td>hadoop</td>
<td>org.apache.hadoop.yarn</td>
<td>22</td>
<td>59</td>
<td>99</td>
</tr>
<tr>
<td>hadoop</td>
<td>org.apache.hadoop.yarn.api</td>
<td>14</td>
<td>56</td>
<td>106</td>
</tr>
<tr>
<td>hadoop</td>
<td>org.apache.hadoop.yarn.server</td>
<td>11</td>
<td>55</td>
<td>98</td>
</tr>
<tr>
<td>hadoop</td>
<td>org.apache.hadoop.yarn.server.applicationhistoryservice</td>
<td>1</td>
<td>55</td>
<td>95</td>
</tr>
<tr>
<td>hadoop</td>
<td>org.apache.hadoop.yarn.server.federation.store</td>
<td>1</td>
<td>69</td>
<td>109</td>
</tr>
<tr>
<td>hadoop</td>
<td>org.apache.hadoop.yarn.server.nodemanager</td>
<td>2</td>
<td>84</td>
<td>170</td>
</tr>
<tr>
<td>hadoop</td>
<td>org.apache.hadoop.yarn.server.nodemanager.containermanager</td>
<td>4</td>
<td>59</td>
<td>99</td>
</tr>
</tbody>
</table>
The reason is that only exception or output coverage is weak to guide GAs. When combining this criterion and branch coverage, we mean that we only use each criterion of these eight criteria (see Sec. 3.4) to guide GAs. There is one exception: when the constituent criterion is exception or output coverage, we combine this criterion and branch coverage to guide GAs. The reason is that only exception or output coverage is weak in the effectiveness of guiding the GAs [4], [10]. Branch coverage can guide the GAs to reach more source lines of the CUT, increasing the possibility of triggering exceptions or covering output goals.

Table 2 shows the statistical data of these classes’ branches and lines grouped by the projects. The second column, Package, is only for the Hadoop project: Since Hadoop contains too many classes (more than half of all), we individually present its Java Packages’ statistical data, not the whole project; The third column, Classes, presents the class number of this group (a Java project or a Java Package); The fourth column, Branches, contains three sub-columns, showing the 25th percentile, mean, and 75th percentile of the branches of this group’s classes. The last column is similar to the fourth column but shows the counterpart data of lines.

Baseline for RQ1-3. We have two baselines: (1) the original combination, used to be compared with smart selection on each Java class; (2) a single constituent criterion, used to show the data of coverage decrease caused by the above two combination approaches. A single constituent criterion means that we only use each criterion of these eight criteria (see Sec. 2.1) to guide GAs. There is one exception: when the constituent criterion is exception or output coverage, we combine this criterion and branch coverage to guide GAs. The reason is that only exception or output coverage is weak in the effectiveness of guiding the GAs [4], [10]. Branch coverage can guide the GAs to reach more source lines of the CUT, increasing the possibility of triggering exceptions or covering output goals.

Environment. All experiments are conducted on three machines with Intel(R) Core(TM) i9-10900 CPU @ 2.80GHz and 128 GB RAM.

Subjects. We randomly select Java classes from 2 sources: the benchmark of DynaMOSA [3] and Hadoop [33]. Following the previous work [2], the only restriction of randomly selecting classes is that the class must contain at least 50 branches, aiming to filter out the trivial classes. As a result, we select 400 classes: 158 from the benchmark of DynaMOSA and 242 from Hadoop.

Table 2 shows the statistical data of these classes’ branches and lines grouped by the projects. The second column, Package, is only for the Hadoop project: Since Hadoop contains too many classes (more than half of all), we individually present its Java Packages’ statistical data, not the whole project; The third column, Classes, presents the class number of this group (a Java project or a Java Package); The fourth column, Branches, contains three sub-columns, showing the 25th percentile, mean, and 75th percentile of the branches of this group’s classes. The last column is similar to the fourth column but shows the counterpart data of lines.

Baseline for RQ1-3. We have two baselines: (1) the original combination, used to be compared with smart selection on each Java class; (2) a single constituent criterion, used to show the data of coverage decrease caused by the above two combination approaches. A single constituent criterion means that we only use each criterion of these eight criteria (see Sec. 2.1) to guide GAs. There is one exception: when the constituent criterion is exception or output coverage, we combine this criterion and branch coverage to guide GAs. The reason is that only exception or output coverage is weak in the effectiveness of guiding the GAs [4], [10]. Branch coverage can guide the GAs to reach more source lines of the CUT, increasing the possibility of triggering exceptions or covering output goals.

Configuration for RQ1-3. EvoSuite provides many parameters (e.g., crossover probability, population size [1]) to run the algorithms. In this paper, we adopt EvoSuite’s default parameters to run smart selection and other baselines.

Smart selection introduces a new parameter lineThreshold (see Sec. 3.4). It controls smart selection to skip basic blocks with less than lineThreshold lines. We set lineThreshold as 8. The discussion on this value is in Sec. 5.1. For each Java class, we run EvoSuite with ten approaches: (1) smart selection, (2) the original combination, and (3) each constituent criterion of all eight criteria. We run each approach for 30 rounds per Java class, and each run’s search budget is 2 minutes.

4.2 RQ1: How does smart selection perform with WS?

Motivation. In this RQ, we evaluate smart selection (SS) with WS. First, we compare the performance of SS and the original combination (OC). Next, we use the coverage of each constituent criterion (CC) to show the coverage decrease caused by SS and OC. Furthermore, we show these approaches’ differences in the resulted suite sizes (i.e., the number of tests in a test suite).

Methodology. EvoSuite records the coverage for generated unit tests. For each class, we obtain 10 coverage data sets: One data set records the coverage of the eight criteria when using SS; One data set records the coverage of the
eight criteria when using OC; The rest data sets record the coverage when using each CC.

For each Java class, we follow previous research work to use Mann-Whitney U Test to measure the statistical difference between SS and OC. Then, we use the Vargha-Delaney $A_{pb}$ to evaluate whether a particular approach $a$ outperforms another approach $b$ ($A_{pb} > 0.5$ and the significant value $p$ is smaller than 0.05).

Result. All Classes.

**TABLE 3: Average coverage results for each approach with WS**

<table>
<thead>
<tr>
<th>Class Type</th>
<th>SS</th>
<th>OC</th>
<th>CC</th>
<th>SS</th>
<th>OC</th>
<th>CC</th>
</tr>
</thead>
<tbody>
<tr>
<td>All Classes</td>
<td>59%</td>
<td>57%</td>
<td>59%</td>
<td>55%</td>
<td>55%</td>
<td>56%</td>
</tr>
<tr>
<td>Small Classes</td>
<td>60%</td>
<td>58%</td>
<td>60%</td>
<td>51%</td>
<td>55%</td>
<td>56%</td>
</tr>
<tr>
<td>Large Classes</td>
<td>58%</td>
<td>53%</td>
<td>59%</td>
<td>55%</td>
<td>55%</td>
<td>56%</td>
</tr>
</tbody>
</table>

**TABLE 4: Average test suite size of each approach with WS**

<table>
<thead>
<tr>
<th>Class Type</th>
<th>SS</th>
<th>OC</th>
<th>CC</th>
<th>SS</th>
<th>OC</th>
<th>CC</th>
</tr>
</thead>
<tbody>
<tr>
<td>All Classes</td>
<td>51.35</td>
<td>47.77</td>
<td>51.59</td>
<td>37.27</td>
<td>36.39</td>
<td>39.43</td>
</tr>
<tr>
<td>Large Classes</td>
<td>103.33</td>
<td>89.95</td>
<td>76.64</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Significant Cases.** Fig. (a) shows the comparison results of SS and OC on all 400 Java classes. SS outperforms OC on 121 (30.3%) classes (a.k.a., OC-outperforming classes) on average for each coverage. OC outperforms SS on 20 (4.9%) classes (a.k.a., OC-outperforming classes). These two approaches have no significant difference on 259 (64.8%) classes (a.k.a., No-significant classes) on average.

**Average Coverage.** Table (a) shows the average coverage of all classes with three approaches. For exception coverage, the table shows the average number of the triggered exceptions since we can not know the total number of exceptions in a class (b). The green number represents the highest coverage at a given criterion. SS outperforms OC for eight criteria’ coverage. Among three approaches, SS reaches the highest coverage for four criteria. CC reaches the highest coverage for all criteria.

**Average Suite Size.** The first row of Table (b) shows the test suites’ average sizes of all classes. Compared to CC (average suite size of all constituent criteria), the size of OC increases by 51.2% ((47.77 – 31.59)/31.59). Compared to OC, the size of SS increases by 7.4% ((51.35 – 47.77)/47.77).

**Small Classes. (< 200 branches)**

**Significant Cases.** Fig. (b) shows the comparison results of SS and OC on 315 small Java classes. For each criterion, on average, SS-outperforming classes are 71 (22.5%). OC-outperforming classes are 19 (5.9%). No-significant classes are 226 (71.6%).

**Average Coverage.** Table (b) shows the average coverage of small classes. SS outperforms OC for seven criteria’ coverage. SS reaches the highest coverage for five criteria.

**Average Suite Size.** The second row of Table (b) shows the average suite sizes of small classes. Compared to CC, the size of OC increases by 87.3%. Compared to OC, the size of SS increases by 2.4%.

**Large Classes. (≥ 200 branches)**

**Significant Cases.** Fig. (c) shows the comparison results of SS and OC on 85 large Java classes. For each criterion, on average, SS-outperforming classes are 50 (59.1%). The number of OC-outperforming classes is 1 (1.3%). No-significant classes are 34 (39.6%).

**Average Coverage.** Table (c) shows the average coverage of large classes. SS outperforms OC for eight criteria’ coverage. SS reaches the highest coverage for two criteria.

**Average Suite Size.** The third row of Table (c) shows the average suite sizes of large classes. Compared to CC, the size of OC increases by 17.4%. Compared to OC, the size of SS increases by 15.1%.

**Analysis.** SS outperforms OC statistically, especially on the large classes. There is one exception: On the small classes, the number (73) of OC-outperforming classes in weak mutation is more than the counterpart number (60) (see Fig. (b)). On average, each of those 73 classes has 82 branches and 321 mutants, while each of those 60 classes has 115 branches and 381 mutants. It also supports that SS outperforms OC on the large classes. Furthermore, in most cases, the average coverage of CC is higher than the
one of OC. SS narrows the coverage gap between them. For example, the biggest gap is 10%, happening in the large classes’ branch coverage. SS narrows the gap by 4% (see Table 3(c)). These facts confirm that combining criteria offers more objectives for optimization, affecting the efficacy of GAs. The larger classes bring more objectives, leading to a higher impact. The suite size increase brought by OC/SS to CC is significant, confirming the experimental results of the work proposing OC [4]. The main reason is that the GA (not only WS but also MOSA/DynaMOSA) needs more tests for more goals. With the coverage increase, the suite size of SS is also greater than OC. Compared with the extent of the suite increase brought by OC to CC, we regard that it is reasonable.

Answer to RQ1

With WS, SS outperforms OC statistically, especially on the large classes (i.e., the classes with no less than 200 branches).

4.3 RQ2: How does smart selection perform with MOSA?

Motivation. In this RQ, we evaluate smart selection with MOSA.

Methodology. The methodology is the same as RQ1’s.

Result. Table 5 shows the average coverage results for each approach with MOSA.

Table 6: Average test suite size of each approach with MOSA

<table>
<thead>
<tr>
<th>approach</th>
<th>SS</th>
<th>OC</th>
<th>CC (Average)</th>
</tr>
</thead>
<tbody>
<tr>
<td>size (All Classes)</td>
<td>57.03</td>
<td>54.46</td>
<td>31.47</td>
</tr>
<tr>
<td>size (Small Classes)</td>
<td>38.27</td>
<td>38.83</td>
<td>19.85</td>
</tr>
<tr>
<td>size (Large Classes)</td>
<td>126.56</td>
<td>112.38</td>
<td>74.53</td>
</tr>
</tbody>
</table>

Significant Cases. Fig. 5(a) shows the comparison results of SS and OC on all 400 Java classes. For each criterion, on average, SS-outperforming classes are 78 (19.5%). OC-outperforming classes are 42 (10.4%). No-significant classes are 280 (70.1%).

Average Coverage. Table 5(a) shows the average coverage of all classes. SS outperforms OC for five criteria’ coverage. Among three approaches, SS reaches five criteria’ highest coverage.

Average Suite Size. The first row of Table 6 shows the average suite sizes of all classes. Compared to CC, the size of OC increases by 73.1%. Compared to OC, the size of SS increases by 4.7%.

Small Classes. Significant Cases. Fig. 5(b) shows the comparison results of SS and OC on 315 small Java classes. For each criterion, on average, SS-outperforming classes are 43 (13.8%). OC-outperforming classes are 37 (11.7%). No-significant classes are 235 (74.5%).

Average Coverage. Table 5(b) shows the average coverage of small classes. SS outperforms OC for three criteria’ coverage. SS reaches three criteria’ highest coverage.

Average Suite Size. The second row of Table 6 shows the average suite sizes of small classes. Compared to CC, the size of OC increases by 95.6%. OC is nearly equal to SS.

Large Classes. Significant Cases. Fig. 5(c) shows the comparison results of SS and OC on 85 large Java classes. For each criterion, on average, SS-outperforming classes are 35 (40.9%). OC-outperforming classes are 5 (5.6%). No-significant classes are 46 (53.5%).

Average Coverage. Table 5(c) shows the average coverage of large classes. SS outperforms OC for eight criteria’ coverage. SS reaches five criteria’ highest coverage.

Average Suite Size. The third row of Table 6 shows the average suite sizes of large classes. Compared to CC, the
size of OC increases by 50.7%. Compared to OC, the size of SS increases by 12.6%.

Analysis. SS outperforms OC on the large classes like WS. But the advantage of SS is unnoticeable on the small classes. The coverage gap between CC and OC is not significant as the gap in WS. SS nearly bridges this gap. The biggest gap is 5%, happening in branch coverage of the large classes. SS narrows this gap by 3%. The suite size gap between SS and OC is smaller than on WS, which is consistent with the fact that SS and OC have a smaller coverage gap on MOSA. These facts show the advantage of multi-objective approaches (e.g., MOSA) over single-objective approaches (e.g., WS) [2], [5], [6]. However, the advantage of SS on the large classes indicates that too many objectives also affect the multi-objective algorithms.

Answer to RQ2

With MOSA, SS outperforms OC statistically on the large classes. Smart selection has only a slight advantage on the small classes.

4.4 RQ3: How does smart selection perform with DynaMOSA?

Motivation. In this RQ, we evaluate smart selection with DynaMOSA.

Methodology. The methodology is the same as RQ1’s. Note that the difference is that we add BC to the guiding criteria no matter whether the approach contains BC. For example, if the constituent criterion is LC, we will combine BC with it to guide DynaMOSA. Similarly, we add BC to the representative group (DBC, LC, EC, OC) selected by smart selection. The reason is that DynaMOSA can not run without BC since it needs the goals of branch coverage to build the control dependency graph [3].

Result. ▶ All Classes.

Significant Cases. Fig. 6 (a) shows the comparison results of SS and OC on all 400 Java classes. For each criterion, on average, SS-outperforming classes are 32 (8.1%). OC-outperforming classes are 40 (10.1%). No-significant classes are 328 (81.8%).

Average Coverage. Table 7 (a) shows the average coverage of all classes with three approaches. SS outperforms OC for one criterion’s coverage, i.e., exception coverage. Among three approaches, SS reaches the highest coverage for three criteria.

Average Suite Size. The first row of Table 8 shows the average suite sizes of all classes. Compared to CC, the size of OC increases by 54.7%. OC is nearly equal to SS.

▶ Small Classes.

Significant Cases. Fig. 6 (b) shows the comparison results of SS and OC on 315 small Java classes. For each criterion, on average, SS-outperforming classes are 17 (5.2%). OC-outperforming classes are 34 (10.8%). No-significant classes are 265 (84%).

Average Coverage. Table 7 (b) shows the average coverage of small classes. SS outperforms OC for one criterion’s coverage (branch coverage). SS reaches two criteria’ highest coverage.

Average Suite Size. The second row of Table 8 shows the average suite sizes of small classes. Compared to CC, the size of OC increases by 66.9%. OC is nearly equal to SS.

▶ Large Classes.

Significant Cases. Fig. 6 (c) shows the comparison results
of SS and OC on 85 large Java classes. For each criterion, on average, SS-outperforming classes are 16 (18.7%). OC-outperforming classes are 6 (7.5%). No-significant classes are 63 (73.8%).

**Average Coverage.** Table 7 (c) shows the average coverage of large classes. SS outperforms OC for three criteria' coverage. SS reaches three criteria' highest coverage.

**Average Suite Size.** The third row of Table 8 shows the average suite sizes of large classes. Compared to CC, the size of OC increases by 43.3%. Compared to OC, the size of SS increases by 3.7%.

**Analysis.** SS still outperforms OC on the large classes, but not as obvious as WS and MOSA. In addition, SS is almost the same or slightly worse than OC on the small classes. Furthermore, the coverage gaps among the three approaches are not significant. The gap in the suite size between SS and OC is slight as in the coverage. One reason is that DynaMOSA selects the uncovered goals into the iteration process only when its branch dependencies are covered (see Sec. 2.2). Hence, the number of optimization objectives is reduced. Therefore, an increase in the goals has a much smaller impact on DynaMOSA's coverage performance than on WS and MOSA. Another reason is that we add BC to SS's guiding criteria because DynaMOSA can only run with BC. Consequently, SS's reduction in optimization objectives is undermined. Due to the same cause, we combine BC with an arbitrary constituent criterion as the guiding criteria, thus improving CC’s ability to guide DynaMOSA. As a result, the differences between the three approaches are narrowed.

**Answer to RQ3**

With DynaMOSA, the coverage of SS and OC is close for most criteria.
4.5 RQ4: Do criteria within the same criteria group exhibit a coverage correlation?

**Motivation.** One fundamental assumption of smart selection is that the criteria within the same criteria group have a strong coverage correlation (see Sec. 3.2) so that we can choose a representative criterion to represent a group, thus reducing the goals optimized by GAs. In this RQ, we aim to verify this assumption.

**Methodology.** In this RQ, we iterate to run EvoSuite, and each iteration has a specific four-tuple configuration, including a Java class, a GA, a criterion to guide GA, and a search budget. The Java class has 400 options (i.e., 400 Java classes used in RQ1-3), the GA has two options (WS and MOSA), the criterion has eight options (BC, LC, DBC, WM, TMC, NTMC, EC, and OC), and the budget has four options: 120 seconds, 300 seconds, 480 seconds, and 600 seconds. After running EvoSuite, we record the coverage score of all eight coverage criteria to calculate the correlation of a pair of criteria. Note that (1) DynaMOSA cannot run without BC (see Sec. 4.4). In other words, we cannot calculate the correlation of a pair of criteria without the interference of BC. As a result, DynaMOSA is not used in this RQ; (2) MOSA cannot run only with EC because EvoSuite cannot provide any of EC’s fitness functions at the beginning of running GA since EvoSuite does not know any exceptions thrown in the subject under test until GA randomly generates a unit test catching one. However, MOSA needs at least one fitness function to build Pareto Fronts. As a result, when the GA is MOSA, the criterion to guide GA only has seven options, i.e., there are \(8 \times 7 = 56\) criterion pairs when the GA is WS while the counterpart number is \(7 \times 7 = 49\) when the GA is MOSA; (3) The origin coverage value provided by EvoSuite for EC is the number of exceptions triggered by the test suite. We normalize it as a value ranging from 0 to 1 (like other criteria) by dividing the origin value by the maximum number of exceptions triggered among all suites for the same Java class. After running all configurations on EvoSuite, we obtain \(400 \times 4 = 1600\) data points to estimate the correlation for each criterion pair and algorithm.

**Result.** WS. Fig. 7 shows the coverage value point scatter plot, PCC, and the \(p\)-value of each criterion pair (A, B) when...
using criterion A to guide WS.

**Coverage correlation of the same groups' criteria.** There are 14 criterion pairs in the same groups: (BC, DBC), (DBC, BC), (BC, LC), (LC, BC), (BC, WM), (WM, BC), (DBC, LC), (LC, DBC), (DBC, WM), (WM, DBC), (LC, WM), (WM, LC), (TMC, NTMC), and (NTMC, TMC). Among them, the minimum PCC is 0.70 (TMC, NTMC), the maximum two are 0.99 (TMC, TMC) and 0.98 (DBC, BC), and both the mean and median values are closely 0.88. Besides, all of the p-values are smaller than 0.005.

The criterion pairs among them we are most concerned with are (DBC, BC), (DBC, LC), (DBC, WM), and (NTMC, TMC) since we use DBC to represent (BC, DBC, LC, WM) and NTMC to represent (TMC, NTMC) (see Sec. 3.3). The PCCs of (DBC, BC), (DBC, LC), (DBC, WM), and (NTMC, TMC) are 0.98, 0.94, 0.89, and 0.99, respectively.

**Coverage correlation of the different groups' criteria.** There are 56 – 14 = 42 criterion pairs in the different groups. Among them, the minimum PCC is −0.29 (LC, EC), the maximum is 0.71 (NTMC, LC), and the mean/median value is 0.40/0.50.

**MOSA.** Fig. 8 shows the coverage value point scatter plot, PCC, and the p-value of each criterion pair (A, B) when using criterion A to guide MOSA.

**Coverage correlation of the same groups' criteria.** Among the 14 criterion pairs in the same groups, the minimum PCC is 0.68 (TMC, NTMC), the maximum two are 0.99 (NTMC, TMC) and 0.98 (DBC, BC), and the mean/median value is 0.88/0.89. All of the p-values are smaller than 0.005, like WS’s data.

Similar to WS, the PCCs of the criterion pairs we are most concerned with (i.e., (DBC, BC), (DBC, LC), (DBC, WM), and (NTMC, TMC)) are 0.98, 0.94, 0.90, and 0.99, respectively.

**Coverage correlation of the different groups' criteria.** There are 49 – 14 = 35 criterion pairs in the different groups. Among them, the minimum PCC is −0.30 (LC, EC), the maximum is 0.72 (NTMC, LC), and the mean/median value is 0.42/0.53.

**Difference between WS and MOSA.** For a criterion pair, assume that $PCC_{WS}/PCC_{MOSA}$ is the PCC value when the GA is WS/MOSA, and $|PCC_{WS} − PCC_{MOSA}|$ is the difference between WS and MOSA. The min, max, mean, and median differences are 0.0011 (NTMC, TMC)/0.049 (WM, EC)/0.013/0.011, respectively.

**Analysis.** Firstly, the coverage correlation of a criterion pair from the same group is significantly higher than that of a criterion pair from different groups, confirming the effectiveness of our criteria grouping. Secondly, the difference in the same criterion pair’s correlation with different GAs is tiny, showing the correlation’s independence to GAs.

**Answer to RQ4**

On average, the Pearson Correlation Coefficient of a criterion pair’s coverage values from the same group (nearly 0.88) is significantly higher than that of a criterion pair from different groups (nearly 0.41), confirming the effectiveness of our criteria grouping.

### 4.6 RQ5: Are representative criteria efficient in guiding SBST?

In Sec. 3.3, we choose four criteria (DBC, NTMC, EC, and OC) to present four groups ((BC, DBC, LC, WM), (TMC, NTMC), (EC), and (OC)), respectively. Regardless of the two groups with only one criterion, The main assumptions deriving us to choose DBC and NTMC are (1) DBC is more effective in guiding GAs than EC and OC, and (2) DBC/NTMC can represent BC/TMC, but the opposite does not hold. In this RQ, we aim to verify these assumptions.

**Methodology.** We choose two new criteria combinations to guide GAs as two new approaches: (LC, TMC, EC, OC) to present four groups ((BC, DBC, LC, WM), (TMC, NTMC), (EC), and (OC)), respectively. Regardless of the two groups with only one criterion, The main assumptions deriving us to choose DBC and NTMC are (1) DBC is more effective in guiding GAs than EC and OC, and (2) DBC/NTMC can represent BC/TMC, but the opposite does not hold. In this RQ, we aim to verify these assumptions.

**Subjects.** We take the 400 classes as the experimental subjects. However, there are 111 classes on which EvoSuite with at least one of six configurations (2 combinations × 3 GAs) crashed. As a result, there are remaining 289 classes as this RQ’s subjects, which is still a large sample according to the previous studies [2], [3], [36].

**Result.**

**Significant Cases.** Fig. 9(a) and 10(a) show the significant case summary for SS versus LT and SS versus WT, respectively, when the GA is WS. On average of all criteria, SS-
TABLE 9: Average coverage and size results for smart selection, LT, and WT

<table>
<thead>
<tr>
<th></th>
<th>SS</th>
<th>LT</th>
<th>WT</th>
<th>SS</th>
<th>LT</th>
<th>WT</th>
</tr>
</thead>
<tbody>
<tr>
<td>BC</td>
<td>50%</td>
<td>32%</td>
<td>31%</td>
<td>72%</td>
<td>69%</td>
<td>68%</td>
</tr>
<tr>
<td>WM</td>
<td>60%</td>
<td>58%</td>
<td>59%</td>
<td>50%</td>
<td>40%</td>
<td>40%</td>
</tr>
<tr>
<td>LC</td>
<td>60%</td>
<td>60%</td>
<td>58%</td>
<td>16.12</td>
<td>15.51</td>
<td>15.56</td>
</tr>
<tr>
<td>TMC</td>
<td>84%</td>
<td>84%</td>
<td>84%</td>
<td>44%</td>
<td>44%</td>
<td>44%</td>
</tr>
</tbody>
</table>

(b) MOSA (Suite Size: SS (53.66), LT (45.16), WT (46.10))

<table>
<thead>
<tr>
<th></th>
<th>SS</th>
<th>LT</th>
<th>WT</th>
<th>SS</th>
<th>LT</th>
<th>WT</th>
</tr>
</thead>
<tbody>
<tr>
<td>BC</td>
<td>58%</td>
<td>53%</td>
<td>52%</td>
<td>72%</td>
<td>69%</td>
<td>69%</td>
</tr>
<tr>
<td>WM</td>
<td>63%</td>
<td>59%</td>
<td>61%</td>
<td>57%</td>
<td>41%</td>
<td>41%</td>
</tr>
<tr>
<td>LC</td>
<td>62%</td>
<td>61%</td>
<td>59%</td>
<td>17.18</td>
<td>16.84</td>
<td>16.89</td>
</tr>
<tr>
<td>TMC</td>
<td>84%</td>
<td>84%</td>
<td>84%</td>
<td>45%</td>
<td>44%</td>
<td>44%</td>
</tr>
</tbody>
</table>

(c) DynaMOSA (Suite Size: SS (57.19), LT (52.54), WT (58.30))

<table>
<thead>
<tr>
<th></th>
<th>SS</th>
<th>LT</th>
<th>WT</th>
<th>SS</th>
<th>LT</th>
<th>WT</th>
</tr>
</thead>
<tbody>
<tr>
<td>BC</td>
<td>58%</td>
<td>53%</td>
<td>58%</td>
<td>72%</td>
<td>70%</td>
<td>69%</td>
</tr>
<tr>
<td>WM</td>
<td>62%</td>
<td>61%</td>
<td>62%</td>
<td>58%</td>
<td>42%</td>
<td>42%</td>
</tr>
<tr>
<td>LC</td>
<td>62%</td>
<td>62%</td>
<td>63%</td>
<td>47.36</td>
<td>47.34</td>
<td>47.36</td>
</tr>
<tr>
<td>TMC</td>
<td>84%</td>
<td>84%</td>
<td>84%</td>
<td>45%</td>
<td>45%</td>
<td>45%</td>
</tr>
</tbody>
</table>

Fig. 10: Significant case summary of smart selection and WT (i.e., WM-TMC-EC-OC)

outperforming-LT classes are 115 (40%), LT-outperforming-SS classes are 28 (10%), and no-significant classes are 146 (50%); SS-outperforming-WT classes are 119 (41%), WM-outperforming-SS classes are 30 (10%), and no-significant classes are 140 (48%).

Average Coverage. Table 9(a) shows the average coverage for SS, LT, and WT. SS achieves the highest coverage on all criteria. Notably, SS is higher than LT and WT by 16% in direct branch coverage.

**MOSA.**

Significant Cases. Fig. 9(b) and 10(b) show the significant case summary for SS versus LT and SS versus WT, respectively, when the GA is MOSA. On average of all criteria, SS-outperforming-LT classes are 121 (42%), LT-outperforming-SS classes are 32 (11%), and no-significant classes are 136 (47%); SS-outperforming-WT classes are 121 (42%), WM-outperforming-SS classes are 39 (13%), and no-significant classes are 129 (45%).

Average Coverage. Table 9(b) shows the average coverage for SS, LT, and WT. Like the GA being WS, SS achieves the highest coverage on all criteria; SS is higher than LT and WT by 16% in direct branch coverage.

**DynaMOSA.**

Significant Cases. Fig. 9(c) and 10(c) show the significant case summary for SS versus LT and SS versus WT, respectively, when the GA is DynaMOSA. On average of all criteria, SS-outperforming-LT classes are 75 (26%), LT-

4.7 RQ6: How does the subsumption strategy affect the performance of smart selection?

Motivation. We select the representative goals from line coverage and weak mutation by the subsumption relationships (see Sec 3.4). We need to test how it affects the performance of smart selection.

Subjects. From 400 classes, we select those classes that satisfy this condition: The subsumption strategy can find at least one line coverage goal and one mutant. As a result, 173 classes are selected.

Methodology. We take smart selection without the subsumption strategy (SSWS) as a new approach. To compare SS and SSWS, we follow RQ1’s methodology.
TABLE 10: Average coverage and size results for smart selection and smart selection without the subsumption strategy

(a) WS (Suite Size: SS (45.18), SSWS (48.08))

<table>
<thead>
<tr>
<th>approach</th>
<th>SS</th>
<th>SSWS</th>
</tr>
</thead>
<tbody>
<tr>
<td>BC</td>
<td>61%</td>
<td>53%</td>
</tr>
<tr>
<td>WM</td>
<td>54%</td>
<td>33%</td>
</tr>
<tr>
<td>LC</td>
<td>51%</td>
<td>33%</td>
</tr>
<tr>
<td>TMC</td>
<td>79%</td>
<td>78%</td>
</tr>
</tbody>
</table>

(b) MOSA (Suite Size: SS (52.08), SSWS (51.66))

<table>
<thead>
<tr>
<th>approach</th>
<th>SS</th>
<th>SSWS</th>
</tr>
</thead>
<tbody>
<tr>
<td>BC</td>
<td>49%</td>
<td>49%</td>
</tr>
<tr>
<td>WM</td>
<td>53%</td>
<td>33%</td>
</tr>
<tr>
<td>LC</td>
<td>53%</td>
<td>51%</td>
</tr>
<tr>
<td>TMC</td>
<td>79%</td>
<td>78%</td>
</tr>
</tbody>
</table>

(c) DynaMOSA (Suite Size: SS (57.1), SSWS (54.79))

<table>
<thead>
<tr>
<th>approach</th>
<th>SS</th>
<th>SSWS</th>
</tr>
</thead>
<tbody>
<tr>
<td>BC</td>
<td>50%</td>
<td>50%</td>
</tr>
<tr>
<td>WM</td>
<td>54%</td>
<td>54%</td>
</tr>
<tr>
<td>LC</td>
<td>53%</td>
<td>54%</td>
</tr>
<tr>
<td>TMC</td>
<td>79%</td>
<td>78%</td>
</tr>
</tbody>
</table>

Result. ▶ WS.

Significant Cases. Fig. 11 (a) shows the comparison results of SS and SSWS on 173 classes with WS. For each criterion, on average, SS-outperforming classes are 25 (14.5%). SSWS-outperforming classes are 47 (27.2%). No-significant classes are 101 (58.3%).

Average Coverage. Table 10 (a) shows the average coverage for WS. SS outperforms SSWS on top-level method coverage. SSWS outperforms SS on six criteria.

MOSA.

Significant Cases. Fig. 11 (b) shows the results with GA being MOSA. On average, SS-outperforming classes are 23 (13.3%). SSWS-outperforming classes are 32 (18.5%). No-significant classes are 118 (68.2%).

Average Coverage. Table 10 (b) shows the average coverage for MOSA. SS outperforms SSWS for one top-level method coverage. SSWS outperforms SS on three criteria.

DynaMOSA.

Significant Cases. Fig. 11 (c) shows the results with GA being DynaMOSA. On average, SS-outperforming classes are 20 (11.6%). SSWS-outperforming classes are 25 (14.5%). No-significant classes are 128 (73.9%).

Average Coverage. Table 10 (c) shows the average coverage for DynaMOSA. SS outperforms SSWS on top-level method coverage. SSWS outperforms SS on two criteria.

Analysis. SSWS outperforms slightly SS for most criteria on WS, confirming that an increase in the objectives has a much bigger impact on WS than on MOSA and DynaMOSA. Furthermore, the results are different on line coverage and weak mutation for which SS adds subsets. For three algorithms, SSWS is better in line coverage in terms of the outperforming classes and average coverage. Contrarily, SS is better in weak mutation in terms of the outperforming classes. It indicates that the coverage correlation between (direct) branch coverage and line coverage is stronger than the one between (direct) branch coverage and weak mutation. As for the suite size, Table 10 shows that SS and SSWS are similar. Unexpectedly, SS outperforms SSWS on top-level method coverage. We analyze some classes qualitatively. For example, there is a public method named compare in an inner class of the class org.apache.hadoop.mapred. The results show that 88 out of 90 test suites generated by SS cover this top-level method goal, while only 1 out of 90 test suites generated by SSWS covers this goal. We find that this method contains 8 lines, 2 branches, and 3 output goals. EvoSuite skips the branches and output goals in the inner class (lines, methods, and mutants are kept). This class has 350 branches, 48 methods, and 10 output goals. SS selects 14 lines and 216 mutants for this class (0 lines and 10 mutants for this method). As a result, if a test directly invokes this method, under SS, at most (1+10) goals are closer to being covered; under SSWS, the number is (1+14) goals.

4.8 RQ7: How does smart selection perform under different search budgets?

Motivation. In all the above RQs, we evaluate smart selection and other baselines under a fixed search budget, i.e., 2 minutes. In this RQ, we aim to answer how smart selection...
varies and the gaps among three strategies (i.e., smart selection, the original combination, and the constituent criterion) vary under different search budgets.

**Subjects.** Similar to RQ1-3, we select the 400 Java classes as the subjects under test.

**Configuration.** Similar to RQ1-3, we run three genetic algorithms (WS, MOSA, and DynaMOSA) with smart selection and another two strategies but under three more search budgets: 5, 8, and 10 minutes. Following the previous study [4], we repeat 5 times per Java class for the 10-minute budget. We repeat 10 times per Java class for the 5-minute and 8-minute budgets. Regardless of the search budget difference, this RQ’s running configuration of EvoSuite is the same as that of RQ1-3.

**Result.**

Fig. 12 shows the average coverage and suite sizes of three strategies on WS under the various budgets (2-10 minutes).

![Graphs showing coverage and suite sizes](image)

Fig. 12: The coverage and size of three strategies on WS under the various budgets (2-10 minutes).

1. **BC-DBC-LC-WM.** Fig. 12 (a), (b), (c), and (f) show the coverage change of BC, WM, LC, and DBC. From them, we observe that (1) the coverage of three strategies increases similarly as the budget increases. For example, from 2 to 10 minutes, the BC increase of smart selection/the original combination/the constituent criterion is $4\%/4\%/3\%$. (2) The coverage gap keeps stable from 2 to 10 minutes. For example, when the budget is 2 minutes, the BC gap between smart selection and the original combination is $2\%$, and the gap between the constituent criterion and smart selection is $1\%$. When the budget is 10 minutes, the gap between smart selection and the original combination is $2\%$ too, and the gap between the constituent criterion and smart selection is $1\%$; (3) Compared to the other two criteria, the LC and WM coverage of the constituent criterion and smart selection is close but keeps higher than the original combination by nearly $2\%$ as the budget changes.

2. **TMC-NTMC.** Fig. 12 (d) and (e) show the coverage change of TMC and NTMC. As the budget increases, (1) the coverage increase of the three strategies is tiny. For example, from 2 to 10 minutes, the TMC increase of smart selection/the original combination/the constituent criterion is $0.7\%/1.5\%/1.7\%$. (2) The coverage gap keeps tiny. For example, the highest coverage of TMC is $85.3\%$, reached by the constituent criterion with the 10-minute budget. The
Fig. 13: The coverage and size of three strategies on MOSA under the various budgets (2-10 minutes).

lowest coverage is 83%, reached by the original combination with the 2-minute budget. The difference is only 2.3%. For comparison, the corresponding data of BC is 7%.

EC and OC. Fig. 12 (g) and (h) show the coverage change of EC and OC. The coverage changes of them are similar. As the budget increases, the coverage of the constituent criterion and smart selection is close, and there are stable coverage gaps between the original combination and the other two strategies.

Size. Fig. 12 (i) shows the suite size change. The gaps between the three strategies are stable from 2 to 10 minutes. For all budgets, smart selection generates an average of nearly 5 more tests than the original combination. The original combination generates 19 more tests than the average constituent criterion.

Analysis. For most criteria, smart selection outperforms the original combination no matter how the budget changes. The situations of comparing the constituent criterion and the others vary on different criteria.

BC-DBC-LC-WM. Firstly, the data of LC and WM shows that the coverage of smart selection and the constituent criterion is close and outperforms that of the original combination. This fact confirms the two fundamental assumptions of our methodology: (1) The negative impact of increasing the optimization goals of LC and WM on the algorithm WS exists, even if the budget is increased to 10 minutes; (2) The representation of BC/DBC to LC and WM is significant. After smart selection removes most of the goals of LC and WM, their coverage is stably higher than that of the original combination. Secondly, the data of BC and DBC shows that the constituent criterion outperforms smart selection and smart selection outperforms the original combination. This fact indicates that the other remaining fitness functions (e.g., the ones of OC) still hinder BC/DBC's fitness functions, undermining their effectiveness in guiding WS.

TMC-NTMC. Firstly, although the coverage of the three strategies is not the same, the differences between them are tiny compared to group 1. Secondly, this group has significantly higher coverage than the other groups. For example, the lowest coverage of NTMC is 0.7 (see Fig. 12 (e)), but the highest coverage of BC is nearly 0.6 (see Fig. 12 (a)). These facts indicate that the goals of TMC/NTMC are easier to be covered than the others since they only require that a method is invoked (without exceptions). As a result, their coverage is more robust when combining multiple criteria.

EC and OC. For coverage of EC and OC, the difference between the constituent criterion and smart selection is tiny,
and they outperform the original combination. Hence, combining multiple criteria negatively impacts their coverage, although their own fitness functions are weak in guiding genetic algorithms.

Size. Firstly, with the budget and coverage increase, the three strategies’ suite sizes also increase. Secondly, the sizes of the constituent criterion are much smaller than the sizes of the other two since the latter two strategies need to generate more tests for more goals brought by combining multiple criteria.

**MOSA.**

Fig. 13 shows the average coverage and suite sizes of three strategies on MOSA under the various budgets. Similar to WS, we present data by groups.

1. BC-DBC-LC-WM. Fig. 13 (a), (b), (c), and (f) show the coverage change of BC, WM, LC, and DBC. As the budget increases, (1) for BC and DBC, the coverage of smart selection and the constituent criterion is close and outperforms slightly that of the original combination; (2) For LC, the coverage gaps between the three strategies are tiny; (2) For WM, the coverage gap between smart selection and the other two gradually increases. The coverage of smart selection is nearly 1% behind when the budget is 10 minutes.

2. TMC-NTMC. Fig. 13 (d) and (e) show the coverage change of TMC and NTMC. As the budget increases, (1) the coverage increase of the three strategies is tiny. For instance, from 2 to 10 minutes, the TMC coverage increase of smart selection/original combination/constituent criterion is 1.3%/1.7%/1.2%; (2) The coverage of smart selection and the original combination is close and stably outperforms that of the constituent criterion.

3. EC and OC. Fig. 13 (g) and (h) show the coverage change of EC and OC. As the budget increases, for EC, the coverage of the original combination and the constituent criterion is close and smart selection outperforms them by nearly one exception. For OC, the constituent criterion outperforms smart selection, and smart selection outperforms the original combination.

Size. Fig. 13 (i) shows the suite size change. For all budgets, smart selection generates an average of nearly 4 more tests than the original combination. The original combination generates 25 more tests than the average constituent criterion.

**Analysis.** Similar to WS, for most criteria, smart selection outperforms the original combination no matter how the budget changes. The situations of comparing the constituent criterion and the others vary on different criteria.
that the coverage of smart selection and the constituent criterion outperforms that of the original combination, even when the budget increases to 10 minutes. This fact confirms our findings in RQ2 (see Sec. 4.3). Too many objectives also affect the multi-objective algorithms, e.g., MOSA. Secondly, the data of WM shows that as the budget increases, the coverage of the original combination and the constituent criterion is close, and the lag of smart selection is increasing. On the contrary, the data of LC shows that the coverage lead of smart selection is obvious under most budgets. These facts confirm our findings in RQ6 (see Sec. 4.7). The coverage correlation between (direct) branch coverage and line coverage is stronger than the one between (direct) branch coverage and weak mutation.

2 TMC-NTMC. Firstly, the coverage differences between smart selection and the original combination are tiny. This fact confirms that the coverage of TMC and NTMC is robust when combining multiple criteria. Secondly, smart selection and the original combination stably outperform the constituent criterion as the budget increases. This could be due to the weak guidance of TMC and NTMC’s fitness functions since such a fitness function can only tell MOSA whether a method is covered, downgrading MOSA to the random search. As a result, when combining fitness functions with better guidance (e.g., ones of BC/DBC), MOSA has a chance to cover more methods.

3 EC and OC. For both EC and OC, smart selection outperforms the original combination, confirming that combining more criteria hurts their coverage. Secondly, for EC, smart selection outperforms the constituent criterion, contrary to the case of OC. This fact indicates that the fitness function of OC is better than that of EC in guiding GAs. Size. Likewise, the three strategies’ suite sizes also increase as the budget and coverage increase. Secondly, the test sizes of the constituent criterion are much smaller than the other two since more criteria call for more tests.

**DynaMOSA.**

Fig. 14 shows the average coverage and suite sizes of three strategies on MOSA under the various budgets. Similar to WS and MOSA, we present data by groups.

1 BC-DBC-LC-WM. Fig. 14 (a), (b), (c), and (f) show the coverage change of BC, WM, LC, and DBC. As the budget increases, (1) for BC and DBC, the coverage of three strategies is close; (2) For LC and WM, the constituent criterion outperforms the original combination, and the original combination outperforms smart selection. Note that the advantage of the constituent criterion over the original combination is more significant than that of smart selection.

2 TMC-NTMC. Fig. 14(d) and (e) show the coverage change of TMC and NTMC. Like MOSA, (1) the coverage increase of the three strategies is tiny; and (2) the coverage of smart selection and the original combination is close and outperforms that of the constituent criterion.

3 EC and OC. Fig. 14(g) and (h) show the coverage change of EC and OC. For EC, the performances of smart selection and the original combination are close and are better than that of the constituent criterion by nearly one exception. For OC, the performances of the three strategies keep close, and the constituent criterion/smart selection maintains a slight advantage (nearly 0.3% / 0.2%) over smart selection/BC. These facts confirm our findings in RQ6 (see Sec. 4.7). The coverage correlation between (direct) branch coverage and line coverage is stronger than the one between (direct) branch coverage and weak mutation.

**Analysis.** Compared to WS and MOSA, the comparing situation of the three strategies on DynaMOSA is different. For most criteria, the performance of the original combination is close to or slightly better than the other two strategies, showing the better robustness of DynaMOSA over WS and MOSA when facing combining multiple criteria.

1 BC-DBC-LC-WM. Firstly, the data of BC and DBC shows that the coverage of the three strategies is close. Secondly, the data of WM and LC shows that the constituent criterion outperforms the original combination, and the original combination outperforms smart selection. These facts confirm our findings in RQ3 (see Sec. 4.4). DynaMOSA is more robust in handling combining multiple criteria. Especially the fact that the original combination outperforms smart selection for WM and LC shows that the fitness functions of LC and WM removed by smart selection but kept by the original combination help DynaMOSA to cover the corresponding goals of LC and WM. Furthermore, we notice that the constituent criterion outperforms the original combination for WM and LC. This fact indicates that when the fitness functions of a criterion (e.g., WM and LC) have weak guidance for GAs, combining multiple criteria still harms DynaMOSA, which is potential because more criteria lower the search weight of each fitness function.

2 TMC-NTMC. Like MOSA, the coverage gaps between smart selection and the original combination are tiny. Secondly, smart selection and the original combination stably outperform the constituent criterion as the budget increases. This could be due to the fact that a fitness function of TMC/NTMC can only tell GAs whether a method is covered, downgrading them to the random search. As a result, when combining fitness functions with better guidance (e.g., ones of BC/DBC), DynaMOSA has a chance to cover more methods.

3 EC and OC. Firstly, the situation of EC is like TMC/NTMC: the performances of smart selection and the original combination are close and better than the constituent criterion, which is potential because, similar to TMC/NTMC, EC’s fitness functions can only tell GAs whether a method is covered, downgrading them to the random search. Combining multiple criteria brings a more extensive search space for DynaMOSA, increasing its possibility of catching exceptions, e.g., killing a mutant may trigger an exception. Secondly, the situation of OC is like BC/DBC: the coverage of the three strategies is close, confirming the better robustness of DynaMOSA over WS and MOSA when facing more coverage criteria.

**Size.** Like WS and MOSA, the three strategies’ suite sizes also increase as the budget and coverage increase. Secondly, the test sizes of the constituent criterion are much smaller than the other two since more criteria call for more tests. Furthermore, DynaMOSA’s size gap between smart selection and the original combination is smaller than that of WS and MOSA since the coverage of these two strategies is close, showing DynaMOSA’s robustness again.
5 DISCUSSION

5.1 Parameter Tuning

Smart selection introduces a new parameter: lineThreshold (see Sec. 3.4). In handling line coverage, smart selection skips those basic blocks (BBs) with lines less than lineThreshold. The larger the value of this parameter, the more BBs we skip. Without considering the dead code, (direct) branch coverage fails to capture the following lines only when a certain line in a basic block exits abnormally. Previous work [4] shows that, on average, when 78% of branches are covered, test suites can only find 1.75 exceptions. It indicates that (direct) branch coverage can capture most properties of line coverage. Therefore, to minimize the impacts of line coverage goals on SBST, we prefer a larger lineThreshold. After statistics on the benchmarks used in DynaMOSA [3], we find that 50% of the BBs have less than 8 lines. Therefore, we set lineThreshold to 8.

5.2 Threats to Validity

The threat to external validity comes from the experimental subjects. We choose 158 Java classes from the benchmark of DynaMOSA [3]. [3] was published in 2018. Many classes have already become obsolete. Some projects even are no longer maintained [24]. To reduce this risk, we choose 242 classes at random from Hadoop [33], thereby increasing the diversity of the dataset. The threat to internal validity comes from the randomness of the genetic algorithms. To reduce the risk, we repeat each approach 30 (10/10/5) times for every class when the search budget is 2 (5/8/10) minutes.

6 RELATED WORK

In this section, we introduce related studies on (1) SBST and (2) coverage criteria combination in SBST.

SBST. SBST formulates test cases generation as an optimization problem. Miller et al. [38] proposed the first SBST technique to generate test data for functions with inputs of float type. SBST techniques have been widely used in various objects under test [9], [39], [40], [41], [42], [43], [44], [45], [46], and types of software testing [47], [48], [49]. Most researchers focus on (1) search algorithms: Tonella [50] proposed to iterate to generate one test case for each branch. Fraser et al. [1] proposed to generate a test suite for all branches. Panichella et al. [2], [3], [51] introduced many-objective optimization algorithms; (2) fitness gradients recovery: Lin et al. [25] proposed an approach to address the inter-procedural flag problem. Lin et al. [24] proposed a test seed synthesis approach to create complex test inputs. Arcuri et al. [52] integrated testability transformations into API tests. Braione et al. [53] combined symbolic execution and SBST for programs with complex inputs; (3) readability of generated tests: Daka et al. [54] proposed to assign names for tests by summarizing covered coverage goals. Roy et al. [55] introduced deep learning approaches to generate test names; (4) fitness function design: Xu et al. [56] proposed an adaptive fitness function for improving SBST. Rojas et al. [4] proposed to combine multiple criteria to satisfy users’ requirements.

Coverage Criteria Combination in SBST. After the work of Rojas et al. [4], Gregory Gay [10] experimented with different combinations of coverage criteria to compare the effectiveness of multi-criteria suites in detecting complex, real-world faults. Omur et al. [57] introduced the Artificial Bee Colony algorithm as a substitute for the GAs used in WS [1]. Our work aims to increase the coverage decrease caused by combining criteria [4] and is orthogonal to the latter two studies [10], [57].

7 CONCLUSION

We propose smart selection to address the coverage decrease caused by combining multiple criteria in SBST. We compare smart selection with the original combination on 400 Java classes. The experiment results confirm that with WS and MOSA, smart selection outperforms the original combination, especially for the Java classes with no fewer than 200 branches. However, with DynaMOSA, the differences between the two approaches are slight. Additionally, we conduct experiments to confirm our assumptions about coverage criteria relationships. We also experiment with different budgets, still showing the advantage of smart selection over the original combination.
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