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ABSTRACT 
Social robots are a type of robotics that focuses on creating intelli-
gent and embodied machines capable of interacting and commu-
nicating with humans in a socially acceptable manner. However, 
these robots’ potential to capture user data, including emotions, 
biometrics, and behavioural habits, raises signifcant privacy con-
cerns that could infuence users’ intention to use and trust social 
robots. Therefore, there is a pressing need to synthesize a privacy 
model that helps unravel the complex behavioural processes un-
derlying current and future HRI technologies. This work aims to 
contribute to the growing body of privacy-friendly robot design by 
proposing comprehensive guidelines that enable the development 
of trustworthy and transparent social robots that respect user pri-
vacy. We have established a set of theoretical constructs to address 
people’s concerns regarding privacy across four dimensions: phys-
ical, informational, psychological, and social. Finally, guidelines 
are provided in each construct to enhance transparency and trust 
through compliance with laws like GDPR. 

CCS CONCEPTS 
• Human-centered computing → HCI theory, concepts and 
models; HCI theory, concepts and models; • Computer sys-
tems organization → Robotic autonomy; Robotics; • Comput-
ing methodologies → Planning under uncertainty; • Security 
and privacy → Social aspects of security and privacy. 
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1 INTRODUCTION 
Understanding the dynamics of interactions between users and 
technology and the reasons that motivate humans to interact with 
artifcial agents has been a longstanding research feld, with greater 
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emphasis in the last ten years being placed upon human-robot in-
teraction (HRI) especially. [2] From a human-centred perspective, 
the user’s intentions when interacting with a robotics agent have 
been predominantly described through two frameworks. The frst 
centred on pragmatic acceptance theories infuenced by social fac-
tors [4], and the second centred on confdence-based models where 
there exists a high level of expectation of a positive outcome from 
an interaction with a robotics agent [11]. Within the HRI commu-
nity, both perspectives have been established, widely adopted, and 
have infuenced the development of new frameworks. While these 
perspectives have their merits, they are generally analysed in isola-
tion and with the fast-moving trend towards embodied AI-powered 
conversational robots, there are mounting concerns regarding pri-
vacy and data protection. Therefore, there is an imminent need to 
synthesise a new perspective that ensures adequate consideration 
of privacy values while also helping unravel the complex psycholog-
ical processes underlying current and future HRI technologies. This 
new perspective should foster greater acceptance and integration 
between humans and social robots. This work seeks to contribute 
to the growing body of work by proposing a set of comprehen-
sive guidelines that aim to foster the development of social robots 
that are trustworthy, transparent, and respectful of user privacy 
(privacy-friendly). These guidelines will be developed through a 
literature review, drawing on insights from various technology-
acceptance models and trust-based frameworks. 

This paper’s primary contribution is to develop practical guide-
lines to help robotics designers create privacy-conscious social 
robots capable of earning users’ trust. Furthermore, this research 
flls the previously neglected aspect of HRI, exploring the impact of 
embodiment on user privacy concerns and trust in social robots. The 
study promises valuable insights into user data privacy concerns 
and the complex and pivotal role trust plays in accepting social 
robots, all of which deepen our understanding of these concepts. 

2 RELATED WORK: PRIVACY-CONSCIOUS 
ROBOTS 

The rapid advancement in the feld of social robotics has led to the 
development of social robots used in various domains, including 
healthcare [24], education [15], and homes [27]. Social robots are a 
branch of robotics that focuses on creating intelligent machines or 
robots that can interact and communicate with humans and other 
robots in a socially acceptable way [29]. These robots can perceive, 
understand, and respond to human emotions, behaviours, and so-
cial cues and learn to adapt to new situations [10]. However, their 
ability to capture user data, including emotions, biometrics, and 
behavioural habits, raises important privacy implications [7, 20]. 
Furthermore, social robots difer from our traditional provisions for 
technology due to their physical presence, which presents further 
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Figure 1: Considered Factors in the Creation of Privacy-
Conscious Social Robots 

privacy concerns [18]. Trust plays a crucial role in HRI and can be 
established through factors such as reliability, predictability, trans-
parency, and ethical behaviour [14]. Trust can be thought of as two 
distinct dimensions when interacting with an agent: performance 
and morale. Performance-based trust refers to an agent’s reliability 
and capability, and moral-based trust refers to an agent’s sincerity 
and integrity [16]. In the context of social robotics, trust refers to 
the confdence that a person has in a robot’s ability to perform its 
intended functions and to behave in a manner that aligns with the 
person’s expectations and values [16]. It is essential to address the 
ethical questions surrounding privacy, trust, and their respective 
impacts on HRI. While there has been extensive research on privacy 
and trust in the context of technology, much of it falls short when 
transferred to social robotics due to the defning factors of a social 
robot - embodiment and physical presence [7]. By understanding 
the impact of embodiment on privacy and trust, it becomes possible 
to develop ethical, responsible, and trustworthy social robots. The 
literature review involved a systematic search of various databases, 
including but not limited to IEEE Xplore, PubMed, and Google 
Scholar. Criteria used for inclusion or exclusion from the literature 
review had us focusing on studies that addressed human-robot 
interaction, privacy concerns, and trust in social robots - with these 
criteria also being used as keywords when searching for relevant 
literature. 

3 TRUSTWORTHINESS, TRANSPARENCY AND 
PRIVACY-FRIENDLINESS: THEORETICAL 
CONSTRUCTS AND GUIDELINES 

This work aims to enhance design guidelines for social robots by 
integrating the concept of privacy-conscious robotics and trust 
factors. It thoroughly explores how privacy considerations infu-
ence users’ willingness to engage with social robots. The model, as 
seen in Figure 1, emphasises the consequences of three core con-
cepts: “trustworthiness”, “transparency”, and “privacy-friendliness” 
on users’ intention to use. These core concepts draw inspiration 
from established models such as E-UTUAT and MDMT [16] and 
insights from feld experts such as Christoph Lutz. Trustworthiness, 
a central concept of our model, ensures that users can depend on 
social robots to behave appropriately and handle their personal 
data responsibly. Trust can be divided into moral and performance-
based aspects, each of which can be aligned with specifc facets 
of data protection and privacy concepts of our model. Constructs 
like “ethical” and “respectable” relate to moral trust, while “pre-
dictable”, “skilled”, and “competent” fall under performance-based 
trust. [16] Regarding privacy dimensions, we suggest that “phys-
ical” and “informational” privacy align with performance-based 
trust, as shortcomings in these areas are seen as under-performance. 
Conversely, when neglected, “psychological” and “social” privacy 
dimensions constitute a breach of moral-based trust. Regarding 
transparency, attributes like “explain-ability” and “conscientious-
ness” belong to the moral-based trust domain. Transparency refers 
to a social robot’s ability to explain its processes and demonstrate a 
clear intention to fulfl its purpose. [3] Transparency and trust are 
closely intertwined, as understanding data collection and process-
ing builds trust. Privacy-friendliness encompasses multiple dimen-
sions of privacy, covering physical, informational, psychological, 
and social aspects. The above breakdown of privacy dimensions 
was initially framed by Leino-Kilpi et al. [17] and extended by [18]. 
These dimensions are distinct and categorise the diferent ways a 
social robot is capable of infringing upon a user’s privacy. Design-
ers should consider these dimensions when crafting interactions 
between social robots and users. Beyond these core concepts, the 
“social presence” concept in HRI is a pivotal factor. The tangible 
presence of a social robot within a user’s environment has distinct 
efects compared to virtual avatars or chatbots. Addressing this 
embodiment aspect is crucial, as it signifcantly infuences users’ 
perceptions of a social robot’s trustworthiness and their willingness 
to engage with it. Prioritising embodiment in design ensures the ef-
fective implementation of the core concepts, ultimately promoting 
wider acceptance and further development in social robotics. [5] 

3.1 Physical Privacy (Personal Space) 
Several strategies can be employed to enhance a social robot’s 
trustworthiness regarding physical privacy. Firstly, user-controlled 
movement: users should be able to control when a robot moves 
between spaces for common use, such as a user’s bedroom in their 
home. This control ensures the robot won’t intrude at inoppor-
tune moments, such as when users are engaged in private activities 
like changing clothes. Secondly, limiting surveillance: social robots 
equipped with cameras should comfort users by letting them know 
they are not constantly monitored. Defaulting camera functions 
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to “of” is a straightforward way to address this concern. More 
advanced techniques, like obfuscation, can also be employed to 
prevent capturing sensitive information. Thirdly, the adherence 
to Hall’s proxemic zones [22]: These proxemic zones defne per-
sonal space levels (intimate, personal, social, and public) and can 
enhance a robot’s trustworthiness when used in the correct con-
texts. For example, a social robot in the receptionist role would 
not be suited to an intimate zone and would be better placed in a 
personal zone. These three strategies foster greater trust in HRI, 
ultimately enhancing the credibility of current and future social 
robots. Transparency can be achieved through a social robot clar-
ifying and explaining its capabilities, intentions and purpose, as 
well as its interactive behaviours. [28] For example, medical robots 
can explain their hand sensors and pulse measurement process 
when touched by the user. This information gives users greater 
knowledge and comfort when interacting with social robots. It is 
vital, however, to avoid overwhelming the user with technical de-
tails. User-friendly training and reminders can be developed to ofer 
straightforward explanations. This approach empowers users to 
make informed decisions, comprehend data collection and process-
ing, and feel comfortable interacting with present and future social 
robots. Furthermore, a social robot must comply with UK GDPR’s 
“Privacy by design and default” legislation to be classifed as privacy-
friendly. GDPR emphasises transparency in personal data handling, 
requiring designers to inform users clearly about data collection and 
usage, allowing users to monitor their data processing. Trust and 
empowerment can be built by granting users control over their data. 
Security is another critical component of GDPR guidelines, which 
can be incorporated by allowing the data controller to customise 
security features. For physical privacy, guidelines have already been 
discussed, such as defaulting to turning of cameras and entering 
specifc areas only at user-designated times. Adhering to GDPR 
fosters user trust, enhances the social robot experience, and bolsters 
wider adoption. [25] 

3.2 Psychological Privacy (Thoughts and 
Values) 

The ability of social robots to learn and adapt to individual users’ 
behaviour is crucial for gaining their trust and acceptance, par-
ticularly in the context of social therapy robots, where users may 
be emotionally vulnerable [16]. However, designers must consider 
trustworthiness and transparency to create a psychologically pri-
vate robot. Users should be informed that dialogues or data will be 
recorded to personalise the robot’s responses. Ofering users control 
over their personal data (modify, delete, or update) enhances trust 
and fosters an open dialogue, particularly in therapy settings. Pri-
vacy concerns, such as disclosing information to non-whitelisted 
users, can be addressed by allowing the robot to depersonalise, 
i.e., revert to a default state. This instils user security and trust, 
ultimately boosting acceptance. Being conscious of psychological 
privacy in social robots enhances user experiences and makes them 
incredibly valuable tools for healthcare and personal assistance -
widening their utility and, therefore, creating the opportunity for 
greater acceptance. To ensure a robot is privacy-friendly regarding 
psychological privacy, designers must carefully consider how sen-
sitive data is stored. Storing conversations and interactions locally 

on the robot, rather than in the cloud, ofers protection against net-
work threats and unauthorised access. While cloud robotics ofers 
benefts such as high performance and the ability for robot learn-
ing [1], it also poses privacy risks. Unauthorised access can lead 
to breaches, user surveillance, and even physical harm [26]. Strik-
ing a balance between local and cloud storage is crucial. A hybrid 
approach can store sensitive data locally and share non-sensitive 
data via cloud networks, enhancing robot capabilities while also 
safeguarding user privacy. Designers should carefully weigh the 
risks and benefts of storage methods to create capable and secure 
robots that respect user privacy and sensitive information. 

3.3 Informational Privacy (Personal 
Information) 

Articles 13 and 14 of the GDPR [6] are crucial for data controllers, 
especially in social robots. The provisions in these articles promote 
transparency and accountability, ensuring data subjects are pro-
vided with the necessary information to make informed decisions 
about their data. For social robots, it is essential for controllers to 
comply with Article 13. Controllers must provide clear, concise 
details on data processing purposes and duration, including the 
criteria used to determine the length of the storage period. Trans-
parency on the data types processed and users’ GDPR rights is 
equally crucial. This transparency builds trust and empowers users 
to make informed choices about their data. Educating users on 
data decisions is essential, not just informing them of their rights. 
This allows data controllers to foster greater user confdence that 
their data is being handled in compliance with GDPR. Adherence 
to Articles 13 and 14 can increase users’ trust and acceptance, pro-
moting responsible data handling in social robotics. Focusing on 
transparency and accountability allows data controllers to instil 
confdence and ensure responsible personal data management. For 
privacy-friendliness in this dimension, it is essential to follow GDPR 
guidelines [8] and Nissenbaum’s “Contextual Integrity” theory [23] 
This involves collecting only necessary data aligned with user ex-
pectations, limiting sensors, using pseudonymisation, and ensuring 
transparency about data capture and storage methods, along with 
GDPR rights. Combining these principles and a contextual integrity 
framework creates efective, privacy-friendly social robots that 
respect users’ informational privacy. 

3.4 Social Privacy (Social Contacts and 
Infuence) 

Creating socially private, trustworthy, and transparent social robots 
requires addressing the privacy paradox, where a user’s intention 
to protect their privacy conficts with their online behaviour and is 
infuenced by the privacy-utility trade-of and social factors [19]. To 
manage the privacy-utility trade-of, it is important to consider the 
context of the social robot deployment. Medical robots accessing 
health data may be deemed acceptable by users, while receptionist 
robots accessing the same data may seem intrusive to users. Trust is 
built by collecting only the necessary personal data for the context 
and using pseudonymisation when possible. Social infuence also 
plays a vital role in robot acceptance. Users are more likely to use 
robots if they fnd them useful and receive positive recommenda-
tions from their social network [20]. Designers should, therefore, 
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foster positive attitudes towards social robots and create a sense 
of community among users. By examining the context, instilling 
transparent data practices, and fostering positive social infuence, it 
is possible to help users reconcile the privacy paradox and embrace 
the potential benefts of social robots. Ensuring privacy-friendliness 
here is intrinsically linked to the privacy-utility trade-of, as high-
lighted by GDPR Article 5(1)(c) [6] and Nissenbaum’s “contextual 
integrity” theory [23]. Adhering to the principle of data minimi-
sation and collecting only relevant data based on the specifc de-
ployment context can foster trust and acceptance in social robots. 
Furthermore, incorporating privacy-by-design principles [13] can 
help build users’ trust and confdence. 

3.5 Intention to Use 
Intention to use is crucial in human-robot interaction, as it deter-
mines the user’s motivation or reason to use a social robot [12]. As 
social robots have the potential to be deployed in various sectors 
[15, 21, 24], it is vital to align user needs with robot functionality 
to increase acceptance. Even a well-perceived robot may not be 
accepted if the robot doesn’t land on the utility side of the privacy-
utility trade-of. To ensure acceptance, understanding user intention 
is crucial. The model proposed by Giger et al. [9] provides a useful 
framework for identifying the determinants of behaviour infu-
encing a user’s decision to engage with a robot, such as attitudes, 
subjective norms, positive and negative anticipated emotions, and 
perceived behavioural control. Design can infuence some of these 
determinants, e.g., a robot that provides a positive emotional experi-
ence and teaches users how to work with it can increase motivation 
and overcome perceived behavioural control issues. Through the 
privacy-friendly guidelines, the privacy-utility trade-of can be rec-
onciled. Aligning the functionality of a social robot with user needs 
in diferent sectors can help drive acceptance. In summary, compre-
hending behaviour determinants and the privacy-utility trade-of 
is essential for efectively accepting social robot design. 

4 CONCLUSIONS 
This work proposes practical guidelines to assist robotics design-
ers in creating privacy-conscious social robots capable of earning 
users’ trust. Their ability to capture various types of user data cre-
ates the potential for signifcant privacy risks. Our model centres 
on three key concepts: trustworthiness, transparency, and privacy-
friendliness. Trust is essential in social robotics and requires the 
robot to behave according to the user’s expectations and values. 
Guidelines are provided in each concept to bolster trust through 
greater transparency and adherence to laws in GDPR. These guide-
lines should help to increase intention to use, especially given they 
are provided whilst considering the other most central concept -
embodiment. The physical presence of a social robot means pre-
vious recommendations for fostering trust in technology will not 
always translate directly, thereby creating the demand for the pro-
posed model. This work is a valuable addition to the growing body 
of literature on HRI. Given the increasing use of robots in vari-
ous applications, the proposed model is timely and relevant. By 
following the provided guidelines from each stage of the model, 
designers and developers can create social robots that are trans-
parent, trustworthy, and privacy-friendly, ultimately improving 

human-robot interactions and bolstering intention to use. This has 
the potential to facilitate the widespread integration of robots into 
various aspects of our daily lives, such as healthcare, education, 
and the home, among others - ofering a promising direction for 
future research in this area. 
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