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Abstract—Traffic congestion is a major problem in cities
worldwide, especially in developing countries. It has a significant
impact on the local GDP, environment, and society. Public
transport is used to ease congestion but it is not efficiently
implemented in developing countries. Implementing an accurate
bus arrival time prediction system is a necessity to improve the
standard of public transport and consumer satisfaction. In this
study, we have developed a basic ANN-based prediction model for
bus journey duration to estimate the bus arrival time using a case
study in Johor Malaysia. The model was trained using bus fleet
GPS dataset and the results shows improved accuracy compared
to baseline approaches by considering factors like bus stop, time
of day, month, and travel distance. Virtual bus stop is introduced
for a long stretch of road and this shows promise in addressing
limitations and improving performance. The simplicity of the
model allows its application on any route by breaking it down
into smaller segments. The final model achieves an MAE of 0.0056
and RMSE of 0.0123.

Index Terms—urban mobility, prediction of bus arrival time

I. INTRODUCTION

Urban transport plays a pivotal role because it provides
access to places of education, healthcare, entertainment and
other services [1]. However, road traffic congestion remain
a significant problem in most cities worldwide, especially in
developing countries [2] such as Malaysia. Traffic congestion
typically occurs when travel demand exceeds the road capacity
and mainly attributed to the unavailability of efficient public
transportation infrastructure. This is notable in Malaysia as
traffic worsens post-pandemic [3], [4]. As public transportation
provides group travel, it is an effectively way to mitigate road
traffic congestion [5], [6].

In Malaysia, the government has subsidised a total of
RM155 million for a month of free public transportation in
the Klang Valley area to mitigate road congestion. Such a
campaign only has its short-term effects, and the main issue
lies with the quality and efficiency of its public transport sys-
tem. Promoting public transport use by improving commuters’
travel well-being is vital to mitigate traffic congestion. In ad-
dition, the commute satisfaction is an indicator of the utility of
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public transport and is affected by modal attributes, including
travel time variability, predictability of travel, information, and
other factors [7].

One of the major factors leading to the low utilisation of
public transportation, i.e., public bus is the uncertain arrival
and departure time, making it difficult for commuters to plan
their journeys, despite the mobile apps and online tracking
facilities provided by bus companies. In many cases, buses do
not follow the published schedule and due to the shortage of
bus fleet, the bus service frequency is rather low, thus causing
delays in travel for commuters. This is further exacerbated by
the traffic road congestion, resulting in longer journey time.

As most of the bus fleet’s journeys are tracked using GPS,
huge volume of their journey data can be analysed to learn
about the journey duration, traffic conditions along the bus
routes and deriving insights on the bus services. This paper
proposes a deep learning approach using Artificial Neural
Network (ANN) to train a journey duration model from the
past historical GPS traces. The model can then be used to
accurately predict the bus arrival time given the bus’s current
location in real-time. The experiment was based on the P-
411 bus service route plying Kulai to Larkin Sentral in
Johor, Malaysia. The GPS dataset was provided by the bus
operator and we carried out data cleansing and developed
a deep learning model to provide for an accurate analysis
of the prediction of bus timings. Our results achieved close
to 80% accuracy in the journey duration between bus stops
and approximately two minutes difference from the expected
arrival time. With this, the model can be generalised to be
applied to other cities to provide commuters with real-time
accurate information on the arrival times of buses, enabling
them to plan their journeys more efficiently and reduce waiting
times at bus stops.

The paper is organised as follows: Section II presents the
related work in journey duration prediction using machine
learning approaches. Section III describes the dataset, data
engineering, features selection and model training of the
proposed ANN-based approach. Section IV presents the results
and we conclude the paper in Section V.



II. RELATED WORK

Machine Learning based approach have been used widely
for urban transport. In [8], a bus travel time prediction model
was developed using ANN and GPS data obtained for a 17.4
km route in Delhi India with 43 bus stops. The result showed
that ANN outperformed the linear regression model. In [9],
the bus arrival time was predicted using ANN and hierarchical
ANN based on GPS data and automatic fare collection (AFC)
system data for an 8.1 km route in Jinan, China with 15
bus stops. In a more recent study, [10] introduced the GPS
position calibration method to help increase arrival accuracy
using Long Short-Term Memory (LSTM) models. The results
of their experiment demonstrated good accuracy in both peak-
time and off-peak-time prediction compared to other tradi-
tional methods.

A study on predicting bus arrival time in urban and rural
regions of China [11], employed a combination of Support
Vector Regression (SVR) and K-Nearest Neighbours (KNN)
in one model to compare against historical data-based pre-
diction methods on a bus route that integrates both urban
and rural areas. One of the factors this study accounts for
is the stopping time at each stop as the number of passengers
alighting and boarding would impact the timing. The results
showed a significant difference in relative error between the
SVR+KNN model and the historical data-based prediction
method. The results showed that the use of machine learning
models performed better than that of the predictive analysis.

Leveraging the IoT, [12] predicted the bus arrival time using
the data gathered from the vehicles stored in a cloud server.
The proposed method showed that accurate arrival time under
different traffic conditions can be predicted using the bus and
route with different parameters such as average speed, number
of passengers, rush hour information, and number of bus stops.
In a different study by [13] that analysed arrival time using
historic and real-time route data, beacons were installed on
all the busses and the best stops to estimate the arrival time.
The captured data were then analysed using machine learning
models to predict the arrival schedule and at the same time,
allow the commuters to access the running status of the buses.

Furthermore, ANN has been used extensively in predicting
transportation parameters because they are good at pattern
recognition and classification, especially in complex nonlinear
settings. In one study, ANN was able to identify the complex
nonlinear relationship between travel time and the independent
variables [14] and better results compared to historical data
models and regression models. Additionally, ANN was able
to map complicated relations for trips under different patterns,
as seen in [15].

III. AN ANN-BASED JOURNEY DURATION PREDICTION
MODEL

This section presents the methodology in developing an
ANN-based prediction model for the bus journey time using
the P-411 route in Johor, Malaysia. We believe that the
methodology can be applied to other bus routes in other cities.

A. Bus P-411 Service Information

The P-411 serves two bus terminals located in different
cities, with Kulai being situated north of Larkin. The distance
between them is 34.1 km and the bus journey duration typi-
cally averaging around 50-70 minutes each way, depending on
the traffic. The routes for both directions follow very similar
paths travelling in opposite directions. The bus service operates
with a schedule that includes five journeys in each direction
daily approximately every two to three hours.

The journey from Kulai to Larkin Sentral encompasses a
total of 31 bus stops, denoted by the labels 6001 to 6031,
with the Kulai bus terminal designated as bus stop 6001 and
the Larkin terminal represented as bus stop 6031. Conversely,
the journey from Larkin to Kulai consists of 34 bus stops,
identified by the labels 7001 to 7035, with Larkin terminal
designated as 7001 and Kulai terminal designated as 7035.
The journey between each bus stop, i.e., 6002 → 6003, is
denoted by 6002’.

The GPS traces of the bus journey were recorded every
4 seconds. The data fields are: date, time, location, speed,
and bearing, with the location field recorded as latitude and
longitude (lat, lng).

B. Dataset

The bus operator, Pengangkutan Awam Johor provided the
GPS dataset from May 2021 to March 2022, and November
2022 to May 2023. It is important to note the limitations
of this dataset as the earlier dataset was captured during the
COVID-19 pandemic and traffic patterns might have changed
since then due to lockdown and border closure. The earlier
part of the dataset was mainly used for model training, while
the more recent dataset was mainly used to test against the
prediction model to validate our model’s accuracy. Although
this dataset only captured one route covering a small part
of Johor Malaysia, it represents the main trunk of traffic
congestion in Johor as it is the route taken from Johor Bahru
to other cities and towns.

We observed that many locations logged by the GPS were
not accurate or missing. There were occasions when the bus
did not complete the full route of the journey or made detour
halfway for reasons such as re-fueling, repair, etc. It is also
observed from the dataset that the buses were parked at bus
depots and had to be driven to the terminal at the start and
end of their service daily.

The bus service operates with high punctuality, with buses
typically departing on time. The standard deviation of ap-
proximately 3 minutes indicates a relatively low variability
in departure times, suggesting that passengers can rely on the
buses adhering closely to the scheduled departure times.

C. Data Engineering

The raw dataset was cleaned and pre-processed to filter out
missing, incomplete, and irrelevant data to provide a more
accurate, consistent, and quality data for a more accurate
analysis outcome.



1) Removal of incorrect GPS data: Many of the data
points are not on the route of the journey, such as buses
travelling back and forth from bus depots at the start and
end of each service daily, as well as the detour made by the
bus. There were instances where buses detoured halfway e.g.,
started or ended from the middle of the journey instead of
terminals. These data points had to be removed to provide
better visualisation of the bus route.

2) Tag bus stop to GPS data: GPS data is then associated
with its travel direction, and the nearest points to each bus stop
are tagged with their relative bus stop codes to enhance the
data’s meaningfulness and utility. It is crucial to acknowledge
that there are instances when buses travel too fast without
stopping at certain bus stops; thus, a buffer of 60 meters
was implemented to ensure that bus stops can be properly
associated with the bus journey.

3) Duration of travel between two consecutive bus stops:
The travelling time of each bus stop to its next bus stop was
derived using (1) where tnisthetimeatthebusstopn :

duration = tn+1 − tn (1)

4) Removal of Outliers: There are a few instances of
extreme outliers in the dataset that were considered anomalies
within the data. As a result, these outliers were removed
from the dataset to ensure the reliability and robustness of
the model.

5) Cyclic time and month: When dealing with time-series
data, it has inherent periodicity, such as the daily cycle of 24
hours and the yearly cycle of 12 months. One-hot encoding
should be avoided because it increases the data dimensionality
and does not effectively capture the relationship of time. With
cyclic features, we can effectively capture the periodic nature
of time in a continuous representation, enabling machine learn-
ing models to understand and leverage the cyclical patterns
in the data. It also allows us to preserve proximity, e.g.,
11:59pm and 12:01am should be close to each other in the
encoded space as they are adjacent in time. This is enabled
by encoding with sine and cosine functions to transform them
into continuous variables that can be easily used as inputs for
the machine-learning models. In addition, this helps to avoid
linearity assumptions by linearly encoding time with numerical
values such as hours 1, 2, 3 and so on.

In order to accommodate a more granular analysis, we have
opted to divide the daily cycle of 24 hours into intervals of half
an hour each. This decision allows for a more detailed exam-
ination of patterns and trends within smaller time increments,
providing a deeper understanding of the data.

D. Data Analysis, Visualisation and Model Training

The cleaned dataset was transformed into a set S = (a1, b1,
c1, d1, e1), (a2, b2, c2, d2, e2), ... where ai is the bus stop
code, bi and ci is the sine and cosine value of half hour ranges,
and di and ei is the sine and cosine value of the month.

The training and test data for the bus prediction model
encompassed the period from May 2021 to March 2022. The

Fig. 1. Travel Duration for Journey 6014’ (Bus Stop 6014 to 6015).

dataset was divided using a 70:30 split approach, where 70%
of the data was allocated for training and 30% for testing. As
for the November 2022 to May 2023 dataset, it was discovered
that it was riddled with inaccuracies. After thorough cleaning
and pre-processing, only the months of January, March, April,
and May 2023 contain enough reliable data for utilisation.
Considering that the ‘month’ is one of the features used
for prediction, it is important to note that the overlapping
months from the new usable data are limited to January,
March, and May. These months will be the focus for further
analysis and modelling, as they provide the most reliable and
comprehensive data points for predicting bus arrival times.

1) Visualisation of monthly trend: The dataset revealed
valuable insights regarding monthly bus travel time variation
trends. Upon analysing the data, it becomes evident that
specific months exhibit distinctive patterns, where the time
taken by the bus to complete its route fluctuates, as seen in
Figure 1 for the journey of 6014’.

Recognising the significance of these monthly variations,
it becomes crucial to incorporate the monthly variable as an
independent feature in any subsequent analysis or machine
learning modelling.

By considering the month as an independent variable, we
can capture the inherent seasonal patterns or external factors
that might influence bus travel time. This additional feature
allows for a more comprehensive understanding of the data
and enhances the predictive capabilities of the models.

While the analysis of the GPS data highlights noticeable
fluctuations in the travel time across different months, it is
important to note that the available dataset does not provide
sufficient data of other yearly data. This limits our ability
to generalise and assume the observed monthly trends are
consistent throughout the years, and it is possible that the
fluctuations witnessed are specific to the recorded year and
may not necessarily represent an established yearly pattern.
The monthly fluctuation trends must be further analysed when
new data is available.

2) Standard deviation of travel duration: Standard devia-
tion (SD) is a measure of spread around the mean. It is crucial
to assess the variation in travel duration across the different
bus stops to identify which exhibits the highest variability in
their travelling duration. Bus stops with higher variability can
have several implications and highlight potential areas where
delays or unpredictable factors such as traffic congestion may
be more prevalent. It is important to analyse these bus stops



Fig. 2. Standard Deviation of Travel Duration from Kulai to Larkin Sentral.

that may require additional interventions to address a more
accurate prediction timing.

Upon analysing the dataset, one notable observation is
that journey 6014’ exhibits a higher standard deviation of
approximately two minutes as compared to the other journeys
as seen in Figure 2. This variability may result from irregular
traffic patterns, unforeseen circumstances, or specific condi-
tions along the route that influence the journey’s duration.

It was discovered that a distinct pattern along the journey
of 6014’, where occurrences of congestion (with speeds below
10 km/h) predominantly happen during the first half of the
journey. Upon further investigation, we observed that the
noticeable alleviation point of traffic congestion coincides
with the presence of a U-turn. This finding suggests that the
congestion at 6014’ is primarily influenced by traffic leading
up to the U-turn contributing to slower traffic speeds during
the initial phase of the journey.

Thus, in this paper we introduce a virtual bus stop at this
U-turn to help in predicting bus arrival timings from bus stop
6014 to bus stop 6015.

3) Correlation analysis: As bus stops are linked by con-
necting roads, it is important to analyse the relationship be-
tween the travelling times of consecutive bus stops. Pearson’s
correlation coefficient (Pearson’s R), a widely used technique
due to its ability to measure linear relationships, is adopted to
analyse the relationship of consecutive bus stops.

Based on the observations, it is apparent that there is a
varying degree of correlation between bus stop travelling
times and their respective preceding bus stop travelling times.
While some bus stops exhibit a moderate to strong correlation,
this relationship is not consistently present across all bus
stops. Therefore, careful consideration should be given to
selecting this feature as a predictor, considering its strength
of correlation for specific bus stops.

Similarly, a correlation analysis was done to analyse the
correlation between the day of week, day of month and the
travel duration. The analysis was done on every journey of
consecutive bus stops and the results indicated a very weak
relationship between these variables. This suggests that the day
of the week and day of month have a very minimal influence
on the travel duration, and that they are not a significant factor
in determining the travel duration between bus stops.

E. Journey Duration Prediction Model

The model adopts a hop-to-hop approach to predict the
journey duration between two consecutive bus stops, i.e., Kulai
Terminal → Bus Stop 1, Bus Stop 1 → Bus Stop 2 and so
on, as seen in Figure 3.

Fig. 3. A Hop-by-hop Journey Duration Prediction.

The arrival time will be predicted by adding the predicted
time duration of preceding bus stops not yet travelled, sub-
tracting the time travelled.

tkarrival
=

k−1∑
t

tipredicted − titravelled
(2)

The prediction framework used is an ANN model employing
the Adam loss function, with a configuration consisting of two
hidden layers, each with 100 neurons. The model utilises the
Rectified Linear Unit (ReLU) activation function in the first
hidden layer and the hyperbolic tangent activation function in
the second hidden layer.

IV. RESULTS AND ANALYSIS

This section evaluates the results of the proposed journey
duration prediction model. We evaluated the model’s accuracy
and reliability using the MAE and RMSE.

The hop-by-hop journey prediction model was trained for
20 epochs at a learning rate of 0.00001, achieving an MAE
of 0.6% (approx. 18 seconds) and an RMSE of 1.4% (approx.
40 seconds). The hop-to-hop logic takes into consideration the
dynamic nature of bus travel, where delays can be accumulated
at each stop, and the bus does not maintain a constant speed
throughout the journey. By factoring in these delays and
variations in travel time, the model provides more reliable
predictions that align with the real-world conditions of bus
operations.

In addition, the hop-to-hop approach allows for the model to
identify the different patterns of bus travel by breaking down
the journey into smaller segments. This helps the model to
understand better the factors affecting bus travel time, such as
traffic conditions of the different segments on the journey.

Figure 4 shows the results in predicting the duration from
bus stop 6021 to bus stop 6031, it reveals that it accurately
accounts for delays from previous bus stops, achieving an
MAE of 2% (approx. 1 minute) and an RMSE of 2.7%
(approx. 1 minute 15 seconds). Thus, it shows that the model
is able to take into account previous delays on the preceding
journey, making more precise predictions, resulting in reduced



Fig. 4. Prediction of Travel Duration from 6021 to 6031.

TABLE I
PERFORMANCE OF PREDICTION MODEL WITH ADDITIONAL FEATURES

MAE RSME
Base Model 0.0067 0.0139

Additional features
Travelling time of preceding journey 0.0066 0.0139
Day of the week 0.0066 0.0140
Day of the month 0.0067 0.0141
Distance of the journey 0.0056 0.0132

errors and improved accuracy, showcasing its effectiveness in
capturing the intricacies of bus travel.

A. Additional features

In this section, we discuss the augmentation of our bus
prediction model by introducing additional features.

During the data engineering phase, it was noted that addi-
tional features such as previous journey travelling time, day
of the week and day of the month did not correlate strongly
with the travel duration. The lack of correlation suggests
that these features may not capture the significant factors
influencing travel duration between bus stops. These additional
features were introduced into the bus prediction model to
validate the findings. As shown in Table I, it is evident that
the additional features besides distance of journey may not
effectively capture the complexities and nuances of the bus
travel time dynamics.

Thus, an additional feature, distance of journey has been
added to enhance the feature set. The updated feature set S′

will then become S′ = (a1, b1, c1, d1, e1, f1), (a2, b2, c2, d2,
e2, f2), ... where fi is the distance of journey.

B. Virtual bus stop

As shown in Figure 5, it has been identified that journeys
6001’, 6016’, and 6030’ showed poor prediction accuracy.
While for Figure 6, the prediction accuracy is quite accurate
for the Larkin to Kulai journey. The observed error in journey
6001’ can be attributed to the inherent variance in timing
when the bus departs from the terminal. We attempted to add
a virtual bus stops to journeys 6014’, 6016’, and 6030’ to
evaluate the effectiveness to improve the accuracy of travel
time predictions for these specific bus stops.

The journey 6016’ spans a straight road of 2 kilometres with
no major roads joining it and experiences congestion (speeds
less than 10km/h) throughout, it is proposed to place a virtual

Fig. 5. Error Measurement of Each Journey from Kulai to Larkin Terminal.

Fig. 6. Error Measurement of Each Journey from Larkin to Kulai Terminal.

bus stop in the middle of the journey. As for 6030’, the journey
spans a distance of 4 kilometres and involves travelling across
a highway. An analysis was conducted to assess the congested
areas (speeds less than 10km/h) along the route of bus stop
6030. However, the findings revealed that the speed throughout
the journey remained consistent without significant variations
or congestion from the dataset.

By strategically placing virtual bus stops along the route, the
model gains a finer granularity and a more detailed understand-
ing of the variations in travel times. These virtual bus stops
act as additional reference points for a more comprehensive
analysis and a better representation of the underlying dynamics
of the bus journey. The improved performance can be observed
in the evaluation metrics showing more accurate predictions
as seen in Table II and Table III.

C. Training and Testing with Year 2023 Dataset

To assess the performance and generalisation ability of the
bus prediction model, the new data for the months of January,

TABLE II
PERFORMANCE OF PREDICTION MODEL USING VIRTUAL BUS STOPS

MAE RSME
Original Model 0.0056 0.0132
Model with Virtual Bus Stops 0.0056 0.0123

TABLE III
PERFORMANCE OF PREDICTION MODEL WITH VIRTUAL BUS STOPS

6014’ 6016’ 6030’
Original Model MAE 0.0294 0.0119 0.0109

RMSE 0.0845 0.0209 0.0153
Model With Virtual MAE 0.0294 0.0119 0.0109
Bus Stops RMSE 0.0845 0.0209 0.0153



Fig. 7. Journey Prediction for 6028’.

March, April, and May 2023 was trained independently to
compare with the current model trained with the data from
2021 to 2022. Both models were tested against the test dataset
of the months of January, March, April, and May 2023.

As seen in Table IV, the performance between the two
models are very similar, and this suggests that the model’s
effectiveness extends beyond the initial dataset and can gen-
eralise well to unseen instances. However, it is crucial to note
that this evaluation is limited to the overlapping months of
January, March, and April 2023 between 2021-2022 dataset.
While the model demonstrates satisfactory performance during
this period, it is essential to conduct further analysis and
evaluation when more data becomes available.

TABLE IV
PERFORMANCE OF PREDICTION MODEL TRAINED WITH 2023 DATASET

MAE RSME
Original Model 25.7s 46.2s
Model Trained with 2023 Dataset 24.8s 42s

V. CONCLUSIONS

In conclusion, the development and evaluation of the bus
prediction model have provided valuable insights into predict-
ing bus stop timings. The model incorporates various features
and techniques, including using artificial neural networks,
early stopping, and introducing virtual bus stops.

The results obtained from the model show promising per-
formance, with improved accuracy and predictions compared
to baseline approaches. By considering factors such as bus
stop, time of day, and month and incorporating additional
features like distance of travel, the model demonstrates the
ability to capture the complexities of bus travel and provide
more accurate estimations.

However, it is important to acknowledge the limitations
of the model. The unpredictable nature of traffic conditions,
the influence of external factors such as weather, and the
presence of outliers highlight the challenges in achieving
perfect accuracy in arrival time predictions. While the model
performs well overall, there will always be instances that are
more difficult to predict accurately. Journey 6028’ serves as
an example of the inherent variability in traffic patterns and
travel duration, as seen in Figure 7. Outliers at this bus stop
may be caused by unique circumstances, such as unusually
heavy traffic or specific events that disrupt the usual flow.

These exceptional cases pose a challenge for the model, as
they deviate significantly from the typical patterns observed
usually.

In summary, the bus prediction model, with its incorpo-
ration of various features and techniques, offers a promising
solution for estimating bus stop timings. By acknowledging its
strengths, limitations, and the dynamic nature of traffic con-
ditions, this work lays the foundation for further exploration
and extension by considering a wider variety of dataset that
encompass different conditions, such as weather and traffic
variations.
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