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Opening Up to Social Robots: How Emotions Drive Self-Disclosure
Behavior

Guy Laban1, Arvid Kappas2, Val Morrison3, and Emily S. Cross4

Abstract— Self-disclosing to others can benefit emotional
well-being, but socio-emotional barriers can limit people’s
ability to do so. Self-disclosing towards social robots can
help overcome these obstacles as robots lack judgment and
can establish rapport. To further understand the influence of
affective factors on people’s self-disclosure to social robots,
this study examined the relationship between self-disclosure
behaviour towards a social robot and people’s emotional states
and their perception of the robot’s responses as comforting (i.e.,
being emphatic). The study included 1160 units of observation
collected from 39 participants who conversed with the social
robot Pepper (SoftBank Robotics) twice a week for 5 weeks
(10 sessions in total), answering three personal questions in
each session. Results show that perceiving the robot’s responses
as more comforting was positively related to self-disclosure
behaviour (in terms of disclosure duration in seconds, and
disclosure length in number of words), and negative emotional
states, such as lower mood, and higher feelings of loneliness
and stress, were associated with higher rates of self-disclosure
towards the robot. Additionally, higher rates of introversion
significantly predicted higher rates of self-disclosure towards
the robot. The study reveals the meaningful influence of
affective states on how people behave when talking to social
robots, especially when experiencing negative emotions. These
findings may have implications for designing and developing
social robots in therapeutic contexts.

I. INTRODUCTION

Self-disclosure is a communication behaviour aimed at
introducing and revealing oneself to others, and it plays a
key role in building relationships between two individuals
[1], [2]. The ability to self-disclose personal information and
emotions is a fundamental aspect of human communication
[3], [4], enabling individuals to establish social connections,
build relationships, and receive emotional support [5]–[7].
However, many people find it challenging to self-disclose
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their innermost thoughts and feelings, particularly when in-
teracting with others face-to-face. This difficulty is especially
pronounced in situations where individuals feel vulnerable,
stressed, or lonely. The social context of disclosure might
position the speaker in a fragile place, requiring certain
adaptability and considering the social consequences of the
disclosure, including the judgment of others [8]. This is
highly present due to the fear of shame and stigma when
engaging in self-disclosure and sharing personal, and maybe
even sensitive matters [9]. This might disrupt the facilitation
of interpersonal relationships due to the lack of reciprocity
(see [3], [4], [10]), but it can also have health implica-
tions when patients might avoid disclosing information to
healthcare providers such as medical doctors [11], or when
engaging in psychotherapy and being requested to share
sensitive information. Patients might draw back and hold to
that information due to the fear of being judged and viewed
negatively [12].

This often occurs because people tend to treat emotions
as social information and not just as personal experiences
(see Emotions as Social Information (EASI) model; [13]).
When in need to self-disclose to others, people tend to read
their conversational partner’s emotional expression and social
cues (including facial expressions, body language, and vocal
tone), seeking emotional feedback for coordinating the social
interaction and regulating the inferential processes and/or af-
fective reactions for which they are self-disclosing emotions
[13]. In other words, people might have a greater likelihood
of self-disclosing when they believe that the person they are
disclosing to is likely to provide them with the emotional
feedback that they seek, but may avoid self-disclosure if
they believe that the person they are interacting with is not
likely to provide them with the emotional feedback that
they need. This may be because the person is perceived
as uninterested, unapproachable, or untrustworthy, or when
perceiving a conversational partner’s emotional expressions
as judgmental, negative, or even threatening. Despite social
norms of displaying affect [14], emotional responses to stim-
uli (like emotional expressions) are often the initial impulsive
reaction of a social being. They can happen without thorough
perceptual and cognitive processing and are more certain and
faster than cognitive evaluations [15]. Therefore, it could be
that social robots which are automated non-human entities
that can control their expressions via computing, mechanics,
and design, and are objectively perceived as objects [16],
could avoid some of the socio-emotional barriers to self-
disclosure [17].

Social robots, autonomous machines that interact and
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communicate with humans or other agents by following
social behaviours and rules relevant to the specific role for
which they have been designed [18], are gradually being
introduced in health and care settings [19]. A growing
evidence base documents how social robots might func-
tion as autonomous tools to support psychological health
interventions [20] and both mental [21], [22], and physical
health [23], [24]. These robotic agents can take on various
forms and shapes and are gradually being deployed across
various health and well-being settings because of their ability
to function autonomously or semi-autonomously in physical
and social spaces alongside humans [19]. Social robots are
often designed to simulate social interactions [25], establish
rapport [26], recognize emotions [27], and respond to users
in a naturalistic and empathetic manner (e.g., [28]–[30]).
Due to social robots’ social features [16], [31], animate
qualities [32] and physical and social embodiment [33],
previous studies provide evidence for how social robots
might be useful for encouraging humans to self-disclose
information and emotions (e.g., [34]–[36]) and provide a
sense of companionship to individuals who could use the
support of socially-savvy artificial agents.

When comparing to self-disclosures to humans, we pre-
viously found that people shared more information with a
human than with a humanoid social robot [34]. Another study
by Bodala and colleagues [37] examined the use of a social
robot as a mindfulness coach, in comparison to a human
coach. They found that while both coaches were effective,
the human coach rated significantly higher than the robotic
coach. Yet, a different study by Nomura et al. [38] found that
speech interactions with a social robot elicited lower tension
compared to interactions with a human agent. The same
study [38] showed the benefits of employing social robots
for minimising social tension and anxieties, describing that
participants with higher social anxiety felt less anxious and
demonstrated less tension when knowing that they would in-
teract with a robot as opposed to a human interlocutor. These
results are in-line with two studies that found that people in
bad mood benefited more from self-disclosing to a robot than
participating in writing disclosure using a journal [39] or
self-disclosing on social media [40]. Other emotional states
might influence people’s perceptions and behaviours towards
robots. For example, a study with 80 participants reported
a set of correlations between self-disclosure behaviour and
personality traits, describing a positive correlation between
interaction time and extraversion, a negative correlation be-
tween conscientiousness and interaction time, and a positive
correlation between agreeableness and disclosure length (i.e.,
the number of words used per disclosure) [41]. Another
example includes a previous study with 34 participants that
showed that people who reported higher rates of loneliness
evaluated the social robot FloBi (via observing a photo) as
more anthropomorphic [42]. A similar recent study employ-
ing a similar methodology showed similar results that are
more explicit towards self-disclosure behaviour. This cross-
sectional study with 138 participants showed that there is a
correlation between experiencing higher levels of loneliness

due to the COVID-19 pandemic and showing a higher
willingness to self-disclose to the robot NAO when observing
the robot’s photo [43]. Nevertheless, both studies examined
participants’ perceptions and willingness to self-disclose
via self-reporting ratings and perceptions when observing
pictures of the robots, rather than evaluating objective self-
disclosure behaviour via simulating social interactions with
a social robot. Accordingly, these results are merely related
to the visual stimuli of the social robot’s appearance and
are missing crucial social information related to the robot’s
behaviour, social presence, and response to participants’
input.

Accordingly, emotional states like mood, loneliness, stress
and even traits like extraversion and introversion can influ-
ence people’s reactions to robots, and the extent to which
they self-disclose to these agents. Despite these insights,
much remains unknown about the factors that influence
self-disclosure to social robots, particularly in real-world
settings due to the limited methodologies that have been
employed when studying the matter (limited number of
observations and using a photo as stimuli). Considering the
socio-emotional limitations of engaging in self-disclosure be-
haviour, and the potential benefits these robotic agents might
have for providing a safe and non-judgmental environment
for self-disclosure, we were asking:

RQ: What is the relationship between emotional states and
self-disclosure behaviour to a social robot?

To answer our research question we conducted a sec-
ondary analysis of empirical data from a long-term mediated
experiment (see [35]). In a long-term experiment, 39 par-
ticipants conversed with the social robot Pepper (SoftBank
Robotics) twice a week for 5 weeks (10 sessions in total),
disclosing to the robot about everyday experiences. We
found that participants self-disclosed more to the robot as
the sessions progressed, perceiving the robot to be more
social, competent and comforting over time. The repeated
interactions also led to improved mood (after each session,
and over time) and decreased feelings of loneliness [35],
[44]. We replicated this study with a sample of informal
caregivers, who often experience high levels of emotional
distress [45]. Our findings replicated the previous results
[36], [46] and showed that caregiver participants felt less
lonely and stressed, were more accepting of their caregiving
situation, positively reappraised their caregiving situation
and experienced reduced feelings of blame towards others
[36]. These results demonstrate that people can establish
meaningful relationships with social robots and highlight the
value of social robot-led interventions with individuals living
with considerably difficult life situations. Social robots could
potentially elicit rich interactions with stressed individuals
over time, acquire relevant information from their disclo-
sures, and support their emotional well-being. Here we are
aiming at evaluating the extent of self-disclosure to a social
robot (i.e., the duration in seconds, and the length in number
of words) due to the presence and variation in different
emotional states like loneliness, stress, mood, and comfort,
as well as emotional traits like extraversion and introversion,
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or the tendency to disclose when in distress. We would like
to further understand how subjective feelings and emotions
that participants experienced during their participation in
the experiment might have been associated with their self-
disclosure behaviour towards the social robot Pepper, and can
potentially predict the extent to which people self-disclose to
social robots.

II. METHODS

Consistent with recent proposals [47], [48], we pre-
registered the data collection procedure of this study and
report for how we determined our sample size, all data
exclusions, all manipulations and all measures in the study
(see [49]). The pre-registration was specifically documented
regarding the primary analysis of the gathered data (see [35]).
In addition, following open science initiatives (e.g., [50]), the
de-identified data set, stimuli and analysis code associated
with this study are freely available online [51]. By making
the data available, we enable and encourage others to pursue
tests of alternative hypotheses, as well as more exploratory
analyses.

A. Data Collection

This study consists of a secondary analysis of data ac-
quired in a long-term online-mediated experiment with 39
participants (M age = 36.41, SD = 12.20, 54% identify as
females) reported in [35]. A full description of the experi-
mental design, sample, stimuli, manipulation and procedure
can be found in the paper describing the experiment and
its initial results [35]. Here we will provide a summary
description of the original methods.

All study procedures were approved by the research ethics
committee of the University of Glasgow (ethics approval
numbers 300200094 & 300200132). All participants pro-
vided written informed consent before participating in the
study. Participants were recruited via Prolific and were
randomly assigned to one of the two discussion topic groups,
according to which they conversed with the social robot
Pepper (SoftBank Robotics) via Zoom video chats about
general everyday topics (e.g., social relationships, work-life
balance, health and well-being) for 10 sessions over five
weeks. One group’s conversation topics were framed within
the context of the Covid-19 pandemic (e.g., social relation-
ships during the pandemic, sustaining mental health during
the pandemic, etc.), whereas the other group’s conversation
topics were similar, except no explicit mention of the Covid-
19 pandemic was ever made. Each interaction consisted of
the robot asking the participant 3 questions (x3 repetitions).
The topic of each interaction was assigned randomly before
the experimental procedure started, as was the order of the
questions. Participants were scheduled to interact with the
robot twice a week during prearranged times for five weeks.
Considering the sample size, the number of sessions and
repetitions, the final number of observations in this study is
1160 (including only cases that were processed correctly).

Pepper was placed in front of a web camera (Logi-
tech, 1080p), connected to the experimenter’s computer (see

Fig. 1. The lab settings, including the robot Pepper in front of a web
camera, while the experimenter in the back is controlling the robot using
the Wizard-of-Oz technique.

Figure 1). Behind Pepper was a white wall and a flowerpot
with a green plant (see Figure 2). Pepper communicated
with participants in this study via the Wizard-of-Oz (WoZ)
technique controlled by the experimenter via a PC laptop.
All pre-scripted questions and speech items were written and
coded in the WoZ system, with the experimenter controlling
Pepper by pressing buttons on a PC laptop. Accordingly,
the procedure followed a clear pre-programmed protocol
where the experimenter did not need to speak or type
anything during the interaction, but only pressed the relevant
keys to trigger the required or appropriate text delivery
via Pepper. Pepper communicated using a cheerful, high-
pitched voice, and expressive and animated body language
that corresponded to the spoken content and Pepper’s phys-
ical capabilities. Each interaction was guided by Pepper as
a semi-structured interview discussing non-sensitive topics
regarding general everyday experiences. Each interaction
followed the same order, starting with greetings followed by
3 questions (x3 repetitions). The participants were instructed
to have a short conversation with Pepper, following Pepper’s
lead in the interaction and answering Pepper’s questions.
Participants were instructed that no time limit was applied for
the interactions. They were further encouraged to participate
in the interactions the way they saw fit - speaking as little
or as much as they wished. In addition, participants were
instructed that there were no correct or incorrect answers, and
they were encouraged to provide honest answers according
to what they felt comfortable with. The task followed the
following structure and order:

• Short greetings (e.g., ”Hi there, how are you doing?”).
• One pre-defined general question about the participant’s

day, week, or weekend, to build rapport (e.g., ”how was
your weekend? Did you do anything interesting?”).

• An opening statement introducing the topic of the
question (e.g., ”I am about to ask you about your social
life”).

• Two pre-defined, non-sensitive questions that corre-
spond to the topic that was randomly allocated to the
interaction.

The questions and topics in the study were influenced by
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[1] and [52] as an elicitation technique aiming to capture
participants’ subjective experiences regarding ten everyday
topics (Work, Leisure and Passions, Finances, Relationships,
Social Life, Mental Health, Physical Health, Personality,
Goals and Ambitions, & Routine and Daily Activities; see
[35]). Further detailed information regarding the manipula-
tion and the task, including the task’s structure and content,
can be found in [35].

Participants were paid a total of £3 for every 30 minutes
of participation or participation session if it lasted less than
30 minutes. Participants who completed all 10 sessions were
paid an extra £20 after their final interaction. Participants
were reminded that their participation was voluntary and they
were given the contact information of the main researcher
and experimenter should they wish to follow up with any
further questions. After completing the study, participants
received a comprehensive debriefing message in Prolific
(forwarded by Prolific to their associated email address),
providing further information about the study, the deception
that was used (i.e., the experimenter was using the WoZ
approach for communicating with participants to make it
look like the robot was responding autonomously), and were
again given the contact information of the main researcher
and experimenter should they wish to follow up with any
further questions or feedback.

Fig. 2. The interaction from the eyes of the participants and the
experimenter. The participants were exposed only to the robot Pepper via
zoom chats.

B. Measurements

a) Disclosure duration: Duration of speech in seconds
from each recording was extracted and processed using
Parselmouth [53], a Python library for Praat [54].

b) Disclosure length: The volume of disclosure in
terms of the number of words per disclosure. The recordings
were automatically processed using the IBM Watson speech
recognition engine, applying the British telephony model.
To ensure capturing all utterances within each disclosure
we amplified the audio files with 7 decibels and slowed the
audio file’s pitch. The number of words per disclosure was
extracted from the text using a simple length command in
Python.

c) Mood: To capture participants’ mood change from
their interactions with Pepper, participants reported their
mood before and after the interaction with Pepper using the
Immediate Mood Scaler (IMS-12; see [55]). IMS-12 includes
12 items of polarized moods, ranging from 1 (for negative
moods) to 7 (for the equivalent positive moods). For this

secondary analysis, a mean reliable scale was constructed for
participants’ mood before the interaction (M = 5.35, SD =
1.16, Cronbach’s α = .96).

d) Comforting responses: To measure the extent to
which participants perceived Pepper’s responses as comfort-
ing the comforting response scale was adapted (see [56]).
The scale includes 12 self-reported items rated on a seven-
point scale, ranging from 1 (I strongly disagree) to 7 (I
strongly agree). Accordingly, a mean scale was constructed
(M = 5.50, SD = .89) which was found to be reliable
(Cronbach’s α = .91).

e) Loneliness: Each session participants were requested
to report their feelings and thoughts of loneliness from the
last three days using the short-form UCLA loneliness scale
(ULS-8; see [57]). The scale includes 8 items rated on a
seven-point scale, ranging from 1 (not at all) to 7 (all the
time). Accordingly, a mean scale was constructed (M = 2.86,
SD = 1.28) which was found to be reliable (Cronbach’s α
= .90).

f) Perceived Stress: Participants were requested to re-
port their feelings and thoughts of periodic stress from the
past month using the perceived stress scale [58]. The scale
includes 10 statement items rated on a seven-point scale,
ranging from 1 (never) to five (very often). A mean scale
was constructed (M = 3.30, SD = 1.03) which was found
to be reliable (Cronbach’s α = .89).

g) Extraversion-Introversion Personality Trait: Partic-
ipants were asked to rank their personality in terms of
extraversion-introversion on a scale of 1 (Not at all) to 9
(Very applicable) on the 8 extraversion items of the Mini-
Markers Big Five personality scale [59]. A mean scale was
constructed (M = 5.61 SD = 1.42) which was found to be
reliable (Cronbach’s α = .86).

h) Disclosure Distress Index: Participants were asked
to rank the extent to which they tend to self-disclose and
conceal with others when in distress on a scale of 1 (Does
not describe me at all) to 7 (Describes me extremely well)
using the Disclosure Distress Index [60] that includes 12
items. A mean scale was constructed (M = 4.05 SD = 1.49)
which was found to be reliable (Cronbach’s α = .96).

III. RESULTS

A. Self-Disclosure Duration

1) Correlations: Pearson correlations were used to ex-
amine the relationship between emotional states and self-
disclosure duration to the robot (in seconds), with log-
transformed data of self-disclosure duration to improve nor-
mality. The sample size was N = 1160. Results showed
weak positive correlations between perceptions of the robot’s
comforting responses (R = .25, p < .001), feelings of
loneliness (R = .24, p < .001), as well as feelings of stress
(R = .08, p < .001) and self-disclosure duration. Mood
before the interaction with the robot (R = -.19, p < .001),
extraversion-introversion personality trait score (R = -.20, p
< .001), and the tendency to disclose in distress (R = -.07, p
= .011) had weak negative correlations with self-disclosure
duration.
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2) Multiple Regression: Multiple linear regression was
used to test if emotional states significantly predicted par-
ticipants’ self-disclosure duration when interacting with the
social robot Pepper. The outcome variable, self-disclosure
duration, was log-transformed to improve normality. The
overall regression was statistically significant, R = .43, F (6,
1153) = 42.53, p < .001, explaining 17.7% (adj.R2 = .177)
of the variance in participants’ self-disclosure duration.

Results indicated that perceptions of the robot’s comfort-
ing responses (β = .13, SE = .01, t(1153) = 10.78, p <
0.001), feelings of loneliness (β = .06, SE = .01, t(1153) =
6.28, p < 0.001), mood before the interaction with the robot
(β = -.05, SE = .01, t(1153) = -4.74, p < 0.001), feelings
of periodic stress (β = -.05, SE = .01, t(1153) = -5.39, p
< 0.001), and extraversion-introversion personality trait (β
= -.05, SE = .01, t(1153) = -5.29, p < 0.001), were all
significant predictors of self-disclosure duration to the robot,
after controlling for each other. The tendency to disclose
in distress was not a significant predictor of self-disclosure
duration to the robot, β = .01, SE = .01, t(1153) = .89, p =
0.372.

When back transformed, the significant predictors can
explain changes in self-disclosure behaviour towards the
robot. One increase in perceptions of the robot’s comforting
responses predicts a 13% increase in self-disclosure duration
to the robot, holding all other predictors constant. One
increase in reported feelings of loneliness predicts a 6%
increase in self-disclosure duration to the robot, holding
all other predictors constant. One increase in the reported
mood before the interaction with the robot predicts a 5%
decrease in self-disclosure duration to the robot, holding all
other predictors constant. One increase in reported feelings
of periodic stress predicts a 5% decrease in self-disclosure
duration to the robot, holding all other predictors constant.
Finally, one increase in extraversion personality trait predicts
a 5% decrease in self-disclosure duration to the robot,
holding all other predictors constant.

These results indicate that perceptions of the robot’s
comforting responses had the strongest positive influence on
self-disclosure duration to the robot (b∗ = .30), followed by
feelings of loneliness (b∗ = .22), extraversion-introversion
personality trait (b∗ = -.20), feelings of periodic stress (b∗=
-.17), and finally mood before the interaction (b∗ = -.15).

B. Self-Disclosure Length

1) Correlations: Pearson correlations were used to ex-
amine the relationship between emotional states and self-
disclosure length to the robot (in number of words), with
log-transformed data of self-disclosure length to improve
normality. The sample size was N = 1160. Results showed
weak to moderate positive correlations between perceptions
of the robot’s comforting responses (R = .30, p < .001),
feelings of loneliness (R = .22, p < .001), as well as feelings
of stress (R = .08, p = .005) and self-disclosure length. Mood
before the interaction with the robot (R = -.17, p < .001), and
extraversion-introversion personality trait score (R = -.11, p
< .001) had weak negative correlations with self-disclosure

duration. The correlation between the tendency to disclose
in distress and self-disclosure length to the robot was not
significant (R = -.01, p = .404).

2) Multiple Regression: Multiple linear regression was
used to test if emotional states significantly predicted partici-
pants’ self-disclosure length when interacting with the social
robot Pepper. The outcome variable, self-disclosure length,
was log-transformed to improve normality. The overall re-
gression was statistically significant, R = .42, F (6, 1153) =
42.18, p < .001, explaining 17.6% (adj.R2 = .176) of the
variance in participants’ self-disclosure length.

Results indicated that perceptions of the robot’s comfort-
ing responses (β = .16, SE = .01, t(1153) = 12.69 p <
0.001), feelings of loneliness (β = .06, SE = .01, t(1153)
= 5.73, p < 0.001), mood before the interaction with the
robot (β = -.06, SE = .01, t(1153) = -5.10, p < 0.001),
feelings of periodic stress (β = -.04, SE = .01, t(1153) =
-4.39, p < 0.001), and extraversion-introversion personality
trait (β = -.03, SE = .01, t(1153) = -2.56, p = 0.011), were all
significant predictors of self-disclosure duration to the robot,
after controlling for each other. The tendency to disclose
in distress was not a significant predictor of self-disclosure
duration to the robot, β = .01, SE = .01, t(1153) = 1.01, p
= 0.311.

When back transformed, the significant predictors can
explain changes in self-disclosure behaviour towards the
robot. One increase in perceptions of the robot’s comforting
responses predicts a 16% increase in self-disclosure duration
to the robot, holding all other predictors constant. One
increase in reported feelings of loneliness predicts a 6%
increase in self-disclosure duration to the robot, holding
all other predictors constant. One increase in the reported
mood before the interaction with the robot predicts a 6%
decrease in self-disclosure duration to the robot, holding all
other predictors constant. One increase in reported feelings
of periodic stress predicts a 4% decrease in self-disclosure
duration to the robot, holding all other predictors constant.
Finally, one increase in extraversion personality trait predicts
a 3% decrease in self-disclosure duration to the robot,
holding all other predictors constant.

These results indicate that perceptions of the robot’s
comforting responses had the strongest positive influence on
self-disclosure duration to the robot (b∗ = .36), followed by
feelings of loneliness (b∗ = .20), mood before the interaction
(b∗ = -.17), feelings of periodic stress (b∗= -.14), and finally
extraversion-introversion personality trait (b∗ = -.10).

IV. DISCUSSION

The present study investigated the relationship between
participants’ self-disclosure behaviour (in terms of the dis-
closure duration and length) towards a social robot, Pepper,
and their perception of the robot’s comforting responses,
negative emotional states, and emotional personality traits.
39 participants conversed with the social robot Pepper twice
a week for 5 weeks (10 sessions in total), disclosing to the
robot about general everyday experiences.
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TABLE I
THE RESULTS OF MULTIPLE REGRESSION ANALYSIS WITH EMOTIONAL FACTORS AS PREDICTORS OF SELF DISCLOSURE DURATION TOWARDS THE

ROBOT AND SELF DISCLOSURE LENGTH TOWARDS THE ROBOT.

Duration Length

Predictor β(SE) b* t 95%CI β(SE) b* t 95%CI

Perceptions of comforting responses 0.13 (0.01)∗∗∗ 0.30 10.78 [0.10,0.15] 0.16 (0.01)∗∗∗ 0.36 12.69 [0.13,0.18]
Feelings of loneliness 0.06 (0.01)∗∗∗ 0.22 6.28 [0.04,0.08] 0.06 (0.01∗∗∗ 0.20 5.73 [0.04,0.08]
Mood before the interaction -0.05 (0.01)∗∗∗ -0.15 -4.74 [-0.08,-0.03] -0.06 (0.01)∗∗∗ -0.17 -5.10 [-0.08,-0.04]
Feelings of periodic stress -0.05 (0.01)∗∗∗ -0.17 -5.39 [-0.06,-0.03] -0.04 (0.01)∗∗∗ -0.14 -4.39 [-0.06,-0.02]
Extraversion-introversion -0.05 (0.01)∗∗∗ -0.20 -5.29 [-0.07,-0.03] -0.03 (0.01)∗ -0.10 -2.56 [-0.05,-0.01]
Tendency to disclose in distress 0.01 (0.01) 0.03 0.89 [-0.01,0.03] 0.01 (0.01) 0.04 1.01 [-0.01,0.03]
Constant 2.38 (0.07)∗∗∗ - 11.09 [0.97,1.38] 2.35 (0.07)∗∗∗ - 32.28 [1.02,1.46]

Model Statistics

R 0.43∗∗∗ 0.42∗∗∗
F(df) 42.53 (6, 1153) 42.18 (6, 1153)
Adjusted R2 0.177 0.176

Note: ∗ p <0.05, ∗∗ p <0.01, ∗∗∗ p <0.001

Our findings suggest that participants who perceived Pep-
per’s responses as more comforting were more likely to self-
disclose more towards the robot. Moreover, this perception
was a significant predictor of self-disclosure behaviour, sug-
gesting that the quality of the robot’s response is essential in
facilitating self-disclosure. Thus, designers of social robots
should strive to create robots that can provide appropriate and
high-quality responses to users’ emotional states and needs,
to maximize the effectiveness of the robot as an emotional
support tool. Moreover, this key finding may suggest that
the robot’s ability to exhibit empathic behaviour played a
significant role in facilitating self-disclosure. Participants
who perceived Pepper’s responses as more comforting may
have felt that the robot understood and validated their
experiences, which increased their willingness to engage
in higher rates of self-disclosure behaviour, and potently
disclose more personal information (however, this should be
assessed with a more thorough and qualitative analysis of the
shared content). These findings have important implications
for the design and programming of social robots. Specifically,
social robots intended for applications such as emotional
support, healthcare, and education must be designed to
exhibit empathic behaviour. This can include using natural
language processing and emotional recognition algorithms to
understand users’ emotional states and respond appropriately,
as well as using nonverbal cues such as facial expressions,
body language, and tone of voice to convey empathy and
build rapport. By showing understanding, facilitating the
feeling of understanding, and responding appropriately to
users’ emotional states and needs, social robots can provide
an effective and safe space for individuals to self-disclose
their emotions and needs, which has tremendous implications
for emotional support [61] and introducing social robots as
interventions in health and care settings.

Furthermore, consistent with previous results (e.g., [39],
[40], [43]), our results suggest that participants who experi-
enced negative emotional states, such as lower mood before
the interaction and higher levels of loneliness, were more

likely to self-disclose more towards the robot. These findings
suggest that individuals may use social robots as a form of
an emotional outlet when experiencing negative emotional
states. Notably, both mood and loneliness were significant
predictors of self-disclosure behaviour, indicating that these
factors may play a crucial role in determining the extent
of self-disclosure towards social robots. This key finding
suggests that individuals may feel more comfortable opening
up to robots when they are experiencing negative emotions.
This could be because robots lack social expectations and
norms, are non-judgmental due to their electronic brains,
and do not express emotions due to their mechanical de-
sign. These characteristics can make it easier for people to
share their thoughts and feelings without fear of judgment,
rejection, shame, or stigma (see [9]). Hence, these results
further support the idea that people might feel more inclined
to self-disclose towards robots due to their non-judgmental
behaviour and appearance, and lack of emotional expression,
which makes them an attractive option for those seeking
emotional support.

Interestingly, in contrast to Neerincx et al. results [41], our
study found that higher rates of introversion were associated
with higher rates of self-disclosure towards the robot. This
result suggests that introverted individuals may find it easier
to self-disclose personal information to a social robot, pos-
sibly because of the reduced social anxiety associated with
interacting with a machine, which further supports earlier
results by Nomura et al. [38]. In line with the previous key
finding, introverted individuals may perceive social robots
as non-judgmental and trustworthy listeners. These percep-
tions may further facilitate self-disclosure as introverts may
feel more comfortable sharing personal information with a
machine that they perceive as non-judgmental. However, the
tendency to self-disclose in distress was not found to be a
significant predictor of self-disclosure behaviour, further in-
dicating that self-disclosing towards robots might be viewed
by participants as a legitimate channel for disclosure despite
their tendency not to disclose to others when in distress.
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This finding highlights the potential benefits of social robots
in providing emotional support to individuals. Unlike human
support providers, social robots may not be limited by the
availability or the ability to provide immediate support.
Additionally, social robots may offer a sense of privacy and
confidentiality that may not be available with human support
providers.

Finally, we found positive correlations between perceived
stress and the self-disclosure behaviour variables (duration
and length) in our correlation analysis. However, in our
regression models, perceived stress had negative regression
coefficients, which suggests that when controlling for the
influence of other variables in the model, perceived stress has
a negative relationship with rates of self-disclosure towards
the robot. The positive correlations between perceived stress
and the self-disclosure behaviour variables in the correlation
analysis may be partly or fully explained by other vari-
ables in the model, such as mood before the interaction or
feelings of loneliness. These variables may share variance
with perceived stress, which could inflate the correlation
between perceived stress and the outcome variable. Accord-
ingly, when situated together in the model, the negative
regression coefficient might reflect multicollinearity issues,
or the difference in the signs simply reflects random variation
around zero (see [62]). This could also mean that per-
ceived stress is not as meaningful in eliciting and predicting
self-disclosure behaviour towards robots as other emotional
states that were included in the model (e.g., perceptions of
the robot’s responses as comforting, mood, or feelings of
loneliness). Therefore, it is important to interpret regression
coefficients in the context of the other variables included
in the model, rather than relying solely on the correlations
between variables.

V. CONCLUSIONS

These findings provide important insights into the emo-
tional factors that influence individuals’ self-disclosure be-
haviour towards social robots. Our results suggest that
perceptions of the robot’s comforting response, negative
emotional states (such as low mood, loneliness, and periodic
stress), and emotional personality traits (like extraversion-
introversion) play essential roles in facilitating self-disclosure
behaviour towards social robots. Our study highlights the
potential of social robots as tools for emotional support,
particularly for individuals experiencing negative emotional
states or those who may find it difficult to self-disclose
personal information to others. Our study provides a valuable
contribution towards understanding the affective nuances
that shape people’s behaviour when interacting with social
robots, and what might influence individuals to establish
meaningful relationships with these robotic agents. We hope
that our findings will inspire further research in this area
and encourage the development of more effective emotional
support tools to enhance mental health and well-being.
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