
Citation: Makhoul, N.;

Achillopoulou, D.V.; Stamataki, N.K.;

Kromanis, R. Adaptive Pathways

Using Emerging Technologies:

Applications for Critical

Transportation Infrastructure.

Sustainability 2023, 15, 16154.

https://doi.org/10.3390/

su152316154

Academic Editors: Hanwei Zhao,

Youliang Ding, Yiming Zhang and

Pu Ren

Received: 29 September 2023

Revised: 13 November 2023

Accepted: 15 November 2023

Published: 21 November 2023

Copyright: © 2023 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

sustainability

Article

Adaptive Pathways Using Emerging Technologies: Applications
for Critical Transportation Infrastructure
Nisrine Makhoul 1,* , Dimitra V. Achillopoulou 2, Nikoleta K. Stamataki 3 and Rolands Kromanis 4

1 École Spéciale des Travaux Publics (ESTP), 94230 Cachan, France
2 James Watt School of Engineering, University of Glasgow, Glasgow G12 8QQ, UK;

dimitra.achillopoulou@glasgow.ac.uk
3 Department of Civil Engineering, Democritus University of Thrace, 671 00 Xanthi, Greece;

nstamata@civil.duth.gr
4 Department of Civil Engineering, Faculty of Engineering Technology, University of Twente,

7522 NB Enschede, The Netherlands; r.kromanis@utwente.nl
* Correspondence: nmakhoul@estp-paris.eu or nmakhoul@estp.fr; Tel.: +33-769263455

Abstract: Hazards are becoming more frequent and disturbing the built environment; this issue
underpins the emergence of resilience-based engineering. Adaptive pathways (APs) were recently
introduced to help flexible and dynamic decision making and adaptive management. Especially under
the climate change challenge, APs can account for stressors occurring incrementally or cumulatively
and for amplified-hazard scenarios. Continuous records from structural health monitoring (SHM)
paired with emerging technologies such as machine learning and artificial intelligence can increase
the reliability of measurements and predictions. Thus, emerging technologies can play a crucial role
in developing APs through the lifetimes of critical infrastructure. This article contributes to the state
of the art by the following four ameliorations. First, the APs are applied to the critical transportation
infrastructure (CTI) for the first time. Second, an enhanced and smart AP framework for CTI is
proposed; this benefits from the resilience and sustainability of emerging technologies to reduce
uncertainties. Third, this innovative framework is assisted by continuous infrastructure performance
assessment, which relies on continuous monitoring and mitigation measures that are implemented
when needed. Next, it explores the impact of emerging technologies on structural health monitoring
(SHM) and their role in enhancing resilience and adaptation by providing updated information. It
also demonstrates the flexibility of monitoring systems in evolving conditions and the employment
of AI techniques to manage pathways. Finally, the framework is applied to the Hollandse bridge,
considering climate-change risks. The study delves into the performance, mitigation measures, and
lessons learned during the life cycle of the asset.

Keywords: adaptive pathways; resilience; sustainability; critical transportation infrastructure;
structural health monitoring; artificial intelligence

1. Introduction

Population growth has significantly amplified the need for product transportation,
while frequent natural disasters exacerbated by climate change have resulted in excessive
use and aging of transportation assets. Critical transportation infrastructure (CTI), such as
highway bridges, is aging worldwide. Preserving its optimal functionality has become a
significant challenge, according to European Resilience Management Guidelines [1]. The
vulnerability of CTI increases because it is exposed to multiple hazards and stressors
(e.g., earthquakes, floods, increased demands of traffic load) amplified by climate change
(e.g., extreme temperatures and winter storms). One out of three bridges in the United
States must be replaced or repaired [2]. The recent collapse of the Morandi [3] and the
Gujarat [4] bridges resulted in catastrophic consequences. Therefore, the transport networks
need to be strengthened, and improved management strategies must be implemented.
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Building new structures or strengthening existing ones rely extensively on sustainabil-
ity criteria. The emphasis on eco-conscious design, reduced energy consumption, factors
related to climate change, and constraints on carbon emissions have significantly influ-
enced the prioritization and decisions made in structural terms. Due to global economic
instability and the depletion of natural wealth, resources are becoming scarcer by the day.
Therefore, it is becoming imperative to establish a strategy that promotes technological
innovation, environmental and energetic efficiency, and judicious resource allocation. To
attain a transportation system that is both sustainable and secure, and that fosters economic
growth, it is crucial to take measures that align with resilience goals at various levels.

The digital revolution has resulted in the widespread use of simplified tools, which
allow real-time estimation of resilience and sustainability. These evaluations are based on
metrics (e.g., strain values, acceleration, deflections) obtained from next-generation sensors
(e.g., synthetic aperture Ladar (SAL), global navigation satellite system (GNSS), mobile
phones), as well as traditional structural health monitoring (SHM) methods [5,6], and offer
essential documentation for informed decision making. The evolution of technology and the
architecture of contemporary SHM systems (e.g., computer-vision-based SHM systems (CV-
based SHM), digital twins [7], and the Internet of things (IoT)), help limit uncertainties [8],
provide future projections, and analyze complex scenarios with increased accuracy [9].

Furthermore, hazards are becoming increasingly frequent due to growing urbaniza-
tion, climate change, etc., which has resulted in more significant impacts on infrastructure,
communities, and the environment. The focus of disaster-mitigation strategies has shifted
from disaster response to preparedness and prevention [10], with the aim to safeguard
the functionality of the CTI. Climate change introduces daily stresses that accumulate
over time and amplify hazard scenarios. Thus, decision strategies for the lifespans of CTI
should be proposed right from its conception, and should be subject to ongoing evaluation
through CTI monitoring (i.e., timely decision strategy), future scenarios (i.e., hazards, socio-
economic, and man-made) and continuous computation of relevant metrics. Implementing
those strategies empowers stakeholders and owners to proactively take measures to mini-
mize the consequences, rather than resorting to reactive actions to restore CTI functionality.

To address these challenges, adaptative pathways (APs) have emerged as a recent
approach to offer improved solutions and greater flexibility in decision-making processes,
especially when dealing with complex, dynamic, and uncertain social and environmen-
tal issues. APs [11] were developed to deal with the theory of change and sustainable
pathways [12–14]. Then, they were applied successfully, specifically to climate change
challenges in the water- and land-management fields [11].

In this document, “adaptive pathways” are defined as methods that integrate con-
tinuous performance analysis and life-cycle assessment. This approach is coupled with
ongoing monitoring and flexible decision making, enabling mitigation and adaptation to
any dynamic changes affecting the studied system and its surroundings. The methods
can be used at various levels such as asset, infrastructure, network, system, and more.
Their applicability at diverse scales emphasizes their effectiveness regarding challenges
and complexities in various systems.

Adaptive pathways (APs) are a promising method consisting of a flexible decision-
making approach which has been proposed for about a decade now [12–17]. They help
tackle the complex, changing, and uncertain social and environmental challenges of sustain-
able planning while incorporating and adapting to time-changing conditions [18,19]. APs
can be defined as the succession of actions and decisions implemented gradually depending
on future dynamics [20]. Those actions are measures to be applied in an adaptive plan
conditional on event occurrence to accomplish future goals [21]. This way, the adaptive
plan is flexible, accounts for uncertainties, and prevents regretful and unsuccessful inter-
ventions [22,23]. Moreover, AP concepts [24] need to ensure that adaptation responses
consider three vital elements for decision-making flexibility over time: (1) dependency of
the path, (2) decision sequencing, and (3) timeframes.
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This adaptive quality seems appealing particularly considering the climate change as-
pect, which manifests the gradual accumulation of stressors. Thus, climate change requires
adaptive responses to address evolving conditions, and their consequences. The infrastruc-
ture must also contend with more frequent and intensified isolated events, such as storms
and heatwaves. Moreover, climate change adaptation is shifting from forecasting impacts
and delivering several possibilities and solutions for adaptation to the apprehension of
adaptive management and dynamic decision procedures [25]. Central to this transition is
the crucial role of assessment and monitoring, which supply essential, up-to-date infor-
mation for AP application, adjustment, and learning. Nevertheless, the concept still lacks
detailed and comprehensive real-world examples [26]. Moreover, most of the applications
address climate change in water- and land-management fields.

To our knowledge, adaptive pathways are not used yet in the field of transportation
infrastructure. Additionally, the existing applications (such as [11]) have not benefited so
far from SHM, emerging technologies, or resilience and sustainability metrics to effectively
supervise and enhance their progress. Therefore, this article contributes to the state of
the art by placing at the forefront a new framework for APs enhanced with emerging
technologies. For the first time, APs are explored within the context of critical transportation
infrastructure (CTI), particularly for bridges. Resilience is estimated for structural integrity,
functionality, operation (e.g., SHM), and resource management for the asset. APs are thus a
data-driven, flexible decision-making approach for the series of actions needed to protect
and expand the life cycle of CTI. Moreover, decisions are gradually implemented and
fine-tuned depending on current and anticipated dynamics (i.e., an adaptive, resilient, and
smart solution).

The Hollandse bridge (i.e., “Hollandse Brug” in Dutch) is selected for this study as
it is: (1) the oldest prestressed highway bridge in Flevopolder, Netherlands; (2) a CTI of
the network; (3) in a surrounding area exhibiting exponential population growth in a short
time; (4) suffering from traffic load issues and several mitigation measures were previously
taken, offering a comprehensive historical, present, and future perspective for this study;
(5) prone to climate change risk; (6) likely to benefit from an extensive monitoring system
for the structure and the environment. The development of the AP framework in this case
study is endowed by the lessons learned from: (a) continuous performance assessment
of the asset; (b) uninterrupted monitoring by using sensors for structural systems and
the environment combined with emerging technologies such as machine learning (ML)
and artificial intelligence (AI); (c) the range of mitigation measures applied from a pre-
available portfolio; (d) continuous assessment of resilience and sustainability indices; and
(e) consideration of financial-resource strategies.

In the following, Section 2 introduces an adaptive-pathway framework benefiting from
the resilience of monitoring systems and discusses how emerging technologies can enhance
the adaptive magnitude. The method also quantifies the resilience and sustainability
indexes for APs (Section 2.3). Section 3 discusses emerging technologies in monitoring, such
as CV-based systems, AI, and ML, with a focus on SHM. It demonstrates how engineering
decisions are supported by up-to-date information from contemporary and smart SHM
systems depicted by the resilience and sustainability indices that drive APs. Finally, it
discusses the resilience and adaptive aspects of monitoring systems and AI methods
(Section 3.4). Section 4 introduces the Hollandse bridge case study, its monitoring system,
and its deterioration. Then, Section 5 develops existing and plausible APs for the asset,
benefiting from the resilience of monitoring systems and emerging technologies. Section 6
discusses in depth the lessons learned from the Hollandse bridge APs, and Section 7
concludes the paper.

2. Framework for Adaptive Pathways Enhanced with Emerging Technologies

This section introduces the framework for APs enhanced with emerging technologies.
Section 2.1 starts with a meticulous analysis of the framework’s inception. Emerging



Sustainability 2023, 15, 16154 4 of 31

technologies that enhance APs are explained in Section 2.2. APs are continuously assessed
using resilience and sustainability indexes. Their quantification is outlined in Section 2.3.

2.1. Inception of the Framework

The framework for adaptative pathways enhanced with emerging technologies pro-
posed in this article is inspired by [27–29] and then further refined for CTI as described
herein. The framework can also consider the data quality from monitoring systems as
introduced in [30,31].

The framework (see Figure 1) has three key phases: (1) continuous performance assess-
ment; (2) monitoring enhanced with emerging technologies; and (3) adequate mitigation
measures for CTI. The framework accounts for the climate change impacts and life-cycle
assessments. It is divided into nine steps emphasizing proactive planning for adaptation
under climate change, rather than responding reactively.
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Figure 1. Framework for enhanced adaptative pathways.

The nine steps are:

1. Assess vulnerability. The potential impact (i.e., exposure and sensitivity) for the spec-
ified climate-change projections and trends are assessed. The assessment includes:
(1) the climate projections and hazards for the studied region; (2) the risk and its po-
tential impact (i.e., the climate-change exposure and sensitivity); and (3) the adaptive
capacity, i.e., the capacity to cope with current and future climate changes (or any
other stressors). Resilience and adaptive capacity are interconnected because a high
level of adaptive capacity ensures absorption of impacts of climate change and their
rebounds [27]. The assessment also considers the population and traffic growth.

2. Set objectives and goals. In this step, adequate goals and objectives are set for the
identified vulnerabilities to improve the adaptation of social–technical–environmental
(STE) conditions. Vulnerabilities are prioritized according to: (1) their risks associated
with climate change; and (2) their capacity to accommodate within the constraints of
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available resources and technical and institutional capacities. Adaptation measures
(short- and long-term) are then determined and selected (i.e., sensitive assets, adaptive
capacities mitigating impacts, etc.). The primary stakeholders and decision-makers
must be involved in implementing the measures.

3. Select plausible actions and scenarios to account for the region’s geographical and
demographic characteristics, country, infrastructure, population density, STE con-
ditions, etc. A variety of types and timeframes for actions and scenarios must be
considered. The technical effectiveness, cost–benefit analysis, and implementations
(i.e., availability of the needed skills, information, institutions’ capacities, and budgets)
are essential to the process, and, therefore, they must be included.

4. Develop pathways and maps for APs after plausible actions and scenarios are selected.
Types of adaptation measures, strategies (non-structural, structural, robustness, flexi-
bility, resilience, etc.), and timing of actions are evaluated and incorporated in the APs.

5. Design the adaptation plan once APs and maps are developed and strategies are
determined. Means are selected to ensure: (i) the robustness, resilience, and flexibility
of the plan; and (ii) the availability of the necessary investments.

6. Select the preferred pathway and reassess its performance through time to adapt to
newly identified challenges and rely on insights from all other already developed
pathway scenarios.

7. Adapt the plan to the mainstream ensuring vulnerabilities, preparedness, climate
impacts and adaptation responses are translated into well-suited and holistic policies,
programs, plans, and projects at all levels (i.e., national, regional, etc.).

8. Implement adaptation plan by building capacity and eliminating barriers. Achieving
this requires overcoming challenges in many areas. Some examples are: (i) guar-
anteeing adequate administrative, personnel, and institutional capacity; (ii) ensur-
ing legal frameworks and enforcement, and a participatory and inclusive process;
(iii) sustaining a strong scientific basis for monitoring and policy; (iv) using life-cycle
cost and elaborating on sustainable finance models; and (v) preparing for external
events (i.e., generating negative consequences or opportunities for improvement),
helping implement proactive “no-regrets” adaptation measures [27].

9. Evaluate and monitor adaptations. Policymakers must check that the measures con-
sidered by stakeholders: (i) are favorable to citizens; and (ii) align with the anticipated
outcomes assessed during step 1 (i.e., assess vulnerability). Climate change unfolds
over the long term; thus, evaluating the outcomes of the adaptation measures necessi-
tates an extended timeframe to be adequately comprehended. Adaptive management
processes allow reflection on these changes based on evaluation results. They review
the evaluation results, address the adaptation measures’ flaws, promote and imple-
ment new adaptation measures, and revise implementations of adaptation strategies.

2.2. The Adaptive Magnitude Enhanced by Emerging Technologies

The first step to generating APs is considering all possible levels, events, decisions,
and scenarios for climate change and other hazards of interest. Secondly, several APs
are developed to represent several existing and plausible scenarios and sets of decisions.
Next, one of the plausible pathways is chosen for implementation as a starting point,
followed by some events (such as increased population and traffic), and then, in parallel
with the analysis of the bridge performance levels, adequate decisions are made for bridge
maintenance and SHM of the bridge as per the needs of the developed study herein (details
presented in Sections 4 and 5). The chosen pathway is the “plausible pathway” (or a
combination of the already existing pathway with a future plausible one). The chosen
pathway is flexible and dynamic and can change progressively following the occurrence of
new events and situations, hazards, and monitoring data.

For the proposed method, the decision points are synchronized; thus, a specific event
(such as an increase in population or traffic, a flood event, etc.) induces monitoring-data-
updated analysis, and the performance is studied to suggest mitigation measures and
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more-adequate actions for the installation of monitoring systems. The decision points can
depict existing actions (i.e., based on the history of the studied asset, city, etc.) or illustrate
plausible actions (i.e., scheduled to be carried out in the future).

Figure 2 is a generic representation of the magnitude of adaptation throughout the life
cycle of an asset and depicts several existing and plausible APs while various hazard events
occur. The plausible pathways start with a decision point that represents the already-taken
actions based on the history of the studied asset or plausible actions that are scheduled or
investigated to be adopted in the future. Hazardous events may pre-exist or follow the
decision points and are illustrated with a lightning symbol.
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Figure 2. Generic adaptative pathways (plausible and existing).

The magnitude of adaptation is defined by the envelope of the extreme pathways
and decisions (grey hatched area). Over time, the possible efforts or available tools to
increase the robustness of the system vary. The alternative pathways may overlap due
to the degree of complexity reached by the actual system. This creates limitations to the
remaining plausible solutions, as most of them have already been implemented. In the long
term, the system becomes less adaptive as it approaches the boundaries of the adaptive
space and is characterized by lower flexibility in coping with stressors. In Figure 2, the
magnitude of adaptation is shown on the y-axis, and the time (past, present, and future) is
shown on the x-axis.

Any pathway outside the adaptive space results is considered a maladaptive solution,
which means they are not chosen for potential implementation. Maladaptive solutions
may result from decisions related to increased risk of adverse outcomes. For example,
maladaptive solutions would be any effort that decreases an asset’s value, such as: (i) the
increase in greenhouse emission; (ii) the deterioration of the ecosystem; and (iii) high
economic risk. For each pathway and measure taken, the resilience level is assessed. As
such, to avoid devaluation of the asset, the resulting pathway is a sequence of events and
decisions within the adaptive space that follows an increased level of resilience throughout
time. The resilience level is entirely data-based and is derived from an overall average of
risk, hazards, monitoring, and components (structural, functionality, resources, operation),
while also considering the reliability level. This level can vary from action to action, leading
to different pathways, and is depicted with a color palette ranging from red to green for
“low” and “high” resilience, respectively (Figure 2). The higher the resilience level is, the
longer the adaptive pathway can be.
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However, increased resilience levels did not always ensure high levels of sustain-
ability. In past decades, sustainable planning and management were not of high concern.
Sustainability was promoted in the 1987 WCED Commission’s Report, where sustainable
development was defined as “the development that meets the needs of the present without
compromising the ability of future generations to meet their own needs” [32]. Since then, the
three different pillars of sustainability have been related to: (1) the environment; (2) society;
and (3) the economy [33]. In light of this, the decision points are not only monitored by
means of the resilience metrics but also by sustainability metrics, as presented in Section 2.3.
The digital era has offered many smart and efficient computation, storage, and prediction
solutions that are discussed further in Section 3.

In this study (detailed in Sections 4 and 5), all pillars of sustainability are considered,
including: (1) the environment through climate change; (2) society through population and
traffic increases; and (3) the economy through the resources allocated to the infrastructure
project. Aiming to enhance APs’ qualitative assessment, resilience and sustainability indices
are combined with structural and monitoring data. Assisted by emerging technologies of
AI that help to increase reliability, the policy followed under the occurrence of new events
is updated. The progressive change in the AP demonstrates the flexibility to adapt.

2.3. Quantification of Resilience and Sustainability

The importance of resilience results from the aptitudes of structures to adequately
accommodate abrupt events (i.e., earthquakes, hurricanes, storms, and extreme climate haz-
ards) and chronic stressors (i.e., increased temperature, humidity, CO2 levels, etc.) during
their lifetime. Those aptitudes are: (1) preparing and planning before an event or a stressor;
(2) absorbing the hazard event and consequences; (3) efficiently responding to the hazard-
event disturbance by using the available resources adequately; (4) recovering quickly and
restoring the functionality of the infrastructure or system; and (5) adapting to the changes in
circumstances as well as retaining lessons for improvement in the future [34,35]. Resilience
engineering is considered for all levels, from materials and infrastructure to country levels,
etc., and aims to study multi-hazard cascading events and their interdependencies [36].

Numerous resilience-assessment procedures and metrics assessments are
available [34,35,37–42]. These quantifications increase in complexity conditional on needs
and scales (i.e., single facility or system, the system of assets, and infrastructure networks).
Multicriteria approaches that consider different parameters and criteria for estimating struc-
tures’ resilience and reliability have also been proposed in the literature [43,44]. Recently,
quantifications have allowed us to account for community resiliency by incorporating
socio-economic interactions [45,46] and interdependency [47]. Other resilience methods
exist, such as agent-based and fuzzy [48,49].

However, resilience-assessment procedures need to be followed by adequate decision-
making processes. Therefore, APs would be a suitable framework to consider the flexible
decision-making process and social and environmental changes (e.g., climate change,
adaptation process).

Under the prism of the United Nations (UN) Sustainability Development Goals (SDG),
an in-depth sustainability analysis is needed, arraying the three pillars of environment, soci-
ety, and economy. Very few methods were available to suggest and compute sustainability
metrics [43,50–52]. A holistic approach that combines the pillars of sustainability and re-
silience aptitudes is necessary, especially now, to adapt the structures to the ever-changing
environment under continually augmenting climate effects.

The proposed framework utilizes a new methodology [53] that combines resilience
and sustainability quantification (Section 2.3.2). The used quantification method is a data-
driven multicriteria approach where the different aging periods of the asset and the various
parameters of resilience components are weighted. Resilience quantification considers
four components of the asset’s life cycle: performance/safety; functionality; operations;
and resources. Functionality of components has already been considered the most crucial
indicator for estimating the resilience of a CTI, and is also related to the structural integrity
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of the asset [35,41,42,54]. However, in the adopted methodology, the indicators mentioned
above are considered as separate resilience components to identify the criticality and
participation levels of the resilience.

Socio-economic criteria corresponding to sustainability demands are also considered.
In line with this, the maintenance of structures for their recovery and adaptation, along
with limitations derived from the safety, functionality, or environmental demands, are
essential for the decision-making process. Resources are strongly correlated with the cost of
the available mitigation measures that can be adopted [55,56], affecting also the flexibility of
the AP. For instance, adaptation is limited if resources are lacking. Therefore, investment is
essential for meeting the targeted levels and is considered one of the resilience components.
Modern needs also include CTI operations, usually based on technological advancement,
and contribute drastically to adaptation. For the AP method considered herein, the re-
silience index (Section 2.3.1) and sustainability index (Section 2.3.2) are computed using the
inflow of SHM data throughout the asset’s lifetime, setting the ground for AI predictions of
plausible pathways.

2.3.1. Resilience Index

Data-based resilience quantification accounts for proper criteria throughout the aging
periods of an asset. Those periods are considered as key performance indicators (KPIs):
(a) initial state; (b) absorption; (c) idle period; (d) recovery; and (e) adaptation. The
quantification includes four main components organized into a group of performance
indicators (GPI). The GPI expresses: (i) structural integrity; (ii) functionality; (iii) operations;
and (iv) resources; each containing various parameters [53]. In the case of a reinforced
concrete bridge, the structural integrity is indicated by performance indicators (PIs) such
as the material properties (e.g., strength), the width of cracks, strains, and deflections.
Functionality changes are expressed in traffic load, the number of lanes that are not in
use, and the traffic regulations. Operations may include but are not limited to the type
of monitoring system, analytics, data management, storage, and the system’s security.
Resources are estimated in monetary levels and the personnel needed to run, manage,
maintain, and repair the asset. During design, many natural hazards are assessed with
an increased accuracy level. Currently, the increasing frequency of climate-change-related
hazards is resulting in more-frequent impacts on the built environment [57]. Therefore,
resilience should be estimated for each component.

The methodology sets a scale of importance for every parameter ranging from 1 to
4, with “1” corresponding to a low importance level (γ). For instance, at the initial and
absorption states, the importance level of the material’s strength is considered to be higher.
In contrast, the importance level is lower in the idle, recovery, and adaptation periods since
decaying is expected. Each quantity’s reliability level (L) is also a crucial variable. For
example, the reliability level of a chosen material’s strength ranges from 95% to 99% at the
initial design stage. After this period, depending on the damage type and monitoring data
available, the material’s reliability level decreases, especially close to the end-of-life of an
asset. The reliability level throughout the life cycle of the asset is included by applying a
reducing factor [50,53,58–60]. The data acquired above lead to iterative model updating for
the GPIs.

The resilience quantification derives from Equations (1) and (2). Based on Equation (1),
the overall resilience index (RI), at time t, is estimated as the average number of the RIs
of all the components (RIc): (i) structural integrity; (ii) functionality; (iii) operations; and
(iv) resources. Each RIc is calculated from Equation (2) and multiplied with a participation
factor depending on the structure’s age and the component’s criticality at the specific aging
period examined.

RI(t) =
iv

∑
c=i

RIc(t) (1)
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RIc(t) = βc(t)·
1
n
·

n

∑
i

γi,c(t)·Li,c(t) (2)

where:

• RIc is the resilience index of components (c) and c is

o structural (s),
o functional (f),
o operational (op), and
o resources component (r);

• RI is the total resilience index of the asset;
• βc(t) is the resilience participation factor of the component;
• γi,c(t) is the importance level of the parameter (PI);
• Li,c(t) is the reliability level of the parameter (PI).

The participation factors of each component (βc) result from a sensitivity analysis
(SenAn) based on a targeted resilience level. Since the methodology is data-based, the
more accurate the data and the more reliable the technology is, the more representative the
resilience index of the studied infrastructure. For instance, during preparedness periods, the
targeted resilience level can benefit from up-to-date information offered by various systems,
directly or indirectly, each one having a particular accuracy depending on the equipment,
acquiring method, and conditions. For example, in the case of visual inspections, there
are limitations and difficulties, whereas, if smart and adaptive computer-vision-based
systems are used, the collection gives multiple information points of high accuracy without
affecting the functionality of the bridge, enhancing the assessment of the condition in an
easy, expedient, and objective manner [61]. Finally, the resilience metric for a time duration
∆t is simply the area below the curve formed by the RI(t) for the considered period.

2.3.2. Sustainability Index

In the interests of sustainability, the developed methodology of [53] is compiled to
estimate the sustainability level of the asset throughout its life cycle. In this research,
sustainability is investigated indirectly from the estimated resilience curve. The parameters
for the calculation of the RI also includes the three pillars of sustainability, which are:
(a) economy; (b) society; and (c) environment. Thus, parameters, such as the available
resources (e.g., monetary and human), limitations (e.g., financial, delivery, or delay time),
and action time correlated with the cost, are utilized to express the economic level. The
“environment” pillar is taken into account using the occurrence of a natural hazard through
the different periods of the asset’s life cycle, as well as with the limitation parameter in the
case of environmental restrictions. Finally, hazard events (e.g., increased traffic demand,
natural-hazard occurrence) are accounted for in every KPI of resilience. Together with
the structural integrity and functionality components, it depicts the collateral influence of
societal variables on the estimation of sustainability.

The sustainability level is derived by attributing different weight factors (Wf ) for the
KPIs based on a sensitivity analysis. Each KPI contributes at a different rate to the final
sustainability-level estimation expressed by sustainability indices (SIs) at time t, as Equation
(3) describes. The calculation process of the overall SI leverages the already estimated
RIs of specific periods of the asset’s life cycle (RIm). It follows the estimation of the
sustainability indices for each of the KPIs (SIm) in Equation (4). The SIs are used to calibrate
into four different levels the capacity of the asset in structural, functional, operational,
and resourcefulness terms in the present and future. Therefore, this methodology is a
reliable means not only for the asset’s management but also for the development of APs.
By implementing the AP framework, the metrics of the above equations give evidence and
updates for each plausible pathway based on the inflow of the SHM data and information.
Finally, the sustainability metric for a time duration ∆t is simply the area below the curve
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formed by the SI(t) for the considered period. Figure 3 resumes the interaction details
discussed in Sections 2.3.1 and 2.3.2 as a flowchart.

SI(t) =
m

∑
1

SIm(t) (3)

SIm(t) = W f m(t)·RIm(t) (4)

where:

• SI is the overall sustainability index of the asset;
• m is the total number of KPIs, which are the distinct periods of the asset’s life cycle

(e.g., initial state, absorption period, idle time, recovery period, and adaptation);
• SIm is the sustainability index for a certain distinct period of the asset’s life cycle;
• RIm(t) is the overall RI for a certain distinct period of the asset’s life cycle;
• Wfm(t) is the weight factor for each KPI.
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3. Emerging Technologies in Monitoring and Their Adaptive and Resilient Aspects

Emerging technologies have a significant role in asset management and maintenance.
They are used to enhance the framework of APs. In Sections 3.1 and 3.2, the CV-based
systems, artificial intelligence, and machine learning with a focus on SHM are discussed.
Section 3.3 debates how resilience engineering benefits from up-to-date information pro-
vided by modern SHM systems.

3.1. Computer-Vision-Based SHM Systems

In broad terms, there are three sensor/sensing technology types: contact; non-contact;
and remote. Contact sensors such as strain gauges and accelerometers are most commonly
used in the SHM of bridges [62,63]. They are mature and provide accurate and reliable
measurements. Their main disadvantages are related to their: (i) installation, which requires
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access to the bridge and may involve working at heights; and (ii) maintenance, which may
require replacing malfunctioning sensors. Remote monitoring covers large geographical
regions using satellite radar imagery [64]. This technology offers collection of measurements
of bridge movements with an accuracy of millimeters. The disadvantage is that bridge
movements can be collected only in an interval of days. Non-contact sensing (as defined in
this article) utilizes laser- and vision-based technologies. The former sensing technology is
very costly. The latter technology is becoming very attractive for measuring bridge response
due to its low cost and easy set-up [65]. Vision-based sensors (or cameras) collect image
frames, which are analyzed to track certain features related to the structure’s condition at
local and/or global levels [66]. This technique is usually known as computer-vision-based
(CV-based) SHM. CV-based systems are frequently installed (or set up) away from the
bridges without disrupting traffic or requiring work at heights. In comparison to contact
sensors, CV-based systems can be effortlessly recovered. The quality of the measurements
is influenced by environment and camera specificity factors.

CV-based systems offer the collection of a wide variety of information: (i) traffic,
which includes the number of cars, pedestrians, cyclists, etc., axel locations, and type
of vehicles; (ii) distributed temperature on the bridge surface; (iii) bridge response, for
example, vibration parameters or static response due to slowly passing vehicles; and
(iv) surface measurements such as cracks and spalling. A typical CV-based SHM system
comprises a camera, a tripod (hardware), and image processing algorithms (software). A
variety of cameras, such as action cameras, professional cameras, security cameras, and
smartphone cameras, have been used in bridge monitoring projects [67–70].

Figure 4 shows the application of a CV-based SHM system for monitoring structural
response and traffic on the University of Twente (UT) Campus bridge [71]. The system
consists of two cameras: (1) a traffic camera (its field-of-view is shown in Figure 4a; and
(2) a monitoring camera for measuring bridge response. The monitoring camera has a
zoom lens to capture small bridge deformations. Within its field-of-view both artificial
targets (which have known dimensions) and natural targets (such as bolts and knots in
timber elements) can be seen, as shown in Figure 4b. Figure 4c plots raw (i.e., not pre-
processed for measurement noise) vertical displacements of a target (from Figure 4b) during
a single pedestrian crossing. Figure 4d,e plot the unit influence line induced by the moving
load and power spectral density (PSD), respectively. The influence line can be used to
characterize the load and response mechanism and assess the performance of the bridge
when the known load is used as the moving load. The PSD plot shows the first few bridge
frequencies, which can also be used to characterize the dynamic response of the bridge.

3.2. Artificial Intelligence and Machine Learning with a Focus on SHM

Artificial intelligence (AI) and machine learning (ML) support the analysis of SHM
data. The machine learning model (MLM) is a trained computer system that generates
data, makes accurate predictions, and can identify errors or fault measurements and up-
date [61,66,72–75]. The algorithms are selected to minimize data-processing time and
errors and provide efficiency. Many AI methods, such as fuzzy logic, neural networks
and autoregressive models, find applications in structural engineering since they assist in
the condition assessment of an asset by: (i) identifying the critical parameters; (ii) making
reliability analysis; (iii) identifying load patterns or extreme loads on structures (e.g., traf-
fic load, extreme temperature, wind, or snow); (iv) making load-effect analysis; (v) early
warning assisting in decision making; and (vi) recognizing fault measurements of sen-
sors [72,73,75,76]. MLMs are developed based on one of three categories: (1) supervised
learning (e.g., classification or regression); (2) unsupervised learning (e.g., clustering);
and (3) reinforcement learning [75,77,78] and criteria and thresholds defined by expert
judgments and codes.

Figure 5 illustrates the process for decision making based on monitoring data.
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3.3. How Modern SHM Systems Offer up-to-Date Information to Enhance Resilience

SHM systems enable data-based decision making about the asset’s functionality and
advocate for assessment (directly or indirectly). Despite the massive quantity of mea-
surements and the information gathered, when cross-checked using data acquired from
various systems, their reliability level and accuracy are enhanced. This leads to a more
pragmatic quantification of infrastructure resilience and, in the long term, to an upgraded
resilience level [79,80].

SHM systems consist of both hardware (e.g., sensors, cameras, mobile phones) and soft-
ware parts (e.g., databases, process algorithms) and use internet networks (e.g., cloud storage).
Some studies [66,81,82] have reported the foremost SHM contributions to infrastructure-
resilience qualities. The resilience at the SHM level can also be described with an approach
analogous to that for an asset. The authors of [83,84] introduced the aspect of the resilience
of CV-based SHM systems to acute and isolated shock events, which was inspected further
for adaptation aspects (Section 3.4). However, the distinct periods (Figure 6 and Table 1)
are different from the resilience periods on the global level (e.g., bridge resilience). The
local resilience depends on the SHM system chosen (sensors, wiring, internet, software,
algorithms, output, time, environmental conditions, system maintenance, access, and end-
user). It is affected by events that do not necessarily have a tremendous impact on the
asset’s performance, though they affect the accuracy of measurements. For instance, in
extreme environmental conditions such as strong wind or high temperatures, the sensor
can be damaged, dislocated, or even fall. Thus, the camera’s lens can potentially break and
lose the measurement. Therefore, the system’s functionality is affected, and an immediate
replacement is needed. Similarly, the case of a power outage, which results in the disconnec-
tion of the network or even a bug in the algorithm used, affects the resilience quantification
or further model updating both at the local and global levels, increasing uncertainty.

Table 1. Description of the different events determining the CV-based SHM systems’ resilience
curves.

Design Exposure Idle time Recovery Adaptation

to − tI
dam

- tI
dam − tM

resp tresp − trec trec − tendtI
dam − tM

resp tM
resp − tresp

Description

(1) Abrupt change: system and
hardware interruption or damage
without absorption period related to
events such as:
(a) power cut, internet
disconnection, bugs in the AI
algorithm, restart of the PC;
(b) camera or lens breakdown,
damaged cables.

No actions taken.

(a) Immediate recovery: power
restoration, internet reconnection,
restart, or redesign of
the algorithm.
(b) Linear recovery: replacement
of the camera or the lenses,
replacement of old cables.

Normal
function or
updated
hardware.

(2) Exponential form: related to
cumulative events such as:
(a) CV-SHM system aging, e.g., need
for optimization of zoom or the
distance from the region of interest,
fault measurements;
(b) need for system upgrading, e.g.,
decaying of wiring or cables,
hardware elimination due to
environmental conditions;
(c) facing limitations of various
kinds, such as environmental
conditions that affect the operation
of the CV-SHM system, e.g., fog,
wind, and light conditions.

(a) Immediate recovery: fixing the
camera’s zoom or the distance
from the region of interest.
(b) Linear recovery: upgrade
internet connection and/or
the PC-Ram.
(c) Trigonometric recovery form:
environmental, legal, and
compatibility measures for
updating the software.
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At the local level, many factors affect the form of the resilience curve differently. For
instance, for the CV-based SHM systems, the main factors could be: (i) the interruption of
the network or the CV-based SHM system’s aging, such as a restart of the computer, internet
disconnection, cable replacement, a bug of the AI algorithm; as well as (ii) the occurrence
of cumulative events, such as fault measurements, breakdown of the camera or camera
lenses; and (iii) the environmental conditions, such as wind, fog, rain, and light conditions.
Therefore, depending on the occurrence of an extreme event and the exposure conditions,
especially with climate-change events, there is an impact on the resilience components of
operation and resources, as Figure 6 and Table 1 illustrate. For example, the absorption of
an occurrence when monitoring with a CV-based SHM system can have two forms: either
an abrupt change (1) for events such as hardware damage (Figure 6(i)), an interruption of
the system (Figure 6(iv)) or an exponential form (2) when cumulative events that affect the
CV-based SHM system’s response occur (Figure 6(ii–iv)).

Possible events relevant to these kinds of curves would be the need for system up-
grading due to the decaying of wiring or cables (Figure 6(ii)) and damage to the system’s
components due to environmental exposure and conditions such as high winds, heavy
rain, and dense fog (Figure 6(iii)). Additionally, the recovery period, depending on the
mitigation strategy, follows either: (a) a steep form (immediate recovery); (b) a linear; or
(c) a trigonometric form, resulting in adapting the system to both hardware and software
in future time. The different forms of recovery period are described extensively and are
matched with the various events, exposure conditions, and time in Figure 6 and Table 1.

3.4. Adaptive Aspects of Monitoring Systems and AI Methods

All data and information derived from the monitoring systems assist in further deci-
sion making regarding the management of assets. As mentioned, climate-change events
necessitate an innovative approach to acquiring and using the data. Following a strategy
based on cost reduction, minimization of losses, and fast adaptation demands, monitoring
should ensure increased reliability levels and reduction of uncertainties. The CV-based
monitoring systems, in combination with AI and MLM tools, provide a wide range of
measurements and can be characterized as: (i) reliable; (ii) resilient; (iii) adaptive; and
(iv) sustainable, despite the challenges or risks of their application. Table 2 below summa-
rizes the four dimensions for each one of those systems and methods as well as the possible
risks accompanied by appropriate solutions [81,85–89].

The adaptive nature of CV-based systems is highlighted by their ability to produce a
wide range of data and measurements from only one kind of sensor. For example, a mobile
phone can record, store, transmit, and visualize data. It can provide measurements of both
deflections of a bridge deck and the traffic flow. Those data can easily be further processed
using different types of AI algorithms and MLM methods to generate complex scenarios of
hazards, produce artificial data, and lastly, update models, such as finite element models
(FEM) and digital twins (DT) as well as discover alternative, optimized solutions [72,90].

Regarding the sustainability of sensors, the critical parameters are the production and
the cost. Even though technological advances in production lines limit the carbon footprint
of production and have radically reduced the purchase cost of sensors, unexpected events,
such as the energy crisis, can have an unfavorable effect [88,89]. Apart from the cost, an
essential parameter of applying sensors is their communication with emerging technologies
that are self-evaluated, self-updated, and self-adapted [86,91–94].
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Table 2. The four dimensions of CV-based artificial intelligence (AI) algorithms and machine learning
models (MLM) methods, possible risks, and appropriate solutions.

CV-Based SHM Systems AI Algorithms ML Models (MLMs)

Reliable

Enhance SHM and inspection data.
Increase the accuracy of measurements.
Can be paired with
emerging technologies.

Recognize fault sensors’
measurements.
Decrease errors.
Perform reliability and sensitivity
analysis.

Iteration process for
developing, training, and
validating the MLM.
Reduce uncertainties.
Make reliable predictions.

Resilient

Remote monitoring.
Early diagnosis.
Damage diagnosis at local and
global level.
Low cost.

Faster data processing.
Computational efficiency.
Interpretation of sensors’ data.
Identification of critical
parameters, load patterns, or
extreme loads on structures.

Utilization of real monitoring
and artificial data.
Utilization of different types
of algorithms.

Adaptive

Sensor and measurement variety.
Multiple data and use of sensors.
Can be combined with
emerging technologies.
Easily replaced and maintained.

Various types of AI algorithms
Can be combined for
different events.
Smart.

Generate artificial data.
Combine data.
Alternative solutions.
Optimization of solution.

Sustainable Cost-effectiveness.
Low carbon footprint.

Self-evaluated.
Self-updated.
Self-adaptive.

Risk

Measurement accuracy and image
quality can be affected by the
environmental conditions.
Power cut and missing data.
Natural and human hazards.

Bug of the algorithm.
Failure to make modifications.
Vulnerable to cyber-attack.

Imbalanced data.
Missing data.
Memorized model.

Solution

Improve template matching accuracy.
Improve feature point matching.
MLM assists in handling missing data.
Use of a second camera for the
reference points or use of stationary
reference points on the background.

Restart or redesign the algorithm.
Periodic testing.
Expertise staff and
expert judgment.
Increase the security of
data protection.

Utilize over- and
under-sampling technics.
Utilize missing data handling
methods, e.g., use algorithms
that predict missing values.
Split data into testing
and training.

The architecture of a well-designed and secured monitoring system is fundamental
to supporting documentation and facilitating decision making. Communication between
the parts of the system, especially in CV-based SHM systems (sensors, AI, MLM), provides
provisions under changing conditions, risks, and hazards and enables stakeholders to
design adaptation plans. During this design, many options can be implemented over time,
on the local or global level, incorporating a long-term vision and objectives into short-term
decisions. Those adaptation options take into consideration an asset’s life cycle expansion
by informing modeling with predictions from MLMs based on, e.g., climate-change effects
and traffic increase [72,85,95]. The timeline of the decisions towards implementing the
adaptation process is the adaptive pathway with which different defense levels are built
for multiple hazards, enhancing the reliability, resilience, adaptiveness, and sustainability
of decaying infrastructures (Figure 7).
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4. Case Study Bridge

To explain the previously discussed, the case study of the “Hollandse bridge” is used.
Section 4.1 introduces the bridge, Section 4.2 presents the monitoring systems installed on
the bridge, and Section 4.3 offers the details, in time, of the deterioration of the bridge.

4.1. Hollandse Bridge

The oldest prestressed highway bridge of Flevopolder in the Netherlands, “Hollandse
bridge” [96], was chosen as the case study due to the various mitigation measures taken
over time. The bridge has been operating since June of 1969, and from the very start,
the traffic load has increased radically, resulting in functionality problems [96,97]. The
development of the nearby city, Almere, augmented the traffic flow, and the bridge was
overloaded in the 1980s. Various mitigation measures were taken during the nineties (from
1993 to 1999), such as widening the bridge’s deck. In 2007, the Dutch Organization for
Applied Scientific Research decided that the bridge was unsafe to carry traffic loads over
12 tons and applied traffic restrictions. The decision led to tremendous economic losses
for the county, which triggered the renovation of the bridge one year later (2008) and the
installation of an SHM [96,97]. However, the continuous increase in the traffic load from
2011 to 2014 resulted in further actions, including the reconstruction of the existing bridge
and the construction of a new one next to it.
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4.2. Monitoring of the Bridge

The monitoring of the bridge started in 2008 during the renovation period. The
authorities decided to install an SHM system, including sensors, cameras, and a weather
station. The main scope of the installed SHM system was to provide data during this period
regarding the bridge’s structural integrity. The total of 145 sensors includes 34 vibration
sensors, 91 strain gauges, and 20 thermometers to measure deflections, displacements,
strains, and temperature (Table 3). Also, there is a weather station that gathers respective
data and a video camera that provides a continuous video stream of the actual traffic [97,98].
This is the first fundamental decision for a mitigation measure that enables the premature
version of the CV-based SHM system.

Table 3. Sensors’ characteristics of the bridge’s SHM system.

Sensor’s Type Number Measurements Position

Vibration sensors
(geo-phones) 34 Vertical movement. The bottom part of the deck’s slab and beams.

Strain gauges

16 Horizontal longitudinal stress Embedded in concrete.
34 Attached to the outside concrete substrate.
28 Horizontal stress perpendicular

to the first 16 strain-gauges.
Embedded in concrete.

13 Attached to the outside concrete substrate.

Thermometers
10 Temperature. Embedded in the concrete.
10 10 attached to the outside substrate of the concrete.

Weather station 1 Environmental conditions.
Video camera 1 Video stream of the actual traffic.

The available data of the SHM system consisted of short snapshots of strain and
videos, which were manually transported from the site to the monitoring location at Leiden
University. The collected data operate at a frequency of 100 Hz and are related to the
traffic load and the environmental conditions of the bridge. Overall, 56 kB of data per
second are stored, equivalent to approximately 5 GB per day and over 1.7 TB yearly. Also,
the video camera produces a data stream in a similar range with a compressed video of
46 kB per second [99].

4.3. Deterioration

As mentioned, the traffic increase over time led to overloading the bridge and was the
main cause of deterioration. Consequently, the bridge’s functionality efficiency became a
concern, despite the consistent implementation of measures, as it struggled to accommo-
date the rising demands of increased traffic. This led the bridge’s structural integrity to
deteriorate due to heavy loads in 2007. The crucial decision to build a second bridge next
to the existing one came inevitably in 2019 due to a 123% increase compared to the 1990s’
traffic load. The future prediction of the traffic increase in 2030 is expected to exceed this
rate and double [96].

InfraWatch (2008) [98] closely investigates monitoring data from Hollandse bridge
and publishes records of measurements and reports. Based on those public data (strains),
as well as estimations of future traffic loads [96] derived from the CV-based installed
monitoring system, studies have indicated the most appropriate ML algorithm is vanilla
long-short term memory (LSTM) [100] to predict the future trend of the bridge’s response,
resilience, and sustainability [53]. The extension of the existing CV-based system to include
those algorithms and consider scenarios of natural hazards or catastrophic events aims to
build up the defense of the asset and expand its life cycle using the most efficient decision
through its adaptive pathway.
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5. Adaptive Pathway Benefiting from the Resilience of Monitoring Systems and
Emerging Technologies for Hollandse Bridge

The EU JRC workshop on system thinking for critical infrastructure [101] developed
operational frameworks and management planning, including APs, for a series of events
based on the national risk profile in the Netherlands. According to the recent study by
Werners et al. (2021) [11], the APs for Hollandse bridge are examined considering not
only climate change and land management but also accounting for population growth and
traffic, bridge performance, and continuous mitigation actions as well as updating of the
monitoring system. The nine steps of the proposed framework adopted for the case-study
bridge are summarized in Table 4.

In line with the national risk profile of the region [101], the asset’s vulnerabilities and
the possible actions are highlighted. The complex risk resulting from the interaction of
climate hazards, population, and traffic growth extends the bridge’s lifetime. Climate-
change risk is projected for the near future (2025–2030), considering increased precipitation
and water levels alongside erosivity and alterations in soil conditions [103,104]. On this
ground, four goals are defined: (i) accommodating the increase in traffic and population
along with climate hazardous events; (ii) efficient and reliable monitoring; (iii) continuous
bridge-performance assessment and prediction; and (iv) the timely updating of the adopted
management policies.

A series of all possible performance levels, events, mitigation measures, and scenarios
for climate change are listed in Table 5 below. The performance of the bridge can be, for ex-
ample, investigated using the Bridge Inspector’s Reference Manual (BIRM) [105], the Code of
Practice (CoP) [106], or the Cost TU1406 standardized method at the European level [107,108].

Table 5 also includes several performance classifications and SHM solutions for aug-
mented resilience and augmented smart resilience. Figure 8 represents the developed
AP map with a few plausible future pathways and actions, including adopting new tech-
nologies, such as AI, MLM, and DT. This map also illustrates transfer points between
solutions and conditions forming the AP. The map shows that the potential for future
adaptation reduces, given the current technology and investment level. Examining past
decisions and evaluating the measures’ effectiveness is fundamental to selecting future
actions and transfer points. Without a doubt, the records using CV-based SHM systems and
AI technologies provide information to make conclusions on multiple levels. Considering
the future projections of climate-change events, the reflective learning procedure, which
Werners et al. (2021) [11] suggest, provides justifications for developing the future national
safety and security strategy.

Figure 9 demonstrates the already applied pathway and one of the selected plausible
directions that can be implemented in the future. The distinct events considered, namely
traffic and population increase, precipitation, and water level increase, present overlapping
(hatched areas) and, through time, restrict the adaptation magnitude of the bridge to a
limited range of options. This representation of the selected adaptive pathway is based on
synchronized decisions, as listed in Table 6, where the list of chosen and plausible future
events and the selected decision points are shown.

The shadow-width of each adaptive pathway is its adaptive space. This space becomes
narrower over time because of efforts by municipal managers to increase the robustness of
the system. Consequently, the system risks becoming non-adaptive as it approaches the
boundary of the adaptive space, with less flexibility to cope with stress. Over time, the
system complexity, feedback, and connectivity increase, and thus, the adaptation spaces of
pathways overlap to ensure that decision cycles for one pathway influence the adaptive
space in other pathways. The line connecting the decision points is considered to be of great
adaptive magnitude if it moves toward the top of the colored adaptive pathway area and to
have less adaptive capacity if it is toward the bottom of the colored adaptive pathway area.
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Table 4. Framework adapted for the Hollandse bridge.

Steps and Drivers

1. Vulnerabilities: (i) population and traffic increase; (ii) climate change—increased emissions [102], temperature [103], flood,
water level, and precipitation [103,104].

2. Objective: extend the lifetime of the bridge.

Goals: (i) accommodate the increase of traffic and population along with climate-change hazardous events; (ii) efficient and reliable
monitoring; (iii) continuous performance assessment and prediction; (iv) on-time updating of the adopted management policies.

3. The plausible scenarios, the bridge’s performance levels, and decision points are listed in Table 5.

4. The developed APs and map are illustrated in Figure 8.

5. The design adaptation plan is presented in Table 6.

6. The selected AP is presented in Figure 9. The selected decisions are numbered from 1 to 9.

7. Discussed in Sections 4.1 and 6.

8. Mitigation decisions are presented in Figure 8, and selected decisions 1 to 9.

9. Evaluate through continuous monitoring.

Table 5. The list of all plausible events, levels, and decisions related to population and traffic growth,
bridge performance, mitigation, and SHM.

Events Performance Decisions

Population and Traffic Growth

• Population settlement
• City population increase
• Nearby city population

increase
• Traffic increases due to

lifelines 1

• Unexpected events 2

• Land use change
• Expansion of high

institutions
• Expansion of railway
• Expansion of infrastructure

tourism
• Tourism attraction due to

exhibitions
• Industrial zone expansion
• Power infrastructure

expansion

Hazard and Climate change

• Extreme temperatures
• Wildfires
• Precipitations
• Extreme wind and storms
• River water level
• Drought
• Tsunamis
• Fire due to severe

thunderstorms
• Earthquakes

BIRM and CoP

• Safety
• Serviceability
• Condition
• Sustainability

COST TU1406

• Serviceability
• Ultimate
• Fatigue
• Reliability
• Resilience
• Safety
• Cost
• Availability

Bridge Degradation Mitigation

• No action
• Asphalt layer
• Traffic restriction
• Increase the number of

traffic lanes
• Strengthening
• Replacement of expansion

joints
• Replacement of bearings
• Rehabilitation of the

supports
• Deck widening
• Installation of a CV-based

SHM system
• Updating CV-based SHM

system
• Flood protection measures
• Improvement of drainage

system
• Construction of a new

bridge
• Flyover bridge

SHM Bridge

• No monitoring
installations

• Accelerometers
• Strain gauges
• Scour acoustic

transducer
• Camera
• Geophones
• Thermometers
• Augmented resilience
• GoPro camera
• Synthetic aperture ladar

(SAL)
• Global navigation

satellite system (GNSS)
• Radar
• Mobile phones
• Drones
• Fiber optics
• Augmented smart

resilience
• AI
• ML
• Digital twin (DT)
• Internet of things (IoT)

1 military conflicts, immigration crises; 2 pandemic, terror attack, severe collision accident.
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Table 6. List of chosen and plausible events and decision points.

Decision Point 1 2 3 4 5 6 7 8 9

Year 1969 1980 1993 1999 2007/2008 2011 2015 2025 2030

Population
and Traffic

Growth

The bridge
is open to

traffic.

Population
increase in
the nearby

city.

Traffic
increase. Overloaded. Traffic increase. Traffic increase. Traffic

increase.
Traffic

increase.

Climate
Change - - -

100%
increased
emissions

22% increased
temperatures

from 1960.

9% increased
temperatures

from 2011.

Increased
precipita-

tion.

Water level
increase.

Performance Good state. Safe. Safe.
Unsafe for
loads more
than 12 tn.

Unserviceable. Overloaded. Safe. Overloaded.

Mitigation None. None. Increase in
traffic lanes. Renovation. Open

rush-hour lane.

Reconstruction
of the existing

bridge and
construction of
a new bridge.

Improve
drainage
system.

Deck
repairs and

flood
protection
measures.

SHM - - -
Installation
of the SHM

system.
SHM. SHM. AI and ML.

Digital
twins and

IoT.

Economical
resources Investment. - - - - Investment. - -
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The plausible chosen pathway is flexible and dynamic, and it changes progressively
following the occurrence of new events and situations, hazards, and monitoring data. The
decisions of the pathway are:

Decision Point 1: The population was settled in the nearby city of Almere, and the
bridge was constructed in 1969. At this moment, the bridge was in the initial state (good
and fully operational level); thus, mitigation measurements were unnecessary.

Decision Point 2: A few years later (1980), the city’s population increased, resulting
in increased traffic flow. However, this increase did not affect the bridge immediately, and
there was no need for any action.

Decision Point 3: Almost thirteen years later (1993), the increase in Almere’s city
population and traffic affected the bridge’s functionality. Mitigation measures were taken
to set the traffic flow into normal conditions, including consideration of traffic at the south
part of three lanes instead of two.

Decision Point 4: Around 1999, due to the continuous increase in traffic load, there
was demand for further mitigation measures, even though the bridge was still in good
condition. Under these circumstances, the bridge’s deck was widened by increasing the
number of traffic lanes from two to three in the north part.

Decision Point 5: A few years later, around 2007 to 2008, based on the outcomes of
the Dutch Organization for Applied Scientific Research report, the bridge was considered
overloaded and unsafe for loads of more than 12 tons. This resulted in immediate actions,
including traffic restrictions for heavy vehicles to pass and the bridge’s repair. Also, the
SHM system was installed on the bridge during the repair period.
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Decision Point 6: Three years later (2011), despite the bridge being repaired and
monitored, the tremendous traffic increase led to its functionality in problematic conditions
again. The bridge was considered unserviceable, and the rush-hour lane was opened north,
increasing the number of lanes from three to four.

Decision Point 7: Traffic increase caused further unfavorable conditions to the bridge
and provoked overloading again around 2013. The mitigation measures consisted of two
components: (a) the construction of a new bridge next to the existing one (2014); and (b)
the reconstruction of the old one.

Decision Point 8: Future decisions (2025) are expected due to predictions not only in
traffic but also due to the risks of climate change [103]. Under the threat of those hazards,
actions including improving the drainage system by mainly extending the preliminary
CV-based SHM system with further development and updating the AI and MLM methods
are inevitable.

Decision Point 9: Within this decade (2030), technical solutions are needed to maintain
and upgrade the condition of the bridge (e.g., replacement of expansion joints, deck repairs)
but also to protect the asset due to changes in water level by flood defense infrastructure.
The continuous monitoring may also need extension using technological advancements
(e.g., digital twins (DT)) to exploit the records for making future predictions with a lower
uncertainty level of climate-change events.

The selection of the AP is based on a data-driven evaluation process. The process uti-
lizes the RI and SI methodologies presented in Section 2.3. The indices are estimated for each
of the selected mitigation actions, and the proposed equations in Sections 2.3.1 and 2.3.2
calculate the aging periods of the asset. The calculation of the RI follows an iterative process,
in which the preliminary estimated participation factors (βc) of the resilience components
are optimized through a sensitivity analysis.

The performed sensitivity analysis defines the thresholds and the correlation of the RIs
derived from the preliminary selected βc values, which were based on experts’ judgments.
Once the thresholds were defined, the distribution type and function of the βc were also
suggested to reduce uncertainties for predicting the RIs in hypothetical scenarios. The
distribution function of the factors has proven to be the t-distribution with n-1 degrees
of freedom [109]. The resilience curve is redesigned based on the participation factors’
predictions with a 95% confidence interval, as illustrated in Figure 10a.

The SI accounts for the five KPIs’ weight factors (Wf). Analogously to the participation
factors, the preliminary estimation of the KPIs is based on experts’ judgments, and a
sensitivity analysis follows for the optimization of the selected Wf. For the case-study
bridge, the initial design is of fundamental importance to the life cycle and contributes 35%
to the sustainability. The absorption period is estimated to participate 20% for chronic and
cumulative effects. In cases where mitigation measures are to be taken, Wf of idle time and
recovery periods are equally crucial for a redesign scenario, with each contributing 35%.
Finally, the adaption period accounts for a lower level of 10% [53,109].

The resulting resilience and sustainability curves throughout the bridge’s aging peri-
ods are illustrated in Figures 8b and 10a, respectively. Figure 10a presents the resilience
index (RI) derived from Equation (1) in the vertical axis. Figure 10b represents the sustain-
ability index (SI) derived from Equation (3). Further, the resilience and sustainability metrics
for a time duration ∆t were calculated. Both metrics are obtained by computing the area
below the curves formed by the indices RI(t) or SI(t) for the considered duration ∆t. Finally,
Table 7 summarizes the computed indices and metrics of resilience and sustainability.
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Figure 10. Representation of the (a) resilience and (b) sustainability curves of the selected AP. The
different resilience phases (i.e., the absorption, the idle time and the absorption) are represented with
different colors grey, light orange and green.

Table 7. Resilience and sustainability indices and metrics of the selected AP.

Resilience and Sustainability Indices Resilience and Sustainability Metrics
Year Action RI (%) SI (1–4) Period Resilience Sustainability

1969 1 100 1.26
1969–1980 8.1 15.8

1980 2 48 1.61
1980–1993 5.7 21.4

1993 3 40 1.68
1993–1999 2.5 10.3

1999 4 44 1.75
1999–2007 3.6 15.0

2007 5 45 2.00
2007–2011 1.9 8.2

2011 6 49 2.09
2011–2015 2.0 8.7

2015 7 53 2.28
2015–2022 4.4 16.2

2022 - 72 2.36
2022–2025 2.2 7.1

2025 8 75 2.35
2025–2030 4.2 12.02030 9 91 2.44

6. Lessons Learned

This article presents lessons learned from the case study of the Hollandse bridge.
Experience and evaluation of the adopted actions and policies of the bridge are crucial
tools for enhancing adaptive capacity and resilience for the case-study bridge and similar
structures. The evaluation process is based on the estimated resilience and sustainability
curves along with their corresponding indices and metrics, indicating part of the adaptation
capacity of the bridge from the contacted APs. Thus, the knowledge transfer process
is expected to: (a) enhance knowledge (e.g., improve the methodology of monitoring,
assessment, and management policies of the asset); (b) assist in identifying early triggers of
deterioration (e.g., identify and reduce future risk); and (c) define proper measures for the
maintenance of the asset (e.g., allocate resources).
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The population increase in the city of Almere that induced the increase in the traf-
fic flow was considered not to affect the bridge immediately. The traffic flow was still
acceptable. Thus, there was no need to maintain the bridge. However, a few years later,
the bridge’s functionality and structural integrity were affected by crucial socio-economic
impacts in the country. The underestimation of the situation due to the lack of data from
visual inspections can be avoided in the future with the installation of the SHM system on
the bridge along with monitoring using CV-based systems.

Monitoring with a CV-based system helps increase safety levels during reconstruction
periods and assists in further asset adaptation. According to the information and data of
the case-study bridge, the reconstruction periods may be critical in terms of safety, as a
high rate of uncertainty characterizes the material’s strength and the bridge’s structural
integrity level. Moreover, evaluating the structural integrity through non-destructive tests
(NDTs) can be time-consuming and lead to disruptions or catastrophes. When the SHM
system was installed in 2007, the resilience indices showed a noticeable increase for the
Hollandse bridge, denoting the space for further adaptation.

Based on previous experience derived from similar past actions or projects (e.g., deck
widening, monitoring-system installation, monitoring-system maintenance), the duration
of upcoming mitigation measures can be estimated or predicted along with their cost
(e.g., installation of a monitoring system on the second bridge or deck widening, construc-
tion of a flyover bridge). Delays or earlier delivery are translated into cost underrun or
overrun. Thus, probabilistic approaches can assist in minimizing the uncertainties of the
duration of mitigation actions and cost (e.g., reconstruction of the bridge, need for expert
staff or extra equipment) as well as for the estimation of an upcoming risk event (e.g., late
delivery of strengthening equipment or lab soil quality/material strength results, etc.) to
avoid long suspension of the project activities or the overall project.

Based on the continuous increase in traffic demands in the past (1980–2019), AI and ML
model development along with monitoring systems are expected to estimate and predict
both structural performance and functionality, avoiding future disruption of the bridge
either due to the increasing traffic demands or the occurrence of extreme events.

Future risks of extreme events exacerbated by climate change, such as extreme tem-
peratures (12% increase in temperature values in 2029), generate the need to improve or
update the monitoring system. An increase in temperature variation may result in wrong
measurements of deflections and, thus, in high uncertainties [110]. Therefore, monitoring
with a CV-based system can minimize them. The evolution of the CV-based monitoring sys-
tem from a premature basis of only one camera to a more sophisticated modern and smart
system overlaps with mitigation measures for the bridge and the significant hazards due to
climate change. Therefore, the SHM system is crucial for every chosen adaptive pathway.

Based on estimating the recovery period and cost of previous mitigation measures,
the adopted management policies can be changed or updated, accounting for the resources
needed, other limitations (i.e., legal framework, societal crisis), and the upcoming risk of
an extreme event. The resilience indices increased with asset reconstruction in 2015.

Lastly, the measures taken, especially the SHM monitoring, assist in further adaptation
of the asset under the new demands (societal, environmental, and economic). The proposed
sustainability index represents this trend and illustrates that the sustainability metric has
continuously increased smoothly upon the decision of mitigation measures (1980).

7. Conclusions

This article contributes to the state of the art by proposing a framework of flexible
and smart APs for CTI benefiting from the resilience of innovative systems. Those inno-
vative systems are CV-based coupled with emerging technologies, AI, and ML to reduce
uncertainties, interpret data for response, and make future projections about risks and
performance of structures. Based on the resilience aspect of the CV-based SHM systems,
both in terms of software and hardware, APs are facilitated. Decision making over the
lifetime of critical assets is based on the performance level, monitoring data, and resilience
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analysis, contributing to the asset’s flexible, dynamic, and adaptive management. Also,
the simultaneous radical change in the environment and climate has increased the risk
for existing assets. The fourth industrial revolution has brought into light methods to
enhance the reliability of the SHM systems and measurements, permitting continuous
recording and storing of large quantities of data that can be further used for future design
and model updating.

The resilience of systems (e.g., infrastructure, monitoring, network) includes not only
the absorption and recovery period in case of an event’s occurrence but also their ability to
adapt and be sustainable in the long term. To develop alternative routes throughout the
lifetime of an asset, as well as to furnish mitigation solutions against the threat of human or
natural hazards, this study proposes metrics for the quantification of resilience and sustain-
ability. These metrics can trigger actions that bring the asset to the climate-change era.

The proposed framework of APs is thoroughly discussed and developed for the case
study of the Hollandse bridge, considering traffic and population growth, performance,
mitigation measures, and climate-change risk. The role of CV-based systems in supporting
the actions of APs is examined in the case study of the Hollandse bridge. Despite the
complexity and overlapping of variables, updating the SHM systems with supreme tech-
nologies in every period narrows down the system’s adaptation space. It qualifies for many
possible courses of action. By reflecting on the example of the Hollandse bridge, future
planning of short- and long-term demands of assets should be based on the lessons learned
and presented for this study and assisted by SHM methods that will infuse decisions
forming the adaptive pathway for the future.
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