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Abstract  29 

Motivational (i.e. Pavlovian) values interfere with instrumental responding and can 30 

lead to suboptimal decision-making. In humans, task-based neuroimaging studies have 31 

only recently started illuminating the functional neuroanatomy of Pavlovian biasing of 32 

instrumental control. To provide a mechanistic understanding of the neural dynamics 33 

underlying the Pavlovian and instrumental valuation systems, analysis of neuroimaging 34 

data has been informed by computational modelling of conditioned behaviour. 35 

Nonetheless, due to collinearities in Pavlovian and instrumental predictions, previous 36 

research failed to tease out haemodynamic activity that is parametrically and 37 

dynamically modulated by coexistent Pavlovian and instrumental value expectations. 38 

Moreover, neural correlates of Pavlovian to instrumental transfer effects have so far 39 

only been identified in extinction (i.e. in the absence of learning). In this study we 40 

devised a modified version of the orthogonalized go/no-go paradigm which introduced 41 

Pavlovian only catch trials to better disambiguate trial-by-trial Pavlovian and 42 

instrumental predictions in both sexes. We found that haemodynamic activity in the 43 

ventromedial prefrontal cortex covaried uniquely with the model-derived Pavlovian 44 

value expectations. Notably, modulation of neural activity encoding for instrumental 45 

predictions in the supplementary motor cortex was linked to successful action selection 46 

in conflict conditions. Furthermore, haemodynamic activity in regions pertaining to the 47 

limbic system and medial prefrontal cortex was correlated with synergistic Pavlovian 48 

and instrumental predictions and improved conditioned behaviour during congruent 49 

trials. Altogether, our results provide new insights into the functional neuroanatomy of 50 

decision-making and corroborate the validity of our variant of the orthogonalized 51 

go/no-go task as a behavioural assay of the Pavlovian and instrumental valuation 52 

systems.  53 
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Introduction  54 

According to the two-process theory of associative learning the interaction between the 55 

Pavlovian and instrumental valuation systems underpins adaptive behaviour 56 

(Mackintosh, 1983; Rescorla & Solomon, 1967). Correspondingly, the Pavlovian 57 

corrupting influence on optimal instrumental control is thought to underlie well-known 58 

behavioural anomalies observed in animals (i.e. autoshaping (Brown & Jenkins, 1968), 59 

negative automaintenance (Williams & Williams, 1969)) and humans (i.e. framing (De 60 

Martino, Kumaran, Seymour, & Dolan, 2006) and endowment (Kahneman, Knetsch, & 61 

Thaler, 1990) effect). Furthermore, there is growing empirical evidence that Pavlovian 62 

learning biases may account for maladaptive behaviours associated with depression 63 

(Dayan & Huys, 2008; Huys et al., 2016), addiction (Robinson & Berridge, 2003), 64 

trauma (Ousdal et al., 2018) and other common mental disorders (Garbusow et al., 65 

2022).  66 

While the Pavlovian system supports the acquisition of associations between 67 

temporally contiguous stimuli and outcomes, the instrumental system enables adaptive 68 

learning of stimulus-response-outcome pairings. Crucially, since hard-wired, 69 

Pavlovian-mediated preparatory responses (i.e. approach versus avoidance) are tightly 70 

tied to outcome valence (i.e. reward versus punishment), the Pavlovian system 71 

invariably prescribes approach to reward-predicting stimuli and avoidance of 72 

punishment-predicting stimuli. Conversely, the instrumental system flexibly selects 73 

actions based on their contingent outcomes and independently of outcome valence. 74 

Therefore, when the required action is not congruent with the anticipated outcome 75 

valence (i.e. approach punishment-predicting stimuli / avoid reward-predicting stimuli) 76 

Pavlovian and instrumental predictions diverge and compete for behavioural control. 77 

Alternatively, when the required action and anticipated outcome valence are congruent 78 
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(i.e. approach reward-predicting stimuli / avoid punishment-predicting stimuli), 79 

Pavlovian and instrumental predictions converge and exert synergistic effects on 80 

behaviour.  81 

The two most popular experimental paradigms that leverage the asymmetries of 82 

Pavlovian and instrumental predictions as a function of the two axes of behavioural 83 

control (i.e. valence and action) are the Pavlovian to instrumental transfer (PIT) 84 

(Cartoni, Puglisi-Allegra, & Baldassarre, 2013) and orthogonalized go/no-go task 85 

(Crockett, Clark, & Robbins, 2009). In the PIT task Pavlovian and instrumental 86 

predictions coupled with different cues are acquired in separate experimental stages and 87 

transfer effects are subsequently tested in extinction (i.e. in the absence of new 88 

learning). In the orthogonalized go/no-go task Pavlovian and instrumental predictions 89 

coupled with the same cues are continuously updated via probabilistic feedback. 90 

To illuminate the functional neuroanatomy of the Pavlovian-instrumental dichotomy 91 

human studies have exploited haemodynamic responses to Pavlovian and instrumental 92 

predictions during acquisition of functional magnetic resonance imaging (fMRI) data 93 

(Guitart-Masip, Huys, et al., 2012). Moreover, analysis of fMRI recordings has 94 

capitalised on the mechanistic insights afforded by the use of reinforcement learning 95 

(RL) theory to account for experimentally elicited motor responses (Guitart-Masip, 96 

Huys, et al., 2012). In the most successful implementations of this modelling work the 97 

linear superposition of Pavlovian and instrumental values into a common decision 98 

variable guides action selection (Guitart-Masip, Huys, et al., 2012; Huys et al., 2011). 99 

Computational models of the PIT effect are usually built on the offline linear 100 

combination of static (learnt) instrumental and (fitted) Pavlovian value expectations 101 

and thus parametric modulation of haemodynamic responses as a function of PIT 102 

effects is based on behavioural measures such as the strength of instrumental 103 



 6 

responding (Geurts, Huys, den Ouden, & Cools, 2013). Although RL models of the 104 

orthogonalized go/no-go task incorporate online updating of Pavlovian and 105 

instrumental values by means of separate prediction errors, the time courses tracking 106 

their temporal evolution are highly collinear, thus precluding fMRI modelling of the 107 

neural correlates of Pavlovian learning biases (Guitart-Masip, Huys, et al., 2012). 108 

In this study we have addressed this shortcoming and developed a modified version of 109 

the orthogonalized go/no-go task to effectively tease apart Pavlovian and instrumental 110 

value representations and their interaction in the brain. We included catch trials 111 

whereby only Pavlovian expectations were being updated and no instrumental 112 

responding was required. We demonstrated parametric encoding of instrumental and 113 

Pavlovian predictions in the supplementary motor (SMC) and ventromedial prefrontal 114 

cortex (vmPFC) respectively and of synergistic Pavlovian by instrumental interaction 115 

(PII) effects in regions pertaining to the limbic system. Crucially, we revealed brain-116 

behaviour correlations further validating the role of these regions in modulating 117 

learning and choice behaviour. 118 

119 
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Materials and Methods  120 

Participants. We recruited forty-five participants for our study. Five participants were 121 

excluded due to significant incidental clinical brain imaging finding (n=1) or due to 122 

poor task performance (i.e. choice accuracy < 55%) (n=3) or due to technical problems 123 

with data acquisition (n=1). The remaining forty subjects (32 females) were included 124 

in the analyses presented in this paper. Participants were aged between 18 and 60 years 125 

(mean= 22.07, sd ± 2.32). All participants provided written, informed consent. Based 126 

on a previously documented large behavioural effect size (Cohen’s d = 1.4) (Guitart-127 

Masip, Huys, et al., 2012), we estimated a sample size of 40 subjects would be sufficient 128 

to achieve 80% power at an alpha level of 0.05. The study protocol was approved by 129 

the University of Glasgow College of Science and Engineering Ethics Committee 130 

(300160098). 131 

 132 

Experimental procedures. To better tease apart the dynamic (that is, trial-by-trial) 133 

neural representations of instrumental and Pavlovian systems in the presence of 134 

learning we modified the popular orthogonalized go/no-go task (Guitart-Masip, Huys, 135 

et al., 2012). Indeed, the classic version of this task does not allow a straightforward 136 

dissociation of Pavlovian and instrumental predictions and previous work highlighted 137 

this shortcoming (Guitart-Masip, Huys, et al., 2012). Likewise, classic PIT paradigms 138 

are designed to elicit Pavlovian effects on instrumental responding in the absence of 139 

new learning and thus are not suited to investigate the ‘dynamic’ effects of the 140 

Pavlovian and instrumental systems on decision making (Huys et al., 2011). 141 

Our task consisted of four blocks. Each block had 40 mixed (i.e. instrumental and 142 

Pavlovian) and 20 Pavlovian only trials (60 trials per block and 240 trials in total) 143 

(Figure 1A-B). Within each block mixed trials were randomly interspersed with 144 
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Pavlovian only trials. In the mixed trials there were three events: presentation of a 145 

fractal cue, target detection and probabilistic outcome. There were four fractal cues and 146 

each denoted a specific combination between action requirement (i.e., go versus no-go) 147 

and outcome valence (i.e., win versus lose). The association between the four fractals 148 

and the resulting combinations of action and valence (i.e., go to win / no-go to win / go 149 

to avoid losing / no-go to avoid losing) were randomised across participants. In the 150 

target detection phase a circle was shown on either the right- or left-hand side of the 151 

screen (target positions were counterbalanced across trials within each block). In the 152 

outcome phase, possible outcomes were an upward pointing green arrow (1 point) or a 153 

horizontal yellow bar (0 point) in the win trials and a downward pointing red arrow (-1 154 

point) or a horizontal yellow bar (0 point) in the lose trials. Response-outcome 155 

contingencies were probabilistic as shown in Figure 1B. Correct responses were 156 

rewarded with the best possible outcome (i.e., green arrow for the win cues and yellow 157 

bar for the lose cues) 80% of the time. Reverse outcome contingencies were applied to 158 

incorrect responses. In the Pavlovian only trials presentation of a fractal cue was 159 

directly followed by a probabilistic outcome (Figure 1B). Outcomes were selected as if 160 

participants had made the correct response. We did not yoke outcomes in the Pavlovian 161 

only trials to the individual win/lose outcome rates on the mixed trials so that the 162 

updating of the Pavlovian value was not tied to instrumental performance during the 163 

Pavlovian only trials. This experimental manipulation allowed us to better decorrelate 164 

Pavlovian and instrumental predictions. Moreover, we capitalised on the trial-by-trial 165 

variability of fitted Pavlovian and instrumental predictions to enhance power to detect 166 

covarying fMRI activations. Fractal cues were counterbalanced across both mixed and 167 

Pavlovian only trials. 168 
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Participants were instructed that during mixed trials correct responses could be either 169 

‘go’ or ‘no-go’. For the ‘go’ responses they were advised to press either a right or left 170 

button depending on the side of the screen the cue was shown on. They were informed 171 

of the probabilistic nature of the task and had to learn stimulus-response-outcome 172 

contingencies by trial and error. Participants were advised they could win up to £10 173 

based on their task performance. Moreover, they were given the opportunity to practice 174 

an example block of the task outside the scanner so that they could familiarise 175 

themselves with the speed requirements of the task. The task was programmed using 176 

Presentation® (Neurobehavioural Systems) stimulus delivery software. 177 

 178 

Behavioural analyses. For our behavioural analyses we conducted maximal by-subject 179 

random intercept and random slopes generalised and loglinear mixed-effects models 180 

(Barr, Levy, Scheepers, & Tily, 2013) using the lme4 package in R (http://www.r-181 

project.org) and allowing for random correlations between independent variables. We 182 

tested the statistical significance of the fixed effects using the likelihood ratio test (Barr 183 

et al., 2013). Moreover, in the presence of an interaction between a factorial predictor 184 

and a continuous covariate, we derived estimates of the covariate slopes for each level 185 

of the factorial predictor and tested their statistical significance using the emmeans 186 

package in R. We dealt with non-convergence issues due to model singularity (or near-187 

singularity) by dropping terms in the random effects structure of the model. 188 

To test task related learning effects as a function of task block, valence and action 189 

requirement we conducted the following mixed-effects regression model: 190 

 191 

𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙(𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴) = 1 + 𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵 + 𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉 ∗ 𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 + (1 + 𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵 + 𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉 ∗ 𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴|𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆) 192 

 193 

http://www.r-project.org/
http://www.r-project.org/
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 194 

To further assess behavioural effects of motivational biases we regressed valence and 195 

accuracy on response times (RT) as per the following model: 196 

 197 

𝑙𝑙𝑙𝑙𝑙𝑙(𝑅𝑅𝑅𝑅) = 1 + 𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉 ∗ 𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 + (1 + 𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉 ∗ 𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴|𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆) 198 

 199 

Computational modelling of behavioural data. We fitted a nested sequence of 200 

differently parameterised reinforcement learning models. On each trial t action weight 201 

W represented the expected value assigned to go and no-go responses for a given cue i 202 

and determined propensity p for action a ∈ {go, no − go} according to the following 203 

decision function:  204 

 205 

𝑝𝑝(𝑎𝑎𝑔𝑔𝑔𝑔𝑡𝑡 | 𝑐𝑐𝑐𝑐𝑐𝑐𝑖𝑖𝑡𝑡) =  𝜎𝜎�(𝑊𝑊𝑔𝑔𝑔𝑔𝑡𝑡 �𝑐𝑐𝑐𝑐𝑐𝑐𝑖𝑖𝑡𝑡) −  (𝑊𝑊𝑛𝑛𝑛𝑛−𝑔𝑔𝑔𝑔
𝑡𝑡 �𝑐𝑐𝑐𝑐𝑐𝑐𝑖𝑖𝑡𝑡)�(1 − 𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛) + 

𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛
2

 206 

 207 

where σ() is standard sigmoid function and noise is a free parameter that can vary 208 

between 0 and 1. The expected value Q for instrumental actions was updated according 209 

to a Rescorla-Wagner (RW) learning rule parameterised as follows: 210 

 211 

𝑄𝑄𝑖𝑖𝑡𝑡(𝑎𝑎𝑡𝑡| 𝑐𝑐𝑐𝑐𝑐𝑐𝑖𝑖𝑡𝑡) =  𝑄𝑄𝑖𝑖𝑡𝑡−1(𝑎𝑎𝑡𝑡−1� 𝑐𝑐𝑐𝑐𝑐𝑐𝑖𝑖𝑡𝑡−1) +  𝛼𝛼 (𝜌𝜌𝑟𝑟𝑡𝑡 −  𝑄𝑄𝑖𝑖𝑡𝑡−1(𝑎𝑎𝑡𝑡−1� 𝑐𝑐𝑐𝑐𝑐𝑐𝑖𝑖𝑡𝑡−1)) 212 

 213 

where rt ∈ {1,0,−1} represents the outcome, α is the learning rate and ρ is an outcome 214 

sensitivity parameter. Whilst in the base model RW (learning rate + noise) we did not 215 

include a sensitivity parameter, in other model parameterisations we included either a 216 

single sensitivity parameter ρ  for both reward and punishment or two distinct 217 

sensitivity parameters allowing for differential scaling of reward ( ρ_rew ) and 218 
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punishment (ρ_pun) outcomes. To account for the observed tendency to favour go over 219 

no-go responses, especially in the early trials of the task, we incorporated a time-220 

invariant, fixed, go bias parameter b into action weight W as follows: 221 

 222 

𝑊𝑊𝑖𝑖
𝑡𝑡(𝑎𝑎𝑡𝑡| 𝑐𝑐𝑐𝑐𝑐𝑐𝑖𝑖𝑡𝑡) �

𝑄𝑄𝑖𝑖𝑡𝑡(𝑎𝑎𝑡𝑡| 𝑐𝑐𝑐𝑐𝑐𝑐𝑖𝑖𝑡𝑡) + 𝑏𝑏 𝑖𝑖𝑖𝑖 𝑎𝑎𝑡𝑡 = 𝑔𝑔𝑔𝑔
𝑄𝑄𝑖𝑖𝑡𝑡(𝑎𝑎𝑡𝑡| 𝑐𝑐𝑐𝑐𝑐𝑐𝑖𝑖𝑡𝑡)                     𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒

 223 

 224 

We also allowed for the initial instrumental value Q0 of all cues to be a free parameter; 225 

otherwise we set it to 0. The initial Pavlovian value V0 of all cues was set to 0. To 226 

estimate the biasing effect of the Pavlovian system over instrumental learning we 227 

integrated Pavlovian expected value V in the update equation of action weight W as 228 

follows:  229 

 230 

𝑊𝑊𝑖𝑖
𝑡𝑡(𝑎𝑎𝑡𝑡| 𝑐𝑐𝑐𝑐𝑐𝑐𝑖𝑖𝑡𝑡) �

𝑄𝑄𝑖𝑖𝑡𝑡(𝑎𝑎𝑡𝑡| 𝑐𝑐𝑐𝑐𝑐𝑐𝑖𝑖𝑡𝑡) + 𝑏𝑏 +  𝜋𝜋𝑉𝑉𝑖𝑖𝑡𝑡(𝑐𝑐𝑐𝑐𝑐𝑐𝑖𝑖𝑡𝑡) 𝑖𝑖𝑖𝑖 𝑎𝑎 = 𝑔𝑔𝑔𝑔
𝑄𝑄𝑖𝑖𝑡𝑡(𝑎𝑎𝑡𝑡| 𝑐𝑐𝑐𝑐𝑐𝑐𝑖𝑖𝑡𝑡)                                              𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒

 231 

 232 

where π is a free parameter indexing the magnitude of Pavlovian bias (the greater π, 233 

the greater the influence of the Pavlovian system on instrumental responding). The 234 

Pavlovian expected value V was updated according to the following equation: 235 

 236 

𝑉𝑉𝑖𝑖𝑡𝑡(𝑐𝑐𝑐𝑐𝑐𝑐𝑖𝑖𝑡𝑡) =  𝑉𝑉𝑖𝑖𝑡𝑡−1(𝑐𝑐𝑐𝑐𝑐𝑐𝑖𝑖𝑡𝑡−1) +  𝛼𝛼 �𝜌𝜌𝑟𝑟𝑡𝑡 −  𝑉𝑉𝑖𝑖𝑡𝑡−1(𝑐𝑐𝑐𝑐𝑐𝑐𝑖𝑖𝑡𝑡−1)�. 237 

 238 

Given that the sign of the Pavlovian expected value V depended on the valence of each 239 

cue (that is, positive for win cues and negative for lose cues), V enhanced instrumental 240 

responding by increasing the value of the go action during the win trials. Conversely, 241 
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V disrupted instrumental responding by decreasing the value of the go action during the 242 

lose trials. Moreover, in a further variant of the model we employed two different 243 

Pavlovian biases π  (approach and avoidance) to estimate the differential effect of 244 

Pavlovian invigoration (π_app) and suppression (π_avd) on go responses. Finally, we 245 

tested the additional hypotheses that i) the Pavlovian biasing of the go action was 246 

restricted to the win trials and ii) a static (as opposed to a dynamically learnt) Pavlovian 247 

value (ψ), which can only be inferred upon the first non-neutral outcome, contributed 248 

to the action weights (Swart et al., 2018). To preserve the parameters’ natural bounds, 249 

log (ρ,π,ψ) and logit (noise,α) transforms of the parameters were implemented. We 250 

set the initial value of the free parameters’ 251 

(noise,α, b, ρ, ρrew, ρpun,π,πapp,πavd, Q0,ψ)  prior means in their native space to 252 

(0.5,0.5,0,1,1,1,1,1,1,0,1) and their prior variances to 100. 253 

Importantly, while updating of Pavlovian value in the absence of any instrumental 254 

learning during the Pavlovian only trials enabled partial decorrelation of Pavlovian and 255 

instrumental value estimates, Pavlovian learning was still tied to instrumental 256 

performance during mixed trials. 257 

 258 

Model fitting and validation. To compute parameter estimates we implemented a type 259 

II maximum likelihood fitting procedure as previously described in (Huys et al., 2011). 260 

We optimised the log likelihood of observed data Y by performing k iterations of an 261 

expectation-maximization routine until convergence. Briefly, at each iteration k, in the 262 

expectation step we optimised the log likelihood with respect to the distribution over 263 

the parameters θ holding prior parameters η fixed: 264 

 265 

𝑞𝑞𝑘𝑘(𝜃𝜃) = 𝑝𝑝(𝜃𝜃|𝑌𝑌, 𝜂𝜂𝑘𝑘−1) 266 
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 267 

We used the Laplace approximation for qk(θ)  ∼ N = (mk, sk) and for each subject i 268 

updated the mean m and variance s of the normal distribution as follows: 269 

 270 

𝑚𝑚𝑖𝑖
𝑘𝑘 = 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎

𝜃𝜃
 𝑝𝑝(𝑌𝑌𝑖𝑖 ,𝜃𝜃𝑖𝑖|𝜂𝜂𝑘𝑘−1) 271 

 272 

𝑠𝑠𝑖𝑖𝑘𝑘 =  �
𝜕𝜕2𝑝𝑝(𝑌𝑌𝑖𝑖 ,𝜃𝜃𝑖𝑖|𝜂𝜂𝑘𝑘−1)

𝜕𝜕𝜃𝜃𝑖𝑖2
|𝜃𝜃𝑖𝑖=𝑚𝑚𝑖𝑖

𝑘𝑘�
−1

 273 

 274 

Subsequently in the maximization step we optimised the log likelihood with respect to 275 

prior parameters 𝜂𝜂 holding the distribution over the parameters θ fixed:  276 

 277 

𝜂𝜂𝑚𝑚𝑘𝑘 =
1
𝑁𝑁
∑
𝑖𝑖

𝑁𝑁
𝑚𝑚𝑖𝑖
𝑘𝑘 278 

 279 

𝜂𝜂𝑠𝑠𝑘𝑘 =
1
𝑁𝑁
∑
𝑖𝑖

𝑁𝑁
(𝑚𝑚𝑖𝑖

𝑘𝑘)2 + 𝑠𝑠𝑖𝑖𝑘𝑘 − 𝜂𝜂𝑚𝑚𝑘𝑘  280 

 281 

The advantage of this hierarchical approach was to prevent overfitting and avoid noisy 282 

parameters estimates since poorly constrained parameters were regularised by prior 283 

parameters.  284 

We estimated the log-likelihood as the cross-entropy loss function: 285 

 286 

∑
𝑁𝑁

 𝑦𝑦𝑦𝑦𝑦𝑦𝑦𝑦𝑦𝑦� + (1 − 𝑦𝑦)𝑙𝑙𝑙𝑙𝑙𝑙(1 − 𝑦𝑦�) 287 

 288 

where y and y� represent observed and predicted choices respectively.  289 
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To verify the model’s goodness of fit we computed the 20% bend correlation coefficient 290 

between observed and model-predicted group-level trial-wise probabilities of go action. 291 

Furthermore, we performed parameter recovery and thus tested whether parameters of 292 

the best fitting model were identifiable. We simulated new data using fitted parameters 293 

and estimated parameters again on simulated data. Subsequently, we computed the 20% 294 

bend correlation coefficient between true and recovered parameters. 295 

 296 

Model comparison and model falsification. To select the best fitting model, we 297 

evaluated both predictive and generative performance of the candidate models 298 

(Palminteri, Wyart, & Koechlin, 2017). We initially performed model comparison by 299 

estimating the group-level BICint for N individuals as described in (Huys et al., 2011). 300 

Briefly, to estimate the log model evidence p(Y|η) we approximated the integral over 301 

the parameters by sampling θ from the prior distribution N(ηm, ηs) 1000 times: 302 

 303 

∫ 𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙(𝑌𝑌|𝜃𝜃)𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙(𝜃𝜃|𝜂𝜂)𝑑𝑑𝑑𝑑 ∼
1
𝐾𝐾
∑
𝐾𝐾
𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙(𝑌𝑌|𝜃𝜃�) 304 

 305 

𝐵𝐵𝐵𝐵𝐶𝐶𝑖𝑖𝑖𝑖𝑖𝑖 = ∑
𝑁𝑁
𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙(𝑌𝑌|𝜃𝜃�) −

1
2

|𝜃𝜃|𝑙𝑙𝑙𝑙𝑙𝑙|𝑌𝑌| 306 

 307 

where θ� is the sampled parameters, |θ| is the number of parameters in the model and 308 

|Y| is the number of data points. The BICint represents a parsimonious estimate of a 309 

model’s goodness-of-fit based on both optimised parameters and hyperparameters. 310 

Nonetheless, the BICint is a relative measure of a model’s goodness-of-fit and only 311 

provides information on whether a given model outperforms competing modelling 312 

hypotheses. 313 
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To assess generative performance, we subsequently simulated behavioural data and 314 

compared observed and simulated trial- and cue-wise group-level probabilities of the 315 

go action. To generate surrogate behavioural data we played the task 100 times 316 

resampling fitted parameters without replacement. We stochastically determined action 317 

using model-derived choice propensities and randomly selected outcomes according to 318 

the ground-truth feedback schedule. We then averaged group-level trial-wise 319 

probabilities of the go action and correlated it with observed probability of the go action 320 

using 20% bend correlation test. 321 

 322 

fMRI data acquisition. We used a 3-Tesla Siemens TIM Trio MRI scanner (Siemens, 323 

Erlangen, Germany) with a 12-channel head coil to record MRI data. Cushions were 324 

placed around the head to minimize head motion. We acquired a high-resolution T1-325 

weighted structural image (1 mm isotropic voxels, 128 axial slices, TI=900 ms, 326 

TR=2300 ms, TE=2.96 ms, flip angle=90o), a T2*-weighted echo planar imaging (EPI) 327 

functional scan (2 mm isotropic voxels, 68 axial slices, TR=2000 ms, TE=26 ms, flip 328 

angle=60o) using multiband 2 acquisition, phase and magnitude fieldmaps (3.3 x 3.3 x 329 

3 mm voxels, 46 axial slices, TR=488 ms, short TE=4.92 ms, long TE=7.38 ms) for 330 

distortion correction of the acquired EPI images (Weiskopf, Hutton, Josephs, & 331 

Deichmann, 2006). Slice orientation was tilted -30o from the AC-PC plane to reduce 332 

susceptibility induced signal drop out (Weiskopf et al., 2006).  333 

 334 

fMRI data pre-processing and analysis. MRI data were pre-processed and analysed 335 

using FSL software (Smith et al., 2004). The pre-processing pipeline involved B0 336 

unwrapping (Jenkinson, 2003), intra-modal motion correction using MCFLIRT 337 

(Jenkinson, Bannister, Brady, & Smith, 2002), slice timing correction, spatial 338 
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smoothing with an isotropic 5 mm FWHM Gaussian kernel, high-pass temporal 339 

filtering with 110 sec. cut-off frequency and grand-mean intensity normalisation of 340 

each entire 4D dataset. EPI scans were subsequently co-registered with skull-stripped 341 

structural images using boundary-based registration (FLIRT) (Greve & Fischl, 2009; 342 

Jenkinson & Smith, 2001) and spatially normalised into MNI152 space using FNIRT 343 

non-linear registration. 344 

 345 

fMRI data analysis. We performed whole brain statistical analyses of fMRI data using 346 

a multilevel mixed-effects approach as implemented in FLAME1+2 (FSL) (Beckmann, 347 

Jenkinson, & Smith, 2003). Regressors were convolved with a double gamma 348 

hemodynamic response function. Six additional motion parameters (three translations 349 

and three rotations) estimated during the motion correction phase were included in the 350 

design matrix as regressors of no interest. We used FSL collinearity diagnostics to 351 

ensure design matrices were well conditioned and not rank-deficient. At the first level 352 

we estimated contrasts of the parameter estimates specified in the design matrix. At the 353 

second and third level we conducted a one-sample t-test of the lower-level contrasts of 354 

the parameter estimates to account for between-blocks (second level) and between-355 

subjects (third level) random effects. We thresholded Z statistic images using a cluster-356 

defining threshold of Z>3.1 and a FWE-corrected significance threshold of p=0.05. 357 

To elucidate the neural circuitry underpinning Pavlovian and instrumental valuation 358 

systems and PII effects we performed two sets of fMRI analyses: task-informed and 359 

model-informed analyses. While in the task-informed approach we built a general linear 360 

model (GLM) using only task events, in the model-informed approach we built 361 

regressors from the Pavlovian and instrumental value estimates (and their respective 362 

prediction errors) of our winning computational model fit. The goals of the model-363 
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informed fMRI analyses were i) to validate modelling results and ii) to uncover 364 

parametric hemodynamic responses associated with instrumental and Pavlovian 365 

predictions and PII effects.  366 

Task-informed GLM. The regressors of interest in the design matrix were four 367 

unmodulated boxcar functions, each aligned with and lasting for the duration of the cue 368 

presentation. Moreover, nuisance regressors included two boxcar regressors modelling 369 

response-time modulated go and unmodulated no-go responses in the target detection 370 

phase, one modulated boxcar regressor modelling outcome (i.e. +1 for rewards, 0 for 371 

neutral outcomes and -1 for punishments) and one unmodulated regressor modelling 372 

late response trials. We then used the parameter estimates of the cue-wise regressors to 373 

set up linear contrasts designed to capture main effects of action requirement (go vs no-374 

go cues), inaction (no-go vs go cues), positive valence (win vs lose cues), negative 375 

valence (lose vs win cues), congruence (congruent vs incongruent cues) and 376 

incongruence (incongruent vs congruent cues).  377 

Model-informed GLM. In this fMRI analysis we capitalised on the results of 378 

computational modelling and constructed a GLM to investigate the main effects of 379 

instrumental and Pavlovian value expectations and PII effects. We modelled the cue 380 

presentation phase of the task by building two parametric regressors encoding the 381 

instrumental value of action (i.e. Qgo-Qno-go) associated with the presented cue 382 

(instrumental regressor) and its motivational value (Pavlovian regressor). It is important 383 

to note that the linear (positive) contrast of the instrumental regressor is action specific 384 

as it captures differential haemodynamic responses to the go action value compared to 385 

the no-go action value (and vice versa with the negative contrast). We modelled PII 386 

effects by means of a third regressor representing the element-wise product of the 387 

magnitude of the instrumental and Pavlovian regressors. The resulting signed 388 
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interaction regressor was positive in the case of congruent (i.e. same-sign) instrumental 389 

and Pavlovian regressors and negative in the case of incongruent (i.e. different-sign) 390 

instrumental and Pavlovian regressors. We conducted a positive and negative linear 391 

contrast of the interaction regressor to uncover synergistic (positive contrast) versus 392 

antagonistic (negative contrast) PII neural effects over and above Pavlovian and 393 

instrumental main effects. It is important to note that our interaction regressor conflated 394 

cooperation (and competition) interaction effects across appetitive and aversive 395 

domains. Notably, we orthogonalized the PII regressor with respect to the instrumental 396 

and Pavlovian regressors. In the outcome phase we built two parametric regressors 397 

encoding instrumental and Pavlovian prediction errors. As in the task-informed GLM 398 

we also included nuisance regressors accounting for visual stimulation in the decision 399 

and outcome phase, go and no-go responses in the target decision phase and late 400 

response trials. Moreover, we performed a supplementary analysis where we included 401 

a nuisance modulated regressor (i.e. +1 for go and -1 for no-go responses) modelling 402 

motor response in the cue presentation phase. The purpose of this analysis was to 403 

control for any confounding effects of preparatory motor activity pertaining to the 404 

encoding of the instrumental value of action. While in all GLMs we modelled the 405 

outcome phase, the design of the task was optimised to uncover haemodynamic 406 

responses to cue presentation. We therefore focused our analysis on the presentation 407 

phase and only discuss findings pertaining to it.  408 

We also conducted region of interest (ROI) analyses based on previous findings in the 409 

literature implicating the striatum and inferior frontal gyrus (IFG) in instrumental and 410 

Pavlovian learning (Guitart-Masip, Chowdhury, et al., 2012; Guitart-Masip et al., 2011; 411 

Guitart-Masip, Huys, et al., 2012). Using FLS’s Harvard-Oxford Cortical and 412 

Subcortical Structural Atlases, we created anatomical masks of the striatum and IFG, 413 
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thresholded at 50%, and used them to mask second-level contrasts images of interest, 414 

which we then entered into a third level one-sample t-test where we performed cluster-415 

level inference as in the whole-brain analyses. 416 

 417 

Time course analysis of fMRI data. We conducted follow-up analyses and for each 418 

subject we extracted BOLD signal time courses from the FWE-corrected significant 419 

clusters identified by the model-informed GLM and therefore encoding instrumental 420 

and Pavlovian expected value and PII effects. The aim of these follow-up analyses was 421 

threefold: i) to visualise cluster-wise valence/action/congruence effects, ii) to correlate 422 

cluster-wise mean activity with subject-wise behavioural performance and iii) to 423 

predict trial-by-trial individual behaviour (i.e. choice accuracy and reaction times). For 424 

these analyses, we reverse normalised masked clusters of interest from standard into 425 

functional space to retrieve cluster- and trial-wise BOLD activity from subject-specific 426 

pre-processed functional scans. We then estimated cluster-wise BOLD percentage 427 

signal change traces locked to the onset of decision phase for all events of interest as 428 

follows (Philiastides, Biele, & Heekeren, 2010): 429 

 430 

𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵 % 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 𝑐𝑐ℎ𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑗𝑗𝑡𝑡 =  �
𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝑗𝑗𝑡𝑡 −  𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵 𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑗𝑗

𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵�������� � 431 

 432 

where j and t index trial and time point respectively, BOLD baseline is defined as the 433 

average BOLD signal over the 4 seconds preceding the event of interest and BOLD�������� is 434 

the mean BOLD signal across all time points. To ascertain brain-behaviour correlations 435 

we performed 20% bend correlation between the subject-wise, cue-locked mean BOLD 436 

signal change averaged over a time window of interest and individual mean behavioural 437 

performance. To avoid erroneous inferences (also known as the interaction fallacy) 438 
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(Nieuwenhuis, Forstmann, & Wagenmakers, 2011) we compared non-overlapping 439 

dependent correlation coefficients using percentile bootstrap (Wilcox, 2016). To 440 

predict trial-by-trial behaviour we conducted single trial regression of cluster-wise peak 441 

BOLD activity against choice accuracy and reaction time using the following mixed 442 

effects models and dropping terms from the random effects in case of model singularity 443 

or near-singularity: 444 

 445 

𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙(𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴) = 1 + 𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵 ∗ 𝑐𝑐𝑐𝑐𝑐𝑐 + (1 + 𝑐𝑐𝑐𝑐𝑐𝑐|𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆) 446 

 447 

𝑙𝑙𝑙𝑙𝑙𝑙(𝑅𝑅𝑅𝑅) = 1 + 𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵 + (1 + 𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵|𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆). 448 

449 
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Results 450 

Behavioural asymmetries as a function of conflicting Pavlovian and instrumental 451 

effects. 452 

The well-documented disrupting interference of motivational biases with instrumental 453 

responding was borne out by behavioural evidence that on average task performance 454 

was greater for congruent (go to win: 96% ± 5%; no-go to avoid losing: 79% ± 14%) 455 

than incongruent (go to avoid losing: 77% ± 17%; no-go to win: 61% ± 31%) cues 456 

(Figure 1C). Correspondingly, there was a statistically significant effect of congruence 457 

(i.e. action by valence interaction) (χ2(1) = 29.2, p < .001) on choice accuracy. 458 

Moreover, we found evidence for both valence-dependent and action-dependent 459 

behavioural biases as confirmed by significant valence-adjusted main effect of action 460 

(χ2(1) = 14.4, p < .001) and action-adjusted main effect of valence (χ2(1) = 12, p < 461 

.001) on choice accuracy. In sum, participants performed better in response to: i) go 462 

compared to no-go cues, ii) win compared to lose cues and iii) congruent compared to 463 

incongruent cues. 464 

Importantly, there was evidence that on average participants successfully learned cue-465 

response contingencies. Indeed, mean performance improved over the course of the 466 

task as shown in Figure 2A and as confirmed by the finding of a significant effect of 467 

task block on choice accuracy (χ2(1) = 26.6, p < .001).  468 

Cue valence influenced speed of reaction times (Figure 2B). Participants responded 469 

faster following win (mean = .436 sec., sem = .08) compared to lose cues (mean = .448 470 

sec., sem = .08). While the valence-adjusted main effect of accuracy was statistically 471 

significant (χ2(1) = 9.35, p = .002), the accuracy-adjusted main effect of valence just 472 

fell short of statistical significance (χ2(1) = 3.06, p = .057) and the valence by accuracy 473 

interaction term was not significant (χ2(1) = 2.78, p = .095). For this analysis we also 474 



 22 

included late trials as we reasoned late responses would reflect valence behavioural 475 

effect.  476 

Overall, behavioural results revealed the presence of motivational and action-477 

dependent learning biases in accordance with the two-process theory of associative 478 

learning which postulates the coexistence of Pavlovian and instrumental systems during 479 

learning. 480 

 481 

Computational modelling corroborates Pavlovian biasing of instrumental 482 

learning. 483 

We found that while the predictive performance of the “dynamically learnt” Pavlovian 484 

value model (BICi = 5167) was worse than that of the “fixed” Pavlovian value model 485 

(BICi = 5160) (Figure 1D), its generative performance was better (Figure 1F), 486 

especially regarding the no-go to win condition. To objectively evaluate generative 487 

performance, we estimated the mean squared error (MSE) between simulated and 488 

observed mean choice behaviour for both models. We found that the “dynamically 489 

learnt” Pavlovian value model (MSE = 1.18) better reproduced observed behavioural 490 

effects than the “fixed” Pavlovian value model (MSE = 1.54) (Figure 1F). To thus 491 

arbitrate between these two models, we reasoned that generative performance should 492 

be given more weight since it represents an “absolute” rather than “relative” model 493 

comparison criterion and the ability to reproduce behavioural effects of interest is a 494 

critical aspect of model validation (Palminteri et al., 2017). 495 

Crucially, fitted (rbend(158) = .98, p < .001) and simulated data (rbend(158) = .97, p < 496 

.001) of the “dynamically learnt” Pavlovian value model provided a good fit to 497 

observed choice behaviour (Figure 1E-F). Finally, we were able to successfully recover 498 

fitted parameters using our hierarchical type II maximum likelihood fitting routine 499 
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(noise: rbend(38) = .36, p = .02; α: rbend(38) = .80, p < .001; b: rbend(38) = .71, p < .001; 500 

ρrew: rbend(38) = .45, p = .003; ρpun: rbend(38) = .60, p < .001; π: rbend(38) = .72, p < 501 

.001; Q0: rbend(38) = .86, p < .001). 502 

Our modelling results replicated evidence from previous modelling work denoting 503 

Pavlovian biasing of actions (Guitart-Masip, Huys, et al., 2012; Mkrtchian, Aylward, 504 

Dayan, Roiser, & Robinson, 2017; Ousdal et al., 2018; Swart et al., 2018; Swart et al., 505 

2017) and are concordant with the observed asymmetries in behavioural performance. 506 

Interestingly, unlike previous work (Mkrtchian et al., 2017), albeit using a different 507 

experimental setting, we found that accounting for differential effects (i.e. approach 508 

versus avoidance) of the Pavlovian expected value on the action weight did not 509 

significantly improve model parsimony. It is possible that in previous work the threat 510 

posed by unpredictable electric shocks may have increased the variance of the 511 

differential Pavlovian effects on go responding. 512 

 513 

Instrumental value and action are represented in the action space. 514 

In accordance with previous work (Wunderlich, Rangel, & O'Doherty, 2009), 515 

converging results from our fMRI analyses revealed instrumental value and action to 516 

be represented in the action space. The task-informed approach revealed a main effect 517 

of action (i.e. go>no-go cues) in the bilateral SMC (peak Z score = 5.09; MNI space 518 

coordinates = 8,-4,64; p < .05 FWE), in the precentral gyri (right: peak Z score = 4.62; 519 

MNI space coordinates = 40,-10,56; p < .05 FWE; left: peak Z score = 4.67; MNI space 520 

coordinates = -24,-4,48; p < .05 FWE) and the right postcentral gyrus (peak Z score = 521 

4.2; MNI space coordinates = 50,-18,46; p < .05 FWE) (Figure 6A). Conversely, the 522 

main effect of inaction (i.e. no-go>go cues) was significantly associated with a 523 

distributed group of clusters including the bilateral medial superior frontal 524 
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gyrus/paracingulate gyrus (peak Z score = 4.48; MNI space coordinates = -8,16,66; p 525 

< .05 FWE), frontal pole (right: peak Z score = 4.42; MNI space coordinates = 54,40,-526 

6; p < .05 FWE; left: peak Z score = 4.46; MNI space coordinates = -24,58,24; p < .05 527 

FWE), right inferior frontal gyrus (IFG) (peak Z score = 4.35; MNI space coordinates 528 

= 54,18,24; p < .05 FWE) and left IFG/fronto orbital cortex (peak Z score = 4.41; MNI 529 

space coordinates = -44,22,-10; p < .05 FWE) (Figure 6A). A complete list of all 530 

significant clusters is provided in Table 1. 531 

Due to the action-specificity of the instrumental value positive contrast (i.e. Qgo-Qno-go) 532 

we found evidence for action values in a network of areas that largely overlapped with 533 

the task-informed main effect of action, including the bilateral SMC (peak Z score = 534 

7.79; MNI space coordinates = -6,2,48; p < .05 FWE), precentral gyri (right: peak Z 535 

score = 13.1; MNI space coordinates = 38,-10,58; p < .05 FWE; left : peak Z score = 536 

10; MNI space coordinates = -38,-12,56; p < .05 FWE), left postcentral gyrus (peak Z 537 

score = 5.25; MNI space coordinates = -48,-24,50; p < .05 FWE), left lateral occipital 538 

gyrus (peak Z score = 4.64; MNI space coordinates = -12,-66,50; p < .05 FWE) and 539 

right cerebellum (peak Z score = 10.6; MNI space coordinates = 32,-50,-24; p < .05 540 

FWE) (Figure 3A). Conversely, the instrumental value negative contrast (i.e. Qno-go-541 

Qgo) revealed a cluster in the left IFG (peak Z score = 13.1; MNI space coordinates = -542 

56,18,16; p < .05 FWE) and left superior frontal gyrus (peak Z score = 9.15; MNI space 543 

coordinates = -6,16,66; p < .05 FWE). This finding is consistent with prior evidence 544 

that greater activity in the IFG is elicited by no-go compared to go cues (Guitart-Masip, 545 

Huys, et al., 2012) and that the IFG is part of a network operating as a “brake” on motor 546 

activity (Chambers et al., 2006) (Figure 6E). 547 

Contrary to previous work (Algermissen, Swart, Scheeringa, Cools, & den Ouden, 548 

2022; Guitart-Masip, Chowdhury, et al., 2012; Guitart-Masip et al., 2011; Guitart-549 
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Masip, Huys, et al., 2012), we did not find evidence of a main effect of action 550 

requirement or instrumental value representations in the striatum, even when we 551 

constrained our analysis to an anatomical mask of the striatum, therefore making 552 

thresholding of statistical maps less stringent. 553 

 554 

Instrumental value-related SMC activity correlates with behavioural 555 

performance in conflict conditions. 556 

Unsurprisingly, as we retrieved fMRI activity encoding instrumental value from the 557 

SMC and plotted mean BOLD time courses as a function of action requirement and 558 

valence, we observed a clear action effect in this region (Figure 3B). We then assessed 559 

the relationship between SMC activity during mixed trials and accuracy of action 560 

selection by correlating mean BOLD signal change averaged over a time window 561 

capturing surge response with individual cue-wise performance. Interestingly, we 562 

found that upregulating SMC activity in response to incongruent aversive cues (go to 563 

avoid losing: rbend(38) = .47, p = .002) but downregulating it in response to incongruent 564 

appetitive cues (no-go to win: rbend(38) = -.48, p = .002) correlated with greater accuracy 565 

of instrumental responding (Figure 3D/E). Conversely, while SMC haemodynamic 566 

responses to congruent cues were consistent with action requirements (i.e. increased 567 

and diminished signal change for go to win and no-go to avoid losing cues 568 

respectively), they did not account for inter-individual differences in choice accuracy 569 

(go to win: rbend(38) = .12, p = .47; no-go to avoid losing: rbend(38) = -.11, p = .48) 570 

(Figure 3C/F). Notably, even after controlling for the potentially confounding effect of 571 

preparatory motor activity on the encoding of instrumental value we found BOLD 572 

activity in the SMC to significantly covary with positive instrumental value (i.e. Qgo-573 

Qno-go) (peak Z score = 7.45; MNI space coordinates = 6,-4,54; p < .05 FWE) (Figure 574 
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3A) and to be correlated with task performance associated with incongruent (go to 575 

avoid losing: rbend(38) = .45, p = .003; no-go to win: rbend(38) = -.49, p = .001) but not 576 

congruent (go to win: rbend(38) = .08, p = .62; no-go to avoid losing: rbend(38) = -.12, p 577 

= .47) cues. It is however still possible that BOLD percentage signal change captured 578 

motor activity since i) the SMC is recruited in the context of movement (or inhibition 579 

of action) (Nachev, Kennard, & Husain, 2008) and ii) the ISI between the cue 580 

presentation and target detection phases ranged from 250 to 2500 ms. We thus 581 

capitalised on the presence of Pavlovian only trials (see Figure 1B) in our task where 582 

there is no target detection phase and thus no overt motor actions are initiated. If SMC 583 

activity in our original analysis was driven primarily by movement or action inhibition, 584 

we would expect it to dissipate in the Pavlovian only trials. Yet, consistent with our 585 

original analysis, we still found BOLD activity in the SMC to be correlated with task 586 

performance in incongruent (go to avoid losing: rbend(38) = .34, p = .03; no-go to win: 587 

rbend(38) = -.38, p = .017) but not congruent (go to win: rbend(38) = .13, p = .43; no-go 588 

to avoid losing: rbend(38) = -.09, p = .59) trials. 589 

We did not find any significant BOLD-behaviour correlations between fMRI activity 590 

recorded in the left IFG and task performance (go to avoid losing: rbend(38) = .03, p = 591 

.85; no-go to win: rbend(38) = -.013, p = .93; go to win: rbend(38) = .016, p = .92; no-go 592 

to avoid losing: rbend(38) = -.2, p = .21).  593 

Altogether, these results suggested that differential recruitment of the SMC during 594 

conflict conditions facilitates instrumental responding. Correspondingly, it has been 595 

documented the SMC plays a key role in successful conflict monitoring and resolution 596 

(Aron, Behrens, Smith, Frank, & Poldrack, 2007; Nachev, Rees, Parton, Kennard, & 597 

Husain, 2005). Notably, a recent imaging study reported increased haemodynamic 598 
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activity in the SMC for incongruent compared to congruent cues (Algermissen et al., 599 

2022).  600 

 601 

Instrumental value-related SMC activity predicts trial-by-trial response time and 602 

choice accuracy. 603 

Based on the observation that on average participants successfully learned cue-response 604 

contingencies, meaning that instrumental predictions effectively guided action 605 

selection, we reasoned that haemodynamic activity encoding instrumental value would 606 

be predictive of choice behaviour. To this end, we regressed cue-locked peak BOLD 607 

activity in the SMC on trial-by-trial response accuracy. As we then assessed the 608 

haemodynamic effects of each cue on instrumental responding, we found that while 609 

greater BOLD activity significantly predicted greater choice accuracy for the go cues 610 

(go to avoid losing: β = 1.12, p < .001; go to win: β = .82, p < .001), the reverse was 611 

the case for the no-go cues (no-go to avoid losing: β = -.94, p < .001; no-go to win: β 612 

= -1.10, p < .001), even after accounting for motor confounds. Moreover, greater peak 613 

BOLD activity in the SMC significantly predicted faster button presses (β = -.06, p = 614 

.004). Taken together, these findings consolidate the role of the SMC as a critical region 615 

to implement instrumental control of behaviour.  616 

 617 

Pavlovian value is encoded in the ventromedial prefrontal cortex. 618 

Surprisingly, in the task-informed fMRI analysis we found a main effect of positive 619 

valence (i.e. win > lose cues) in the left precentral gyrus (peak Z score = 4.64; MNI 620 

space coordinates = -22,-10,64; p < .05 FWE) (Figure 6B) and of negative valence (i.e. 621 

lose > win cues) in the left medial caudate/accumbens (peak Z score = 4.32; MNI space 622 

coordinates = -6,14,-2; p < .05 FWE) (Figure 6C). The latter cluster also significantly 623 



 28 

correlated with negative Pavlovian value when we constrained our model-informed 624 

analysis to the striatum (peak Z score = 5.13; MNI space coordinates = --8,18,0; p < 625 

.05 FWE) (Figure 6F). 626 

It is plausible that the relatively greater proportion of go responses in the win trials 627 

compared to the lose trials accounted for the observed motor preparation signal 628 

associated with positive valence. Furthermore, striatal activity in the negative valence 629 

contrast may represent an anticipatory signal of potential losses as previously 630 

documented in adults and adolescents (Beck et al., 2009; Bretzke et al., 2022) and is 631 

consistent with a similar finding in a recent fMRI study (Algermissen et al., 2022). 632 

Notably, Pavlovian expected value was positively correlated with BOLD activity in the 633 

bilateral (but predominantly left) ventromedial prefrontal cortex (vmPFC) (peak Z 634 

score = 8.35; MNI space coordinates = -2,58,2; p < .05 FWE) (Figure 4A) and 635 

negatively correlated with the right dorsal ACC (peak Z score = 5.11; MNI space 636 

coordinates = 4,22,38; p < .05 FWE) (Figure 4E). Our finding replicates recent evidence 637 

that positive and negative valence effects are encoded in the vmPFC and dorsal ACC 638 

respectively (Algermissen et al., 2022). 639 

 640 

Pavlovian value-related neural activity biases behavioural performance. 641 

By sorting haemodynamic responses in the vmPFC and dorsal ACC as a function of 642 

action requirement and valence we uncovered a noticeable valence effect in both areas 643 

(Figure 4B/F). As we anticipated, given that the updating of Pavlovian value was tied 644 

to instrumental responding during the mixed trials, this valence effect was only 645 

marginally modulated by instrumental performance. 646 

To ascertain whether diminished encoding of Pavlovian value in the vmPFC resulted 647 

in a lesser disrupting Pavlovian effect on instrumental responding we correlated mean 648 
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BOLD percent signal change with individual task performance as a function of 649 

congruence. There was a significant BOLD-behaviour correlation only for congruent 650 

(rbend(38) = .34, p = .03) (Figure 4D) but not for incongruent (rbend(38) = .099, p = .54) 651 

cues (Figure 4C). However, when we tested for a significant interaction effect, we 652 

found that the difference between correlation coefficients was non-significant (rcong-653 

rincong = .25 [-.13 – .64], p = .22). Our findings corroborate previous evidence that 654 

optimal action selection is achieved by enhanced effort-based overriding of Pavlovian 655 

influence on behaviour rather than by attenuated Pavlovian behavioural biases 656 

(Cavanagh, Eisenberg, Guitart-Masip, Huys, & Frank, 2013). Notably, peak vmPFC 657 

BOLD activity did not predict trial-by-trial choice accuracy (go to avoid losing: β = 658 

.07, p = .55; go to win: β = .4, p = .08; no-go to avoid losing: β = -.05, p = .65; no-go 659 

to win: β = .13, p = .3). Furthermore, mean BOLD activity in the dorsal ACC was not 660 

significantly correlated with performance during congruent (rbend(38) = .15, p = .34) 661 

and incongruent (rbend(38) = -.09, p = .56) trials (Figure 4G-H).  662 

We then assessed the effect of motivational biases on speed of trial-by-trial responses 663 

and found that greater (peak) BOLD activity in the vmPFC and dorsal ACC sped up (β 664 

= -.04, p = .021) and slowed down (β = .095, p < .001) motor responses respectively. 665 

Consistent with similar recent result (Algermissen et al., 2022), our findings further 666 

implicate neural activity in the vmPFC and dorsal ACC in exerting Pavlovian biases on 667 

behaviour.  668 

 669 

Synergistic Pavlovian and instrumental predictions are represented in the limbic 670 

system and medial prefrontal cortex  671 

The final step of our fMRI analysis was to identify neural structures encoding PII 672 

effects in both the appetitive and aversive domain. In the task-informed fMRI analysis 673 
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we uncovered a main effect of congruence (congruent > incongruent cues) in the 674 

bilateral vmPFC (peak Z score = 4.84; MNI space coordinates = -6,48,-4; p < .05 FWE), 675 

right frontal pole (peak Z score = 3.88; MNI space coordinates = 34,48,28; p < .05 676 

FWE), right orbitofrontal cortex (peak Z score = 4.28; MNI space coordinates = 32,32,-677 

14; p < .05 FWE), right posterior cingulate cortex (peak Z score = 4.39; MNI space 678 

coordinates = 6,-20,46; p < .05 FWE), left parietal opercular cortex (peak Z score = 679 

4.12; MNI space coordinates = -54,-28,26; p < .05 FWE) and left superior parietal 680 

cortex (peak Z score = 4.1; MNI space coordinates = -24,-42,56) (Figure 6D). No 681 

clusters associated with a main effect of incongruence (i.e. incongruent > congruent 682 

cues) survived multiple comparison correction. 683 

Compared to the task-informed fMRI analysis, the model-informed approach 684 

uncovered a broader network of (partially overlapping) activations in the brain (Figure 685 

4A). When Pavlovian and instrumental value expectations converged, we detected 686 

significant BOLD activity in regions pertaining to the limbic system such as the 687 

bilateral perigenual ACC/medial PFC (peak Z score = 10.6; MNI space coordinates = -688 

-2,46,20), dorsal ACC (peak Z score = 7.68; MNI space coordinates = -2,36,18; p < .05 689 

FWE), right orbitofrontal cortex (OFC) (peak Z score = 10.3; MNI space coordinates = 690 

52,22,-10; p < .05 FWE) and right hippocampus/amygdala complex (peak Z score = 691 

8.82; MNI space coordinates = 28,-16,-22; p < .05 FWE). A complete list of all 692 

significant clusters is provided in Table 2. It is important to note again that activity in 693 

these brain areas covaried with congruent Pavlovian and instrumental predictions in 694 

both the aversive and appetitive domain. 695 

Consistent with the task-informed analysis we did not find any significant clusters to 696 

be negatively correlated with the model-informed interaction regressor. One possible 697 

explanation is that competition interaction effects are being absorbed by instrumental 698 
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and Pavlovian main effects and the neural mechanisms of competition are being 699 

implemented in the premotor areas subserving instrumental control.  700 

 701 

PII synergistic neural effects scale with behavioural performance in cooperation 702 

conditions. 703 

We reasoned that BOLD activity reflecting Pavlovian and instrumental synergistic 704 

effects should scale with observed task performance during congruent trials when both 705 

Pavlovian and instrumental predictions prescribe the same motor responses.  706 

Based on the extensive literature on the key role of the amygdala in the context of PIT 707 

(Cartoni, Balleine, & Baldassarre, 2016) we first investigated this region and found that 708 

its haemodynamic activity was significantly correlated with performance in the 709 

congruent (rbend(38) = .38, p = .015) but not in the incongruent (rbend(38) = -.05, p = .77) 710 

trials (Figure 4G/E). As we compared correlation coefficients, we found a significant 711 

difference (rcong-rincong = .41 [.01 – .77], p =.041) thus confirming a significant 712 

interaction and pointing to a specific effect of amygdalar activity on task performance 713 

in response to congruent cues. As we further dissected activity in this region by cue 714 

type, we found evidence of temporal disambiguation of the PII neural effects along the 715 

valence axis with an earlier peak for the aversive congruent cues and a later peak for 716 

the appetitive congruent cues (Figure 4C).  717 

We also investigated BOLD responses in other brain regions pertaining to the limbic 718 

system (including the PCC, dorsal ACC and right OFC,) and medial PFC. In the PCC 719 

we observed an analogous activity pattern to the right amygdala/hippocampus complex 720 

(Figure 4C). Similarly, individual task performance scaled with mean PCC 721 

haemodynamic responses to congruent (rbend(38) = .35, p = .025) but not incongruent 722 

(rbend(38) = .04, p = .79) cues (Figure 4E/G) although in this case interaction was 723 
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statistically non-significant (rcong-rincong = .31 [-.08 – .67], p =.12). A less prominent 724 

two-peak activity pattern was still discernible in the dorsal ACC (Figure 7A) although 725 

it did not significantly correlate with behaviour (congruent cues: rbend(38) = .087, p = 726 

.59; incongruent cues: rbend(38) = .11, p = .51). We found positive BOLD responses in 727 

the medial PFC (Figure 7C) and in the right OFC (Figure 7E) to be valence dependent 728 

as they were predominantly elicited by appetitive and aversive congruent cues 729 

respectively. However, we did not detect any significant BOLD-behaviour correlations 730 

in the medial PFC (congruent cues: rbend(38) = .23, p = .16; incongruent cues: rbend(38) 731 

= .18, p = .26) nor the right OFC (congruent cues: rbend(38) = .17, p = .29; incongruent 732 

cues: rbend(38) = -.12, p = .44).  733 

734 
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Discussion  735 

Dissecting the functional neuroanatomy of associative learning can afford invaluable 736 

insights into the neural mechanisms underlying adaptive and maladaptive decision-737 

making. Accordingly, the neural underpinnings of the two-process learning theory 738 

have been extensively researched predominantly in animals but more recently in 739 

humans. Computational methods have made a meaningful contribution to advancing 740 

our mechanistic understanding of how Pavlovian and instrumental valuation systems 741 

shape learning and oversee action control (Dorfman & Gershman, 2019; Guitart-742 

Masip, Huys, et al., 2012). Furthermore, combining computational approaches with 743 

neuroimaging techniques has yielded a powerful analysis tool to probe the neural 744 

pathways mediating associative learning and conditioned behaviour (O'Doherty, 745 

Hampton, & Kim, 2007). Nonetheless, the experimental paradigms so far employed in 746 

this line of research such as the PIT and orthogonalized go/no-go tasks have failed to 747 

completely unlock the explanatory potential of modelling work. In this study we 748 

devised a variation of the popular orthogonalized go/no-go task that permitted 749 

updating Pavlovian value in the absence of any instrumental learning. This simple 750 

refinement of the task design enabled us to better decorrelate the temporal evolution 751 

of Pavlovian and instrumental predictions associated with a given cue and model trial-752 

by-trial updating of Pavlovian and instrumental contingencies. Moreover, we were 753 

able to describe neural interaction effects dynamically rather than in the absence of 754 

any new learning as it is the case in the conventional PIT paradigms. Using a model-755 

informed imaging analysis approach, we identified distinct fMRI activation clusters 756 

encoding instrumental and Pavlovian predictions of future payoff in the SMC and 757 

vmPFC respectively. Crucially, activity in the SMC could not be simply accounted 758 

for by impending motor responses and replicated a prior finding from our lab that 759 
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value-based decisions requiring an overt response are encoded in the SMC (Pisauro, 760 

Fouragnan, Retzler, & Philiastides, 2017). In humans, a previous functional 761 

neuroimaging study also found evidence for action value signals in the SMC 762 

(Wunderlich et al., 2009). The action-specificity of our instrumental regressor 763 

accounted for the observed activity in premotor areas, which are involved in 764 

representing and planning movement. It has been previously suggested action values 765 

are encoded in the action space and embedded in premotor processing of action 766 

selection (Wunderlich, Rangel, & O'Doherty, 2010). Importantly, we have shown that 767 

modulation of mean SMC haemodynamic responses to incongruent cues was linked to 768 

successful instrumental responding. Furthermore, trial-by-trial oscillations in this 769 

activity were predictive of response time and accuracy, therefore casting this region as 770 

a focal neural hub of instrumental control.  771 

Anatomically, the SMC is thought to be part of a frontal-subcortical network (Aron et 772 

al., 2007; Nachev et al., 2008), which is involved in cognitive processes such as 773 

conflict monitoring, detection and resolution (usually referred to as cognitive control) 774 

(Aron et al., 2007). The SMC has a ‘hyperdirect’ connection to the subthalamic 775 

nucleus (Aron et al., 2007; Tanji, Kurata, & Okano, 1985), which it recruits to inhibit 776 

or slow down prepotent motor responses (Aron & Poldrack, 2006; Frank, Samanta, 777 

Moustafa, & Sherman, 2007) via suppression of thalamocortical activity (Mink, 778 

1996). In addition to withholding prepotent motor responses, another important 779 

function of the SMC is altering movement plans and switching between actions or 780 

rules (Crone, Wendelken, Donohue, & Bunge, 2006; Rushworth, Hadland, Paus, & 781 

Sipila, 2002). The SMC thus seems ideally suited to enabling optimal action control 782 

in high conflict situations. Unlike in a previous fMRI study where ‘learners’ showed 783 
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greater recruitment of bilateral IFG in response to no-go cues (Guitart-Masip, Huys, 784 

et al., 2012), we did not find any evidence linking IFG to improved performance. 785 

Altogether, our data seem to suggest that Pavlovian response biases are overcome 786 

through increased goal-directed cognitive control rather than attenuated Pavlovian 787 

value signals. We did in fact not find evidence that reduced neural encoding of 788 

Pavlovian value was correlated with improved performance as a function of 789 

congruence. Relatedly, previous research work employing electroencephalography 790 

(EEG) demonstrated that frontal midline theta activity suppressed Pavlovian response 791 

biases and improved choice accuracy (Cavanagh et al., 2013; Csifcsak, Melsaeter, & 792 

Mittner, 2020; Swart et al., 2018). Theta oscillations have been linked to the detection 793 

of response conflict (Cohen & Cavanagh, 2011; van Driel, Swart, Egner, 794 

Ridderinkhof, & Cohen, 2015) and their source has been traced back to the SMC 795 

(Cohen & Ridderinkhof, 2013). Furthermore, stronger EEG midfrontal-motor 796 

connectivity has been shown to be associated with the reduction of Pavlovian 797 

interference, suggesting that the SMC may modulate motor response threshold in 798 

conflict conditions (Philiastides, Biele, Vavatzanidis, Kazzer, & Heekeren, 2010; 799 

Swart et al., 2018). 800 

The function of the vmPFC in human value-based decision making has so far been 801 

characterised as heterogeneous. Indeed, the vmPFC has been extensively implicated 802 

in signalling value (Bartra, McGuire, & Kable, 2013; Fouragnan, Retzler, Mullinger, 803 

& Philiastides, 2015; Philiastides, Biele, & Heekeren, 2010) and, more specifically, 804 

has been found to be involved in the representation of action-specific value 805 

(FitzGerald, Friston, & Dolan, 2012), chosen stimulus value (independent of 806 

stimulus-action pairing) (Wunderlich et al., 2010), probability of chosen action (Daw, 807 

O'Doherty, Dayan, Seymour, & Dolan, 2006), the prior belief that a choice is correct 808 
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(Hampton, Bossaerts, & O'Doherty, 2006), reward expectations (Blair et al., 2006), 809 

expected reward value (H. Kim, Shimojo, & O'Doherty, 2006), chosen (rostral) and 810 

unchosen (caudal) action expected value (Morris, Dezfouli, Griffiths, & Balleine, 811 

2014). To the best of our knowledge while there are no previous imaging studies that 812 

have documented Pavlovian value signals in the vmPFC or dorsal ACC, recent 813 

research work has reported positive and negative valence effects in these regions 814 

consistently with our findings (Algermissen et al., 2022). Also, outcome-locked 815 

vmPFC activity has been shown to scale with greater Pavlovian influence as a 816 

function of diminished environmental controllability (Gershman, Guitart-Masip, & 817 

Cavanagh, 2021). Notably, previous human imaging studies employed instrumental 818 

learning paradigms whereby Pavlovian predictions would have been updated based on 819 

instrumental performance and therefore resulting in instrumental predictions 820 

capturing neural activity linked to Pavlovian valuation. While in our task we were not 821 

able to completely decorrelate Pavlovian and instrumental predictions due to the 822 

presence of mixed trials, we still found a noticeable valence effect (only marginally 823 

modulated by instrumental performance) in the vmPFC and dorsal ACC. The critical 824 

role of these regions in exerting motivational biases on behaviour was corroborated 825 

by the findings that both vmPFC and dorsal ACC peak activity predicted trial-by-trial 826 

speeding up and slowing down of button presses. Furthermore, the observation that 827 

vmPFC activity did not correlate with performance as a function of congruence nor 828 

did it predict trial-wise choice accuracy suggested that the vmPFC is not directly 829 

involved in guiding action selection and resolving conflict. 830 

Using classical or operant conditioning paradigms, previous human fMRI studies 831 

detected action (FitzGerald et al., 2012) and Pavlovian (Gottfried, O'Doherty, & 832 

Dolan, 2002; O'Doherty, Deichmann, Critchley, & Dolan, 2002) expected value 833 
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signals in the striatum. Furthermore, previous work using the conventional version of 834 

the orthogonalized go/no-go task reported striatal haemodynamic activity during cue 835 

presentation predominantly represented action rather than valence effects (Guitart-836 

Masip et al., 2011; Guitart-Masip, Huys, et al., 2012). It is worth noting that in 837 

(Guitart-Masip et al., 2011) participants were fully aware of cue-action couplings, 838 

which may have lessened motivational biases on action control. Nonetheless, the 839 

modulatory effect of valence on action representations in the striatum was still 840 

evident, albeit statistically non-significant (Guitart-Masip et al., 2011). In line with a 841 

previous report (Algermissen et al., 2022), we found that BOLD activity in a cluster 842 

in the left medial caudate was significantly correlated with negative valence (whole-843 

brain analysis) and negative Pavlovian value (ROI analysis). Remarkably, we did not 844 

detect any striatal activity covarying with trial-by-trial instrumental predictions nor 845 

positive Pavlovian value nor PII effects. It is possible that the presence of Pavlovian 846 

only trials in our task may have enhanced valence signals and diluted action 847 

representations in the striatum. 848 

There exists a rich animal literature implicating the amygdala in different forms of 849 

PIT including conditioned suppression (i.e. an aversive Pavlovian conditioned 850 

stimulus decreases vigour of appetitive instrumental approach responding) and 851 

conditioned facilitation (i.e. an aversive Pavlovian conditioned stimulus increases 852 

vigour of aversive instrumental avoidance responding) (Campese, Gonzaga, 853 

Moscarello, & LeDoux, 2015; Campese et al., 2017; I. T. Kim et al., 2022). Using 854 

congruent appetitive PIT paradigms previous neuroimaging studies have found that 855 

BOLD activity in the nucleus accumbens (Mendelsohn, Pine, & Schiller, 2014; Talmi, 856 

Seymour, Dayan, & Dolan, 2008), amygdala (Mendelsohn et al., 2014; Prevost, 857 

Liljeholm, Tyszka, & O'Doherty, 2012; Talmi et al., 2008) and striatum (Bray, 858 
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Rangel, Shimojo, Balleine, & O'Doherty, 2008; Prevost et al., 2012) is correlated with 859 

appetitive PIT effects. Furthermore, the amygdala and the nucleus accumbens have 860 

also been linked to aversive PIT and were activated in the context of behavioural 861 

inhibition elicited by aversive Pavlovian cues (Geurts et al., 2013). Our finding that 862 

the hippocampus/amygdala complex encodes congruent PII effects both in the 863 

aversive and appetitive domains thus reconciles previous neuroimaging reports and is 864 

supported by the observation of a significant correlation with performance during 865 

congruent trials. Intriguingly, the temporal dynamics of this effect are characterised 866 

by an earlier peak for aversive cues and a later peak for appetitive cues. Notably a 867 

similar activity pattern was also observed in the PCC. Converging empirical evidence 868 

has established that the amygdala acquires information about the overall motivational 869 

value and salience of environmental stimuli and regulates motivated behaviour 870 

(Morrison & Salzman, 2010). The amygdala does in fact encode information about 871 

both positively and negatively valenced stimuli (Ball et al., 2009), which it appraises 872 

in a context-depended fashion, subsequently giving rises to decision biases (De 873 

Martino et al., 2006).  874 

Our task did not permit identification of biases in instrumental learning.  Swart et al. 875 

reported asymmetries in instrumental learning alongside already known Pavlovian 876 

mediated response biases and showed that, compared to no-go responses, go 877 

responses were easier to learn and unlearn in the face of reward and punishment 878 

respectively (Swart et al., 2017). Moreover, our task did not account for action-879 

specificity of Pavlovian influence on instrumental control across withdrawal and 880 

approach contexts (Huys et al., 2011). Finally, to conclusively rule out the biasing 881 

effect of motor confounds when assessing correlations between brain activity and 882 

performance, our task could be modified to ensure a comparable number of correct 883 



 39 

(or incorrect) trials across subjects. Future imaging work leveraging the greater spatial 884 

resolution of ultra-high field fMRI may shed light on the human neural correlates of 885 

general and specific PIT effects which have been well-characterised in animals using 886 

lesion manipulations (Corbit & Balleine, 2011).  887 

In conclusion, in this study we have devised a novel version of a popular 888 

orthogonalized go/no-go task to better disentangle Pavlovian and instrumental neural 889 

representations and have expanded existing knowledge on the functional 890 

neuroanatomy of Pavlovian and instrumental processes underlying decision-making. 891 

We have shown that while the SMC encodes instrumental value and facilitates 892 

optimal instrumental responses detecting and overriding Pavlovian conflict, the 893 

vmPFC underpins Pavlovian valuation and gives rise to motivational biasing of 894 

behaviour. Moreover, we have elucidated the role of the amygdala/hyppocampus (and 895 

PCC) in implementing PII synergistic neural effects at different timescales across the 896 

negative and positive valence domain. 897 

  898 
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 1138 

Figure 1. Task design and behaviour. A-B) Mixed (A) and Pavlovian only (B) trials. 1139 

Response-outcome contingencies for win and lose cues are shown in the green and red 1140 

box respectively. C) Proportion of correct choices as a function of action requirement 1141 

and valence. Error bars denote standard error of the mean (SEM). D) Predictive 1142 

performance of candidate models assessed using the integrated Bayesian Information 1143 

Criterion (BIC). Smaller values indicate better predictive performance. E) Fitted 1144 

behavioural data from the “dynamically learnt” Pavlovian value model. F) Simulated 1145 

behavioural data (light colours for the “dynamically learnt” Pavlovian value model and 1146 

dark colours for the “fixed” Pavlovian value model). Grey lines represent observed 1147 
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mean choice behaviour (i.e. trial-wise probability of choosing go action). Coloured 1148 

shadings represent SEM. 1149 

  1150 
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 1151 

Figure 2. A) Proportion of correct choices as a function of action requirement, 1152 

valence and task block (n=4). GTA: go to avoid losing. GTW: go to win. NGTA: no-1153 

go to avoid losing. NGTW: no-go to win. Error bars denote SEM. B) Mean of median 1154 

reaction times (RT) in milliseconds for lose (red bar) and win (green bar) conditions 1155 

showing valence effect on speed of responding. Error bars denote SEM. Black dots 1156 

represent individual subjects. C-F) Trial-by-trial trace plots of cue-wise fitted 1157 



 56 

instrumental and Pavlovian expected value. Solid colour-coded lines denote mean 1158 

expected value and coloured shadings represent SEM. At the population-level the 1159 

Pavlovian and instrumental regressors were only partially correlated (Person’s rho = 1160 

0.36). 1161 
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 1163 

Figure 3. Neural correlates of instrumental value. A) fMRI clusters for instrumental 1164 

value with (overlaid blue-light blue shading) and without (red-yellow cluster) 1165 

accounting for motor confounds (p < .05 FWE). SMC is highlighted by black box. MNI 1166 

coordinates are shown. B) BOLD traces extracted from the SMC and locked to cue 1167 

onset as a function of action requirement and valence. Haemodynamic activity shows 1168 

noticeable action effect (go > no-go cues). C-F) The insets show the scatterplots of cue-1169 

wise SMC BOLD activity (averaged over the transparent grey time window shown in 1170 

the BOLD traces) as a function of cue-wise choice accuracy with colour-coded lines 1171 

denoting 20% bend correlation fit. Black dots represent individual subjects. Notably, 1172 

mean SMC haemodynamic responses to incongruent cues are significantly associated 1173 

with task performance (even when accounting for motor confounds). BOLD traces 1174 
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represent subjects in the top (purple solid line) and bottom (blue solid line) quartile of 1175 

choice accuracy.  1176 

  1177 
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 1178 

Figure 4. Neural correlates of Pavlovian value. A) fMRI cluster in the vmPFC 1179 

encoding for positive Pavlovian value (p < .05 FWE). MNI coordinates are shown. B) 1180 

vmPFC BOLD traces locked to cue onset as a function of action requirement and 1181 

valence. Haemodynamic activity shows noticeable positive valence effect (win > lose 1182 

cues). C-D) The insets show the scatterplots of vmPFC BOLD activity (averaged over 1183 

transparent grey time window shown in the BOLD traces) as a function of choice 1184 
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accuracy during incongruent (C) and congruent (D) trials. Notably, mean vmPFC 1185 

haemodynamic responses to congruent (but not incongruent) cues are significantly 1186 

associated with task performance. E) fMRI cluster in the dorsal ACC encoding for 1187 

negative Pavlovian value (p < .05 FWE). F) Dorsal ACC BOLD traces locked to cue 1188 

onset as a function of action requirement and valence. Haemodynamic activity shows 1189 

noticeable negative valence effect (lose > win cues). G-H) The insets show the 1190 

scatterplots of dorsal ACC BOLD activity (averaged over the transparent grey time 1191 

window shown in the BOLD traces) as a function of choice accuracy during 1192 

incongruent (C) and congruent (D) trials. Solid colour-coded lines denote 20% bend 1193 

correlation fit. Black dots represent individual subjects. BOLD traces represent subjects 1194 

in the top (purple solid line) and bottom (blue solid line) quartile of choice accuracy. 1195 
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 1196 

Figure 5. Neural correlates of congruent PII effects. A) fMRI clusters encoding for 1197 

appetitive and aversive congruent PII effects (p < .05 FWE). MNI coordinates are 1198 

shown. B-C) BOLD traces extracted from right amygdala/hippocampus complex (B) 1199 

and bilateral PCC (C) locked to cue onset as a function of action requirement and 1200 

valence. Haemodynamic activity shows noticeable congruence effect (congruent > 1201 

incongruent cues) with earlier peak for aversive and later peak for appetitive congruent 1202 
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cues. D-G) The insets show the scatterplots of BOLD activity (averaged over the 1203 

transparent grey time window shown in the BOLD traces) in the right 1204 

amygdala/hippocampus complex (D/F) and bilateral PCC (E/G) as a function of choice 1205 

accuracy during incongruent (D/E) and congruent trials (F/G) with solid colour-coded 1206 

lines denoting 20% bend correlation fit. Black dots represent individual subjects. 1207 

Notably, mean haemodynamic responses to congruent (but not incongruent) cues in the 1208 

right amygdala/hippocampus complex and bilateral PCC are significantly associated 1209 

with task performance. BOLD traces represent subjects in the top (purple solid line) 1210 

and bottom (blue solid line) quartile of choice accuracy. 1211 
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 1213 

Figure 6. A-D) Results from task-informed fMRI analysis showing significant 1214 

clusters associated with action (go>no-go cues), inaction (no-go>go cues), positive 1215 

valence (win>lose cues), negative valence (lose>win cues) and congruence 1216 

(congruent>incongruent cues). E-F) Results from model-informed fMRI analysis 1217 

(whole-brain (E) and using an anatomical mask of the striatum (F)). A cluster in the 1218 

left IFG was significantly associated with negative instrumental value (E). A cluster 1219 

in the left medial caudate was significantly associated with negative Pavlovian value 1220 

(F). MNI coordinates are shown. 1221 
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 1222 

Figure 7. fMRI clusters encoding for appetitive and aversive congruent PII effects (p 1223 

< .05 FWE) and BOLD traces locked to cue onset as a function of action requirement 1224 
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and valence. MNI coordinates are shown. A-B) Dorsal ACC. C-D) Bilateral medial 1225 

PFC. Congruence effect is primarily driven by go to win cues. E-F) Right OFC. 1226 
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 Z-MAX MNI x MNI y MNI z 
Left Superior 
Frontal gyrus 

4.68 -8 16 66 

Right Frontal 
pole 

4.42 54 40 -6 

Right Cuneus 4.78 4 -80 40 
Right Lingual 
gyrus 

4.6 14 -52 2 

Left Frontal 
pole 

4.46 -24 58 24 

Right Lateral 
Occipital 
cortex 

4.45 46 -62 32 

Left Fronto-
orbital 
cortex/Inferior 
Frontal gyrus 

4.41 -44 22 -10 

Right Inferior 
Frontal gyrus 
(pars 
opercularis) 

4.35 54 18 24 

Left Precentral 
gyrus 

4.06 -18 -30 60 

Left Central 
Opercular 
cortex 

4.22 -52 -10 10 

Left 
Intracalcarine 
cortex 

4.28 -14 -66 10 

Right 
Postcentral 
gyrus 

4.44 44 -14 36 

Left Cunealt 
cortex 

4.11 -8 -88 30 

Left Angular 
gyrus 

4.08 -46 -54 32 

Right 
Precentral 
gyrus 

3.77 4 -18 62 

Left Precentral 
gyrus 

4.2 -48 -12 40 

Table 1. Complete list of significant fMRI clusters for no-go > go contrast (p < .05 1228 

FEW). MNI coordinates of maximum z statistic are shown for each cluster. 1229 

  1230 
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 Z-MAX MNI x MNI y MNI z 
Right Superior 
Frontal gyrus  

13.6 26 18 58 

Left Lateral 
Occipital gyrus 

14 -58 -62 18 

Posterior 
Cingulate 
Cortex 

8.33 4 -20 34 

Left Temporal 
Pole 

11.6 -58 8 -6 

Right OFC 10.3 52 22 -10 
Right Angular/ 
Supramarginal 
gyrus  

13.6 46 -50 38 

Right Lateral 
Occipital gyrus 

6.83 48 -68 44 

Right 
Hyppocampus 
/ Amygdala 

7.36 28 -22 -16 

Right 
Precuneus 

7.21 4 -52 12 

Right Middle 
Temporal 
Cortex 

8.32 64 -34 -4 

Left Middle 
Frontal gyrus 

5.85 46 10 56 

Table 2. Complete list of significant clusters for congruent Pavlovian by Instrumental 1231 

interaction contrast (p < .05 FWE). MNI coordinates of maximum z statistic are 1232 

shown for each cluster. 1233 
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	Computational modelling of behavioural data. We fitted a nested sequence of differently parameterised reinforcement learning models. On each trial t action weight W represented the expected value assigned to go and no-go responses for a given cue i an...
	𝑝(,𝑎-𝑔𝑜-𝑡., ,𝑐𝑢𝑒-𝑖-𝑡..= 𝜎,(,𝑊-𝑔𝑜-𝑡.,,𝑐𝑢𝑒-𝑖-𝑡.)− ,(𝑊-𝑛𝑜−𝑔𝑜-𝑡..,𝑐𝑢𝑒-𝑖-𝑡.).,1−𝑛𝑜𝑖𝑠𝑒.+ ,𝑛𝑜𝑖𝑠𝑒-2.
	where σ() is standard sigmoid function and noise is a free parameter that can vary between 0 and 1. The expected value Q for instrumental actions was updated according to a Rescorla-Wagner (RW) learning rule parameterised as follows:
	,𝑄-𝑖-𝑡.(,𝑎-𝑡., ,𝑐𝑢𝑒-𝑖-𝑡..= ,𝑄-𝑖-𝑡−1.(,𝑎-𝑡−1., ,𝑐𝑢𝑒-𝑖-𝑡−1..+ 𝛼 (𝜌,𝑟-𝑡.− ,𝑄-𝑖-𝑡−1.(,𝑎-𝑡−1., ,𝑐𝑢𝑒-𝑖-𝑡−1..)
	where ,r-t.∈{1,0,−1} represents the outcome, α is the learning rate and ρ is an outcome sensitivity parameter. Whilst in the base model RW (learning rate + noise) we did not include a sensitivity parameter, in other model parameterisations we included...
	,𝑊-𝑖-𝑡.(,𝑎-𝑡., ,𝑐𝑢𝑒-𝑖-𝑡..,,,𝑄-𝑖-𝑡.(,𝑎-𝑡., ,𝑐𝑢𝑒-𝑖-𝑡..+𝑏 𝑖𝑓 ,𝑎-𝑡.=𝑔𝑜-,𝑄-𝑖-𝑡.(,𝑎-𝑡., ,𝑐𝑢𝑒-𝑖-𝑡..                     𝑒𝑙𝑠𝑒..
	We also allowed for the initial instrumental value ,Q-0. of all cues to be a free parameter; otherwise we set it to 0. The initial Pavlovian value ,V-0. of all cues was set to 0. To estimate the biasing effect of the Pavlovian system over instrumental...
	,𝑊-𝑖-𝑡.(,𝑎-𝑡., ,𝑐𝑢𝑒-𝑖-𝑡..,,,𝑄-𝑖-𝑡.(,𝑎-𝑡., ,𝑐𝑢𝑒-𝑖-𝑡..+𝑏+ 𝜋,𝑉-𝑖-𝑡.,,𝑐𝑢𝑒-𝑖-𝑡.. 𝑖𝑓 𝑎=𝑔𝑜-,𝑄-𝑖-𝑡.(,𝑎-𝑡., ,𝑐𝑢𝑒-𝑖-𝑡..                                              𝑒𝑙𝑠𝑒..
	where π is a free parameter indexing the magnitude of Pavlovian bias (the greater π, the greater the influence of the Pavlovian system on instrumental responding). The Pavlovian expected value V was updated according to the following equation:
	,𝑉-𝑖-𝑡.,,𝑐𝑢𝑒-𝑖-𝑡..= ,𝑉-𝑖-𝑡−1.,,𝑐𝑢𝑒-𝑖-𝑡−1..+ 𝛼 ,𝜌,𝑟-𝑡.− ,𝑉-𝑖-𝑡−1.,,𝑐𝑢𝑒-𝑖-𝑡−1....
	Given that the sign of the Pavlovian expected value V depended on the valence of each cue (that is, positive for win cues and negative for lose cues), V enhanced instrumental responding by increasing the value of the go action during the win trials. C...
	Importantly, while updating of Pavlovian value in the absence of any instrumental learning during the Pavlovian only trials enabled partial decorrelation of Pavlovian and instrumental value estimates, Pavlovian learning was still tied to instrumental ...
	Model fitting and validation. To compute parameter estimates we implemented a type II maximum likelihood fitting procedure as previously described in (Huys et al., 2011). We optimised the log likelihood of observed data Y by performing k iterations of...
	,𝑞-𝑘.(𝜃)=𝑝(𝜃|𝑌,,𝜂-𝑘−1.)
	We used the Laplace approximation for ,q-k.(θ) ∼N=(,m-k.,,s-k.) and for each subject i updated the mean m and variance s of the normal distribution as follows:
	,𝑚-𝑖-𝑘.=,𝑎𝑟𝑔𝑚𝑎𝑥-𝜃. 𝑝(,𝑌-𝑖.,,𝜃-𝑖.|,𝜂-𝑘−1.)
	,𝑠-𝑖-𝑘.= ,,,,𝜕-2.𝑝(,𝑌-𝑖.,,𝜃-𝑖.|,𝜂-𝑘−1.)-𝜕,𝜃-𝑖-2..,|-,𝜃-𝑖.=,𝑚-𝑖-𝑘...-−1.
	Subsequently in the maximization step we optimised the log likelihood with respect to prior parameters 𝜂 holding the distribution over the parameters θ fixed:
	,𝜂-𝑚-𝑘.=,1-𝑁.,,∑-𝑖.-𝑁.,𝑚-𝑖-𝑘.
	,𝜂-𝑠-𝑘.=,1-𝑁.,,∑-𝑖.-𝑁.(,𝑚-𝑖-𝑘.,)-2.+,𝑠-𝑖-𝑘.−,𝜂-𝑚-𝑘.
	The advantage of this hierarchical approach was to prevent overfitting and avoid noisy parameters estimates since poorly constrained parameters were regularised by prior parameters.
	We estimated the log-likelihood as the cross-entropy loss function:
	,∑-𝑁. 𝑦𝑙𝑜𝑔,𝑦.+(1−𝑦)𝑙𝑜𝑔(1−,𝑦.)
	where y and ,y. represent observed and predicted choices respectively.
	To verify the model’s goodness of fit we computed the 20% bend correlation coefficient between observed and model-predicted group-level trial-wise probabilities of go action. Furthermore, we performed parameter recovery and thus tested whether paramet...
	Model comparison and model falsification. To select the best fitting model, we evaluated both predictive and generative performance of the candidate models (Palminteri, Wyart, & Koechlin, 2017). We initially performed model comparison by estimating th...
	∫𝑙𝑜𝑔𝑝(𝑌|𝜃)𝑙𝑜𝑔𝑝(𝜃|𝜂)𝑑𝜃∼,1-𝐾.,∑-𝐾.𝑙𝑜𝑔𝑝(𝑌|,𝜃.)
	𝐵𝐼,𝐶-𝑖𝑛𝑡.=,∑-𝑁.𝑙𝑜𝑔𝑝(𝑌|,𝜃.)−,1-2.|𝜃|𝑙𝑜𝑔|𝑌|
	where ,θ. is the sampled parameters, |θ| is the number of parameters in the model and |Y| is the number of data points. The BICint represents a parsimonious estimate of a model’s goodness-of-fit based on both optimised parameters and hyperparameters. ...
	To assess generative performance, we subsequently simulated behavioural data and compared observed and simulated trial- and cue-wise group-level probabilities of the go action. To generate surrogate behavioural data we played the task 100 times resamp...
	fMRI data acquisition. We used a 3-Tesla Siemens TIM Trio MRI scanner (Siemens, Erlangen, Germany) with a 12-channel head coil to record MRI data. Cushions were placed around the head to minimize head motion. We acquired a high-resolution T1-weighted ...
	fMRI data pre-processing and analysis. MRI data were pre-processed and analysed using FSL software (Smith et al., 2004). The pre-processing pipeline involved B0 unwrapping (Jenkinson, 2003), intra-modal motion correction using MCFLIRT (Jenkinson, Bann...
	fMRI data analysis. We performed whole brain statistical analyses of fMRI data using a multilevel mixed-effects approach as implemented in FLAME1+2 (FSL) (Beckmann, Jenkinson, & Smith, 2003). Regressors were convolved with a double gamma hemodynamic r...
	To elucidate the neural circuitry underpinning Pavlovian and instrumental valuation systems and PII effects we performed two sets of fMRI analyses: task-informed and model-informed analyses. While in the task-informed approach we built a general linea...
	Task-informed GLM. The regressors of interest in the design matrix were four unmodulated boxcar functions, each aligned with and lasting for the duration of the cue presentation. Moreover, nuisance regressors included two boxcar regressors modelling r...
	Model-informed GLM. In this fMRI analysis we capitalised on the results of computational modelling and constructed a GLM to investigate the main effects of instrumental and Pavlovian value expectations and PII effects. We modelled the cue presentation...
	We also conducted region of interest (ROI) analyses based on previous findings in the literature implicating the striatum and inferior frontal gyrus (IFG) in instrumental and Pavlovian learning (Guitart-Masip, Chowdhury, et al., 2012; Guitart-Masip et...
	Time course analysis of fMRI data. We conducted follow-up analyses and for each subject we extracted BOLD signal time courses from the FWE-corrected significant clusters identified by the model-informed GLM and therefore encoding instrumental and Pavl...
	,𝐵𝑂𝐿𝐷 % 𝑠𝑖𝑔𝑛𝑎𝑙 𝑐ℎ𝑎𝑛𝑔𝑒-𝑗-𝑡.= ,,,𝐵𝑂𝐿𝐷-𝑗-𝑡.− ,𝐵𝑂𝐿𝐷 𝑏𝑎𝑠𝑒𝑙𝑖𝑛𝑒-𝑗.-,𝐵𝑂𝐿𝐷...
	where j and t index trial and time point respectively, BOLD baseline is defined as the average BOLD signal over the 4 seconds preceding the event of interest and ,BOLD. is the mean BOLD signal across all time points. To ascertain brain-behaviour corre...
	𝑙𝑜𝑔𝑖𝑡,𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦.=1+𝐵𝑂𝐿𝐷∗𝑐𝑢𝑒+(1+𝑐𝑢𝑒|𝑆𝑢𝑏𝑗𝑒𝑐𝑡)
	𝑙𝑜𝑔,𝑅𝑇.=1+𝐵𝑂𝐿𝐷+(1+𝐵𝑂𝐿𝐷|𝑆𝑢𝑏𝑗𝑒𝑐𝑡).
	Results
	Behavioural asymmetries as a function of conflicting Pavlovian and instrumental effects.
	The well-documented disrupting interference of motivational biases with instrumental responding was borne out by behavioural evidence that on average task performance was greater for congruent (go to win: 96% ( 5%; no-go to avoid losing: 79% ( 14%) th...
	Importantly, there was evidence that on average participants successfully learned cue-response contingencies. Indeed, mean performance improved over the course of the task as shown in Figure 2A and as confirmed by the finding of a significant effect o...
	Cue valence influenced speed of reaction times (Figure 2B). Participants responded faster following win (mean = .436 sec., sem = .08) compared to lose cues (mean = .448 sec., sem = .08). While the valence-adjusted main effect of accuracy was statistic...
	Overall, behavioural results revealed the presence of motivational and action-dependent learning biases in accordance with the two-process theory of associative learning which postulates the coexistence of Pavlovian and instrumental systems during lea...
	Computational modelling corroborates Pavlovian biasing of instrumental learning.
	We found that while the predictive performance of the “dynamically learnt” Pavlovian value model (BICi = 5167) was worse than that of the “fixed” Pavlovian value model (BICi = 5160) (Figure 1D), its generative performance was better (Figure 1F), espec...
	Crucially, fitted (rbend(158) = .98, p < .001) and simulated data (rbend(158) = .97, p < .001) of the “dynamically learnt” Pavlovian value model provided a good fit to observed choice behaviour (Figure 1E-F). Finally, we were able to successfully reco...
	Our modelling results replicated evidence from previous modelling work denoting Pavlovian biasing of actions (Guitart-Masip, Huys, et al., 2012; Mkrtchian, Aylward, Dayan, Roiser, & Robinson, 2017; Ousdal et al., 2018; Swart et al., 2018; Swart et al....
	Instrumental value and action are represented in the action space.
	In accordance with previous work (Wunderlich, Rangel, & O'Doherty, 2009), converging results from our fMRI analyses revealed instrumental value and action to be represented in the action space. The task-informed approach revealed a main effect of acti...
	Due to the action-specificity of the instrumental value positive contrast (i.e. Qgo-Qno-go) we found evidence for action values in a network of areas that largely overlapped with the task-informed main effect of action, including the bilateral SMC (pe...
	Contrary to previous work (Algermissen, Swart, Scheeringa, Cools, & den Ouden, 2022; Guitart-Masip, Chowdhury, et al., 2012; Guitart-Masip et al., 2011; Guitart-Masip, Huys, et al., 2012), we did not find evidence of a main effect of action requiremen...
	Instrumental value-related SMC activity correlates with behavioural performance in conflict conditions.
	Unsurprisingly, as we retrieved fMRI activity encoding instrumental value from the SMC and plotted mean BOLD time courses as a function of action requirement and valence, we observed a clear action effect in this region (Figure 3B). We then assessed t...
	We did not find any significant BOLD-behaviour correlations between fMRI activity recorded in the left IFG and task performance (go to avoid losing: rbend(38) = .03, p = .85; no-go to win: rbend(38) = -.013, p = .93; go to win: rbend(38) = .016, p = ....
	Altogether, these results suggested that differential recruitment of the SMC during conflict conditions facilitates instrumental responding. Correspondingly, it has been documented the SMC plays a key role in successful conflict monitoring and resolut...
	Instrumental value-related SMC activity predicts trial-by-trial response time and choice accuracy.
	Based on the observation that on average participants successfully learned cue-response contingencies, meaning that instrumental predictions effectively guided action selection, we reasoned that haemodynamic activity encoding instrumental value would ...
	Pavlovian value is encoded in the ventromedial prefrontal cortex.
	Surprisingly, in the task-informed fMRI analysis we found a main effect of positive valence (i.e. win > lose cues) in the left precentral gyrus (peak Z score = 4.64; MNI space coordinates = -22,-10,64; p < .05 FWE) (Figure 6B) and of negative valence ...
	It is plausible that the relatively greater proportion of go responses in the win trials compared to the lose trials accounted for the observed motor preparation signal associated with positive valence. Furthermore, striatal activity in the negative v...
	Notably, Pavlovian expected value was positively correlated with BOLD activity in the bilateral (but predominantly left) ventromedial prefrontal cortex (vmPFC) (peak Z score = 8.35; MNI space coordinates = -2,58,2; p < .05 FWE) (Figure 4A) and negativ...
	Pavlovian value-related neural activity biases behavioural performance.
	By sorting haemodynamic responses in the vmPFC and dorsal ACC as a function of action requirement and valence we uncovered a noticeable valence effect in both areas (Figure 4B/F). As we anticipated, given that the updating of Pavlovian value was tied ...
	To ascertain whether diminished encoding of Pavlovian value in the vmPFC resulted in a lesser disrupting Pavlovian effect on instrumental responding we correlated mean BOLD percent signal change with individual task performance as a function of congru...
	We then assessed the effect of motivational biases on speed of trial-by-trial responses and found that greater (peak) BOLD activity in the vmPFC and dorsal ACC sped up (( = -.04, p = .021) and slowed down (( = .095, p < .001) motor responses respectiv...
	Synergistic Pavlovian and instrumental predictions are represented in the limbic system and medial prefrontal cortex
	The final step of our fMRI analysis was to identify neural structures encoding PII effects in both the appetitive and aversive domain. In the task-informed fMRI analysis we uncovered a main effect of congruence (congruent > incongruent cues) in the bi...
	Compared to the task-informed fMRI analysis, the model-informed approach uncovered a broader network of (partially overlapping) activations in the brain (Figure 4A). When Pavlovian and instrumental value expectations converged, we detected significant...
	Consistent with the task-informed analysis we did not find any significant clusters to be negatively correlated with the model-informed interaction regressor. One possible explanation is that competition interaction effects are being absorbed by instr...
	PII synergistic neural effects scale with behavioural performance in cooperation conditions.
	We reasoned that BOLD activity reflecting Pavlovian and instrumental synergistic effects should scale with observed task performance during congruent trials when both Pavlovian and instrumental predictions prescribe the same motor responses.
	Based on the extensive literature on the key role of the amygdala in the context of PIT (Cartoni, Balleine, & Baldassarre, 2016) we first investigated this region and found that its haemodynamic activity was significantly correlated with performance i...
	We also investigated BOLD responses in other brain regions pertaining to the limbic system (including the PCC, dorsal ACC and right OFC,) and medial PFC. In the PCC we observed an analogous activity pattern to the right amygdala/hippocampus complex (F...
	Discussion
	Dissecting the functional neuroanatomy of associative learning can afford invaluable insights into the neural mechanisms underlying adaptive and maladaptive decision-making. Accordingly, the neural underpinnings of the two-process learning theory have...
	Anatomically, the SMC is thought to be part of a frontal-subcortical network (Aron et al., 2007; Nachev et al., 2008), which is involved in cognitive processes such as conflict monitoring, detection and resolution (usually referred to as cognitive con...
	Altogether, our data seem to suggest that Pavlovian response biases are overcome through increased goal-directed cognitive control rather than attenuated Pavlovian value signals. We did in fact not find evidence that reduced neural encoding of Pavlovi...
	The function of the vmPFC in human value-based decision making has so far been characterised as heterogeneous. Indeed, the vmPFC has been extensively implicated in signalling value (Bartra, McGuire, & Kable, 2013; Fouragnan, Retzler, Mullinger, & Phil...
	Using classical or operant conditioning paradigms, previous human fMRI studies detected action (FitzGerald et al., 2012) and Pavlovian (Gottfried, O'Doherty, & Dolan, 2002; O'Doherty, Deichmann, Critchley, & Dolan, 2002) expected value signals in the ...
	There exists a rich animal literature implicating the amygdala in different forms of PIT including conditioned suppression (i.e. an aversive Pavlovian conditioned stimulus decreases vigour of appetitive instrumental approach responding) and conditione...
	Our task did not permit identification of biases in instrumental learning.  Swart et al. reported asymmetries in instrumental learning alongside already known Pavlovian mediated response biases and showed that, compared to no-go responses, go response...
	In conclusion, in this study we have devised a novel version of a popular orthogonalized go/no-go task to better disentangle Pavlovian and instrumental neural representations and have expanded existing knowledge on the functional neuroanatomy of Pavlo...
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