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A B S T R A C T   

Beta dose rate heterogeneity is a known source of scatter in OSL measurement and equivalent dose distributions. 
Without proper methods to describe and account for it, it can contribute significantly to the uncertainties in OSL 
ages. For this reason, investigating the beta dose rate (β Dr) distribution is necessary to improve the dating of 
heterogeneous samples. Here we present a method for quantitative and high sensitivity autoradiographic im-
aging of beta dose rates. It is demonstrated using highly heterogeneous granulite rock samples. The accuracy and 
sensitivity of this method is improved using pulsed laser stimulation, and by underground exposure of samples in 
an ultra-low background environment. Results are calibrated using gamma (γ)irradiation and Monte Carlo 
simulation and have been validated using homogeneous dose rate standards. Combining analysis of autoradi-
ography results and SEM backscattered images of the same samples allows determination of the dose rate dis-
tributions in the different mineral phases. A significant difference between the dose rate of K-feldspar grains 
obtained from the imaging and the dose rates calculated using methods commonly used in OSL dating is noted 
because of the clustering of grains in the sample. This represents a risk of bias in age determination in coarse 
grained rock samples which can be analysed using dose rate imaging methods. The beta Dr spatial distributions 
result in a significant dose scattering received by single grains, even compared to the total dose rate. The effect of 
such beta dose rate distributions on OSL dating of coarse-grained crystalline materials is discussed.   

1. Introduction 

Beta dose rate (β Dr) heterogeneity has been recognized for long as a 
potential source of luminescence measurement scattering in sediment, 
potentially contributing to the dispersion of Thermoluminescence (TL) 
(Scott and Sanderson, 1988; Sanderson et al., 1988) and Optically 
Stimulated Luminescence (OSL) dating results (Murray and Roberts, 
1997; Nathan et al., 2003). However, precise quantitative measurement 
of the spatial variations of β Dr at natural levels remain difficult to 
achieve. Imaging the β Dr using autoradiography has been previously 
investigated (Rufer and Preusser, 2009; Guérin et al., 2012b; Smedley 
et al., 2020). However, most systems have been designed for high Dr of 
irradiation in medical studies and remain imprecise for natural sediment 
samples with low Dr, even after months of exposure. 

Martin et al. (2022) developed a system dedicated to image these low 
Dr samples with high resolution (250 μm pixels) and high sensitivity 
with a quantification limit of 422 μGy per pixel that can be brought 

down by integrating areas of several pixels. In this previous study, the 
advantage of using Al2O3:C thin film, pulsed laser stimulation and time 
resolved OSL imaging was investigated. The precision of the calibration 
and the linearity of the dose response were determined using exposure to 
homogenised powder samples of known radioactivity and Monte Carlo 
modelling of the β and γ attenuation factors. Testing the application of 
the system to the real case of a heterogeneous sample is the next step for 
demonstrating the utility of this system and to assess what new data it 
can bring for the study of variations in beta Dr. 

In this study, we used the system described by Martin et al. (2022) to 
image the β Dr of a highly heterogeneous granulite sample. Similar 
coarse crystalline rocks have been used for luminescence dating and 
thermochronology for decades (Han et al., 1999). An increasing of the 
interest in this type of samples started with the development of rock 
surface dating (Vafiadou et al., 2007). Coarse crystalline rocks usually 
present heterogeneous mineral distributions which can be associated 
with heterogeneity of β Dr. A few studies investigated the β Dr spatial 
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distribution in granite by associating mineral phase mapping with Dr 
calculation or modelling (Plachy and Sutton, 1982; Martin et al., 2018), 
but no direct imaging of the β Dr was done. Moreover, the frequent 
presence of small but highly radioactive hotspots such as zircon in-
clusions complicates these approaches (Fang et al., 2018). Beyond 
testing the autoradiography system described by Martin et al. (2022) on 
a real case, this study aims to investigate how accurately it is possible to 
image the β Dr spatial distribution in this granulite sample, how new 
data on β Dr distributions can lead to scattering of luminescence results 
from different phases and to indicate approaches with potential to 
improve the dating of coarse crystalline rocks. 

2. Experimental  

a. Samples 

A granulite sample of about 30 g was selected for this study due to 
the high heterogeneity of this rock. Granulites are high-grade meta-
morphic rocks, mostly composed of feldspar and quartz. Bulk samples of 
this granulite and basalt chips (4 tons of each) had been procured at 
SUERC in 2015 to make rock boxes used to check field gamma spec-
trometers. The granulite source was identified by the supplier as origi-
nating from a single quarry in NE Scotland (near Elgin). Its average 
contents in 40K, U-series and Th-series have been precisely determined 
using both high resolution γ spectrometry and ICPMS, conducted for 
preparation of a new generation of dose rate standards (Sanderson 
personal communication). The reference compositions of the granulite 
standard were determined using material which had been bulk homo-
genised in a concrete mixer from approximately 160 kg of material 
(processed in two stages with grinding in a ball mill and sieving in be-
tween the two stages of homogenisation). The reference values are 
derived from analysis of 10 randomly selected samples from 200 sets of 
material bottled from the bulk material, and were determined by ICPMS 
and high resolution gamma spectrometry in combination. However, 
because these analyses were carried on powdered and homogenised 
material over a considerably larger mass than the sample mass, it is 
difficult to compare these average contents and the corresponding β Dr 
with those of the 30 g sample considering the apparent heterogeneity of 
this granulite. In order to provide a better understanding of the vari-
ability of the contents of radioactive elements and Dr within this rock, 
10 chips of about 10 g each were analysis using high-resolution gamma 
spectrometry: They were powdered and analysed unsealed in 50 mm 
diameter petri dishes using two low level shielded Ortec GMX detectors 
whose background rates had been determined beforehand. The stan-
dards used for calculation of activity concentrations (in Bq.kg− 1) and 
equivalent concentrations of K, eU, and eTh (which are series weighted 
averages of all the lines in the U and Th decay series used for the 
determination) were 10 g powdered granulite samples from the homo-
geneous bulk stock material presented in the same geometry with 10 g 
mass. The content of K, U, Th and the corresponding Dr in both the 
reference material and the chips are presented in Table 1. It is noticeable 
that while the values for the reference material and for the chips are 
compatible within their uncertainties, there is as expected a significant 
dispersion of the values obtained from individual chips. 

An approximately 40 mm × 20 mm x 15 mm piece of the granulite 
sample was sliced using a water-cooled wafering saw using a 300 μm 
thick blade. Four successive 3 mm thick slices the size of approximately 
15 mm by 20 mm were obtained (Fig. 1). The loss between each slice 
was approximately 350 μm–400 μm. Each slice weighed approx-
imatively 2 g. 

Thin Al2O3:C films from Landauer Ltd (Glenwood, IL, USA) (Endo 
et al., 2012) were used as phosphor for the autoradiography. Their 
properties are described in Martin et al. (2022). 15 mm × 15 mm pieces 
of film were prepared and bleached under white light, through a GG 495 
nm long pass filter to cut UV wavelength and reduce charge transfer 
from deep traps during bleaching. The films were packed in pairs in 
black polyethylene 75 μm thick bags to protect them from α radiation 
and from light exposure. The bagged films were interspersed between 
the successive granulite slices as shown in Fig. 2. A blank was prepared 
by interposing bagged films between two 3 mm thick slices of high 
purity quartz glass. 

In order to reduce the environmental radiation background during 
the exposure of the films to sample slices, they were placed in the STFC 
Boulby Underground Laboratory. This laboratory is built 1.1 km 

Table 1 
K, U and Th contents and associated alpha (α), beta (β) and gamma (γ) Dr in the powdered granulite reference and in the granulite chips, using the conversion factors 
from Cresswell et al. (2018). st.err indicates the standard errors on the mean values for the reference material; st.dev indicates the standard deviation between in-
dividual measurements. 
b.Equipment and method   

K (%) eU (ppm) eTh (ppm) α Dr (Gy.ka− 1) β Dr (Gy.ka− 1) γ Dr (Gy.ka− 1) 

reference material, mean ± 2.st.err 3.46 ± 0.03 6.90 ± 0.06 16.1 ± 0.2 31.7 ± 0.2 4.41 ± 0.04 2.46 ± 0.02 
10 g chips mean ± 2.st.dev 3.8 ± 1.7 7.2 ± 6.9 16.3 ± 7.2 32 ± 20 4.8 ± 2.1 2.6 ± 1.1 
10 g chips minimum 3.24 3.19 10.5 20.1 3.84 1.90 
10 g chips maximum 6.04 13.08 22.07 49.18 7.08 3.50  

Fig. 1. Photograph of a granulite slice (by Derek Hamilton, SUERC). This is not 
one of the slices used for autoradiography, but it represents a typical slice of the 
granulite used. 
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underground, efficiently reducing the cosmic radiation Dr to a negligible 
level with a muon reduction factor of 106 (Murphy and Paling, 2012). 
The stack of slices and films was placed in a pure quartz container of 1 
mm thickness to shield it from external β radiations. The samples were 
shielded from X-rays and γ radiation by pure copper bricks of 5 cm–10 
cm thickness (Fig. 3a) and by a 20 cm thick Zeplin lead shield, which had 
previously been constructed for rare event physics research (Fig. 3b). 
The exposure time of the film was 8 months. 

After exposure, the luminescence signal from each piece of film was 
imaged using the imaging OSL readers from Sanderson et al. (2001) and 
the laser pulsed stimulated luminescence protocol described in Martin 
et al. (2022). A 635 nm 5 mW Acculase laser from Global Laser Ltd 
(Abertillery, UK) was used for the stimulation, with cycles of 60 ms 
stimulation immediately followed by 30 ms measurement of the lumi-
nescence signal. This cycle was repeated 100 times for each point of 
measurement. The dark count was measured before and after each 
sequence of 100 cycles. In theory, the laser spot size should be < 100 μm 
(Martin et al., 2022). However, the effective spot size is larger because of 
scattering of the light at the surface of the film. We determined this 
effective spot size to be about 180 μm, which represents the step be-
tween pixels below the which there is partial bleaching of the next pixel. 
The distance between each point of measurement, which represents the 
resolution of the image, was chosen as 250 μm. This distance is larger 
than the effective laser spot size in order to ensure that there is no 
crosstalk between successive pixels. A 3 mm thick BG3 filter was used to 
protect the photomultiplier from the reflection of the laser beam and to 
filter part of the background photons. 

Each phosphor film was bleached for at least 24 h after the first 
reading in order to remove the remaining signal. The remaining 
unbleachable background signal was measured and subtracted from the 
images pixel by pixel in order to take into account the variability of this 
residual signal, which is usually smaller than the statistical uncertainty 
in its measurement. The films were then irradiated by a known γ dose 
from a calibrated 60Co source at SUERC and measured again using the 
same protocol in order to calibrate the exposure dose value (Martin 
et al., 2022). For the measurement, the phosphor films were fixed to a 
10 cm by 10 cm sample holder made of an aluminium plate. This plate 
was polished in order the reflect the luminescence in the direction of the 
photomultiplier. Two reference holes in the plate fit onto pins on the 
scanning plate of the OSL scanning imager, allowing precise reposi-
tioning of the sample holder between successive measurements. The 
dark count was subtracted from the image pixel by pixel in order to 
correct for its variation during the time of measurement, which was 
about 20 h per piece of film. The blank value obtained from the average 

luminescence count on the blank sample was subtracted from every 
pixel of the images. At the end of this step, the images represent the 
exposure dose received during the exposure time. The uncertainty per 
pixel on the measured OSL signal, the background noise, the background 
signal and the blank are calculated by the square root of the number of 
photons counted. The uncertainty on the γ dose was determined to be 
2.3% due to the calibration of the γ source. All these uncertainty com-
ponents were added in quadrature to estimate the final uncertainty on 
the measured dose for each pixel. 

Each side of the granulite slices was imaged by backscattered elec-
tron using a Hitachi S–3400 N Scanning Electron Microscope (SEM). The 
mineral corresponding to each intensity of backscattered electron signal 
was identified by Energy Dispersive X-Ray Analysis (EDX) using the 
same SEM. The mineral phase mapping of each face was then recon-
structed by combining these two analyses. Four main mineral phases 
were identified: the quartz and albite, that are almost indistinguishable 
by backscattered electron imaging, represent the largest phase (72% of 
the analysed area), followed by the K-feldspar phase (25% of the ana-
lysed area) and the biotite phase (3% of the analysed area). The last 
phase regroups various heavy mineral inclusions (such as zircon or ti-
tanium oxide) and represents less than 0.1% of the analysed area.  

c. Modelling and image processing 

β and γ simulations of the exposure of the films protected by a 75 μm 
thick dark plastic bag in the granulite slice stack (composition: SiO2 
65%, Al2O3 20%, K2O 12%, Na2O 3%, density 2.6 g cm− 3) were con-
ducted using the Geant4 toolkit for Monte Carlo simulation of particle to 
matter interactions (Agostinelli et al., 2003; Allison et al., 2016) in order 
to calculate β and γ attenuation coefficients due to the geometry of the 
exposure. This was successfully done by Martin et al. (2022). The 
backscattered γ contribution was not simulated because it was taken into 
account in the dose measured on the blank. The resulting β and γ dose 
attenuation coefficients for the different position of the films in the stack 
(Fig. 2) are presented in Table 2. Using these coefficients and the known 
time of exposure, each image of exposure dose was calibrated to 
represent the β Dr received during exposure. 

Preliminary investigation by Martin et al. (2022) highlighted that the 
scatter of β particles in the thickness of the films and covering bag results 
in a convolved distribution of the β Dr recorded. In other words, the 
scatter of β particles in the bag and film results in blurring of the 
reconstructed image of the β Dr. In order to correct for this effect, a 
simulation was set up to calculate deconvolution parameters: two ge-
ometries were created with Geant4, respectively representing the 
granulite without phosphor film and the two films between two slices of 
granulite (Fig. 4a). β particles with the spectra of 40K, U-series and 
Th-series were emitted from a single central radioactive column of 1 μm 
diameter. The β dose were imaged with a resolution of 250 μm in a 1 μm 
thick layer for the granulite without phosphor (representing the natural 
irradiation) and the sensitive layer of the films for the film exposure 
simulation. These images are presented in Fig. 4b for the 40K β spectrum. 
Martin et al. (2018) have considered the extent to which the β Dr 
recorded in a 2D plane of a sample is representative of the β Dr in 3D in 
the sample, if the area of measurement or simulation is large enough to 
be representative of the sample and if the sample is roughly isotropic. 
Assuming it is the case in this study, the results from the simulation of 
the natural exposure can be regarded as representative of the natural 
scatter of the β Dr in the granulite, i.e. the natural image of the β Dr, 
designated as F. In the same way, the results of film exposure simulation 
represent the β Dr with the additional scatter from the bag and detector, 
i.e. the convolved images the β Dr, designated as H. The natural images F 
and their corresponding convolved images H are linked in the Fourier 
Space by equation H = F.g, where g is the convolution function. This 
convolution functions for the geometries b and c and for each β spectrum 
were retrieved by dividing the natural image F by the corresponding 
convolved image H in the Fourier Space. The difference between the 

Fig. 2. Geometry of the exposure of dosimeter film to the sample slices.  
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convolved and deconvolved images, as well as the additional scatter that 
the convolution function represents, can be visualised by the transects of 
their spatial distributions for the 40K β spectrum on Fig. 5. 

The image of the natural scatter of β Dr is on the left, the image of the 
β Dr scatter during film exposure is on the right. 

In theory, the inverse process can be applied to reconstruct the 
deconvolved image F’ of the β Dr in the granulite by dividing the 

convolved image H, obtained by autoradiography after calibration, by 
the convolution function g. However, this process is extremely sensitive 
to noise and statistical scattering that are common with OSL measure-
ments and would only lead to incoherent images if directly applied. In 
order to minimize the influence of noise and statistical scattering, a 
deconvolution algorithm must be employed. We used the Richardson- 
Lucy algorithm (Richardson, 1972) with the convolution function 

Fig. 3. Photographs of the environmental radiation shielding materials. a – sample inside the copper brick shield. b - Zeplin lead shield used to shield the envi-
ronmental γ Dr. 
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obtained in the previous step for reconstructing the images of the β Dr 
distribution images from the autoradiography of the different slices. The 
calculations were done with the ImageJ software (Rasband, 2012; 
Schneider et al., 2012) using the DeconvolutionLab2 package (Sage 
et al., 2017). This algorithm has been successfully used for deconvolu-
tion of autoradiography in medical studies (Zhang et al., 2008). The 
difference between the initial convolved autoradiography images and 
the resulting deconvolved β Dr images is illustrated on Fig. 6 using the 
convolution function calculated from simulations and compared to the 
mineral phase image. It is noticeable that the deconvolution increases 
the sharpness of the β dose rate images and improves the match between 
dose rate boundaries and the mineral phase maps. 

The position of the dosimeter film against the granulite slice during 
exposure is indicated by the yellow square on the mineral mapping. The 
Dr values correspond to the dose received by the different pixels during 
the exposure to the sample. 

The mineral phase mapping of each slice was superimposed to the 
corresponding image of β Dr. The rotation and translation necessary to 
this superimposition were done by adjusting the shape and centroid of 
recognizable features, such as the highly radioactive K-feldspar areas. 

Using the different mineral phases as regions of interest of the β Dr 
images, the average value and the histogram of the distribution of the β 
Dr were obtained for each mineral phase. As the heavy mineral inclusion 
phase and the biotite phase represent only a small fraction of the ana-
lysed surface, the results for these phases cannot be considered as 
representative. Consequently, these results are not presented and the 
further analyses focused on the K-feldspar phase and the quartz and 
albite phase. 

3. Results 

Fig. 7Associates the different β Dr images obtained with the mineral 
phase maps of the corresponding slice of granulite. The resolutions are 
250 μm and 20 μm respectively for the β Dr images and for the mineral 
mappings. The number of counts C corresponding to the beta dose rate is 
calculated according to formula (1): 

Table 2 
Dose rate attenuation factors for the irradiation of Al2O3 films calculated from 
simulations. The attenuation factors are defined as the fraction of dose rate received 
by the film over the corresponding infinite matrix dose rate.  

Dr component 40K U-series Th-series Average valuea 

β Dr attenuation factor 64% 60% 55% 62 ± 3% 
γ Dr attenuation factor at ab 5.2% 6.2% 5.7% 5.6 ± 0.4% 
γ Dr attenuation factor at bb 5.5% 6.6% 6.0% 6.0 ± 0.4%  

a Average coefficient values are calculated by weighting each component by 
the average proportion of β or γ dose rate that it represents. The uncertainty 
indicated is the standard deviation between the coefficients for the different 
components weighted by their dose rate contribution. 

b a and b refer to the position for γ Dr on Fig. 2. 

Fig. 4. Simulation of β particles scatter during exposure. a – Geometry of the simulations. b – Resulting spatial distribution of the β dose.  

Fig. 5. Transect of the β dose natural and convolved image and of the spatial 
distribution of the convolution function obtained from Monte Carlo simulation. 
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C=Craw − Cblank − Cdark (1) 

With Craw being the raw number of counts measured on a Region of 
Interest (ROI), Cblank being the number of counts for the same ROI on the 
blank image (after subtraction of the dark counts on this image) and 
Cdark being the number of counts of the dark counts measured during the 
same cycle than the raw image. 

All the uncertainties are given as twice the standard deviation. st. 
dev, the standard deviation on the number of counts for the beta dose 
rate over a given ROI, st.devc, is calculated by the quadratic sum of the 
standard deviation of the different contributions: 

st.devc =
̅̅̅̅̅̅
(st

√
.dev2

raw + st.dev2
blank + st.dev2

dark

)
(2) 

With st.devraw being the standard deviation over the raw count 
number, calculated as the square root of the total counts over the ROI: 

st.devraw =
̅̅
(

√
Craw

)
(3)  

st.devblank represents the standard deviation over the blank count over 
the ROI, calculated as the quadratic sum of the square root of the counts 
and the standard deviation over the dark count of the blank image st. 
devdark blank: 

st.devbank =√
(( ̅̅

(
√

Cblank

))2
+ st.devdark blank

2
)

(4) 

The standard deviations of the dark counts st.devdark and st.devdark 

blank, which follow a Poisson law, are determined by: 

st.devdark = st.devdark pixel

/ ̅̅̅̅
N

√
(5)  

with st.devdark pixel being the standard deviation between the dark 
counts measured for every pixels of the ROI and N being the number of 
pixels in the ROI. 

The dose of radiation D received by the film during exposure is 
calculated as: 

D=C.Dcalib/Ccalib (6)  

with Dcalib being the known γ dose delivered during calibration and Ccalib 
the number of counts measured on the calibration image using Equation 
(1). The uncertainty σD on D is determined by: 

σD =D.
̅̅̅̅̅̅
(st

√
.dev2

c + σ2
D calib + st.dev2

calib

)
(7)  

with σD calib being the uncertainty on D and st.devcalib the standard de-
viation over the counts on the calibration image, calculated according to 
Equation (2). 

The corresponding β dose rate Dr is determined by the equation: 

Dr=D.Fβ.Fγ
/

T (8)  

with Fβ being the attenuation factor for β dose rate resulting due to the 
attenuation within the phosphor film, Fγ being the attenuation factor for 
removing the γ dose rate contribution and T being the time of exposition 
of the phosphor film to the sample. The uncertainty σDr on Dr is deter-
mined by: 

σDr =Dr.
̅̅̅̅̅̅̅̅̅
(σD

2
√

+σFβ
2 +σFγ

2 +σT

)
(9)  

with σFβ, σFγ and σT being the uncertainties on Fβ, Fγ and T respectively. 
Per pixel, the average counts from the OSL signal originating from 

the β Dr contribution and from the γ Dr contribution are respectively 542 
± 50 and 26 ± 1. The average dark count of the photomultiplier is 90 ±
14 per pixel and the average residual signal is 320 ± 24 per pixel. The 
average count on the blank, once the dark count and residual count are 
subtracted, is 22 ± 31. This corresponds to a Dr received by the blank of 
0.10 ± 0.14 Gy.ka− 1 per pixel, or 0.10 ± 0.05 Gy.ka− 1 average over the 
whole image. The pixel values from beyond the boundaries of the slices, 
identified using the SEM mapping (Fig. 7), have not been used in the 
subsequent analysis. 

The mineral mappings are on the left and the Dr images on the right. 
The position of the dosimeter film against the granulite slice during 
exposure is indicated by the yellow square on the mineral mapping. 

The average β Dr measured for each slice as well as the mean value is 
presented in Table 3. We can observe that although the mean β Dr value 
from autoradiography is higher than the value from the powdered 
reference material, it is well within the variability of the mean β Dr 
measured from the chips (Table 1). Considering the proximity of the 
total mass represented by the slices used for autoradiography (8 g) with 
the average mass of the chips (10 g), we can conclude that the mean β Dr 
determined by autoradiography is compatible with the measurements 
by high resolution γ spectrometry. The variability of the β Dr measured 
by autoradiography of the different slices (weighting approximatively 2 
g each), as well as the standard deviation between pixel for each image, 
allow appreciating the variability of the β Dr at these smaller scales. The 
significant increase of the standard deviation between pixels for face 3 b 
and 4a is noticeable: it corresponds to the presence of a high radioac-
tivity hotspot where the highest dose rate of these mapping, Dr 199 ± 9 
Gy.ka− 1, was measured. 

β Dr distributions for the K-feldspar phase and the quartz and albite 
phase from different dose rate images are compared on Fig. 8a and 
Fig. 8b, as well as the average β Dr distribution for each of these phases 
on Fig. 8c-d. A logarithmic scale is used in Fig. 8d in order to display the 
high Dr contribution from the different hotspots visible on Fig. 7. 

Fig. 6. Effect of the deconvolution on a β Dr image.  
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Fig. 7. β Dr images associated with the associated mineral phase mappings.  
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Fig. 7. (continued). 
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4. Discussion 

a. Validity of the calibration 

The accuracy of the calibration method employed was demonstrated 
for homogeneous materials in Martin et al. (2022) and there is no evi-
dence to suggest additional systematic errors in the calibration used to 
study the heterogeneous forms within this study, even if this cannot be 
completely ruled out without additional measurements of the radioac-
tivity of the slices. The only difference with the protocol of Martin et al. 
(2022) is the deconvolution step, which does not modify significantly 
the average Dr value. The effect of heterogeneity of the sample could 
have a significant influence if the luminescence sensitivity of the phos-
phor film was highly variable pixel to pixel, which is not the case with no 
significant variation of the sensitivity observed beyond the uncertainty 
of the counting statistic. The average β Dr of 6.5 ± 0.3 Gy.ka− 1 (this 
uncertainty is the uncertainty of the measurement, representing the 
precision of measurement for a sub-sample of ~8 g) calculated over the 
slices (Table 3), representing approximately 8 g of material, is 
compatible with the average value of 4.8 ± 2.1 Gy.ka− 1 (this uncer-
tainty is twice the standard deviation between the values for the 
different chip, characterizing the variability between sub-sampling of 
~10 g) measured by high-resolution gamma spectrometry on the 10 g 
chip within the uncertainty related to the chip-to-chip variability of 
radioactive elements (Table 1). This result also supports the validity of 
the calibration method used here to determine the dose rates distribu-
tions from these heterogeneous rock slices. 

Considering this higher radioactivity of the slices (Table 3), 
compared to the radioactivity of the powdered reference sample 
(Table 1), the γ Dr contribution, calculated using the Dr values from 
Table 1 and the coefficient from Table 2, may be underestimated for this 
sample of granulite which seems more radioactive than the homoge-
nised powder produced from a considerably larger quantity of material. 
However, as this contribution represents less than 1% of the average Dr, 
this has no significant effect on the average β Dr calculated nor its dis-
tribution and doesn’t affect the observations presented in this study. A 
more accurate γ contribution could be calculated using the radionuclide 
contents of the different slices, which would require further 
measurements. 

The significant difference between the radioactivity of this sample 
and the average value for this granulite, as well as between the different 
10 g chips, raises the question of the representativeness of this sample: 
are the measured β Dr and its distribution representative of the those 
that would affect an OSL sample of this granulite? There are two sce-
narios possible here: either the OSL signal is measured on the same 
sample that is used for Dr imaging, or it is measured in another sample of 
the same granulite. In the first case, as the sample is of a similar size as 
the typical sample measured for OSL dating, the Dr distribution 
observed can be considered representative of the Dr received in the 
grains for OSL measurement. OSL imaging could also be used directly on 
the slice in order to record the spatial distribution of the OSL signal, that 
could be directly compared to the β Dr spatial distribution. With the 
recent development of OSL imaging, in particular for rock surface dating 
(Sellwood et al., 2022), it is likely that this approach will be developed 
further in a near future. In the second case in the which the sample for 
OSL and the sample for autoradiography are not the same, neither the 
OSL sample alone nor the β Dr distribution can be considered 

representative of the whole sample, considering its high heterogeneity. 
Each represents the local characteristics of the sample, and only the 
multiplication of measurements on several samples from the same ma-
terial, or the analysis of a larger area or mass of material, could provide 
information that could be considered as representative of the whole 
material. The representativity of both the sample for autoradiography 
and the sample for luminescence measurement should be addressed 
through quantitative method in order to assess the accuracy of the 
dating (Ingamells, 1974). The autoradiography method used for this 
study offers the possibility of analysing large sample areas, up to 10 cm 
by 10 cm. β Dr imaging of large areas will be investigated in order to 
assess the advantages of this approach. 

b. Precision of the measurements 

The uncertainty of the β Dr per 250 μm pixel ranges from 30% to 
4.4% for respectively the lowest Dr of 1.7 ± 0.5 Gy.ka− 1 and the highest 
Dr 199 ± 9 Gy.ka− 1, with an average uncertainty of 10% on the average 
Dr value per pixel of 6.5 ± 0.6 Gy.ka− 1. The average blank Dr per pixel is 
0.10 ± 0.14 Gy.ka − 1, which correspond to an average blank value of 
0.10 ± 0.05 Gy.ka − 1 over an approximative 15 mm by 15 mm image, 
while Martin et al. (2022) measured a blank of 0.23 ± 0.08 Gy.ka − 1 for 
a similar area without underground exposure. While these values are 
technically compatible within the limit of their uncertainty, the proba-
bility of it is low and it seems more likely that the underground exposure 
decreased the environmental background, improving the precision of 
the β Dr images. Further analyses are required to confirm this. A 
reduction of the dark count of the photomultiplier and of the residual 
signal of the film would also enable more precise determination of the 
blank Dr and improve the precision of the measurement, in particular for 
the lowest Dr. 

The precision on the measurement of high Dr tends to a limit of about 
4.3%, which corresponds to the combination of the uncertainty on the 
calibration of the γ source used for the calibration (2.3%) and of the 
uncertainty on the β Dr attenuation factor (3.7%). Improving the pre-
cision of the γ source calibration would slightly improve the precision of 
the results. The uncertainty on the attenuation factor is related to the 
difference of β absorption between the 40K, the U-series and the Th-series 
contribution is more complex to reduce. Finding a geometry of exposure 
that minimize this difference is a possibility that will be investigated. It 
is noticeable that a significant decrease of this uncertainty is expected 
for samples where the β Dr is dominated by one of the contributions. 

The precision of the β Dr images obtained in this study represents the 
best for autoradiography of natural mineral sample published so far 
(Rufer and Preusser, 2009; Guérin et al., 2012b; Smedley et al., 2020). 
This precision seems also better than the precision of Timepix detectors 
(Romanyukha et al., 2017), although the comparison is not as 
straightforward. Fu et al. (2022) obtained with a Timepix a precision of 
about 31% for a β Dr of 3.4 Gy ka− 1 with a resolution of 220 μm. The 
precision of the autoradiography system presented in this study for a 
similar Dr is about 15%. However, the precision of lower Dr is limited by 
the significant residual signal and will be over 100% for Dr lower than 
0.5 Gy.ka− 1, similarly to that obtained by Fu et al. (2022). It seems that 
the autoradiography system gives similar results to the protocol devel-
oped by Fu et al. (2022) for low Dr, but better results for Dr greater than 
1 Gy.ka− 1. If the residual signal of the alumina film could be lowered, 
the precision of the autoradiography system for low Dr would 

Table 3 
Variation of β Dr measured by autoradiography of the different slices. 2σ is twice the standard deviation of the β Dr between the pixels and twice the standard deviation 
respectively for the individual images and for the average value. The uncertainties provided with the mean β Dr are the uncertainty over the measurement of the 
corresponding integrated area as defined at the beginning of part 3.  

Image Face 1 b Face 2a Face 2 b Face 3a Face 3 b Face 4a Average 

Mean β Dr (Gy.ka− 1) 4.8 ± 0.3 5.1 ± 0.3 6.6 ± 0.3 6.9 ± 0.3 7.8 ± 0.4 8.5 ± 0.4 6.5 ± 0.3 
2.St.dev (Gy.ka− 1) 5.7 6.1 8.4 8.5 18.4 26.5 3.3  
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Fig. 8. β Dr distribution of the different mineral phases a – β Dr distribution in the K-feldspar phase from each image. b – β Dr distribution in the quartz and albite 
phase from each image. c – β average Dr distribution between all the images. d - β average Dr distribution between all the images, logarithmic scales. 
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significantly increase. Processes to bleach this signal are being 
investigated. 

Another important point of comparison with the Timepix system is 
the time of analysis. The determination of the Dr images recorded by a 
10 mm by 10 mm area of film (which is approximatively the size of a 
Timepix sensor) with the OSL scanner would take approximately 5 days, 
which includes the 3 scans necessary, the bleaching time and the irra-
diation time. However, it would also require several months of exposure 
of the film to the sample prior to the measurement (8 months in the case 
of this study). The Timepix measurement took only 10–28 days for Fu 
et al. (2022) and increasing the counting time would lead to an 
increased precision that could match the autoradiography one. How-
ever, this needs to be put into perspective of studies implying multiple 
samples, which is usually the case in OSL dating: Timepix systems can 
only analyse one sample at a time and with a limited area of analysis, 
while multiple samples can be exposed to the alumina film for autora-
diography at the same time and larger area (up to 10 cm by 10 cm) can 
be measured with the OSL scanner. It is also possible to reduce the time 
of analysis of multiple samples by alternating the samples for reading, 
bleaching and γ irradiation (for example, by scanning a sample while 
another is being bleached and another irradiated). This possibility of 
processing multiple samples in parallel as well as large samples repre-
sents an advantage of the autoradiography method which would be very 
convenient in study involving as rock surface dating, for the which such 
samples are frequent. 

c. Robustness of the positioning 

There was no visible shift between the images of corresponding to 
the measurement of the signal from exposure, of the blank and of the 
calibration dose. This indicates that the repositioning of the sample fixed 
on the sample holder on the scanning plate is accurate at less than the 
image resolution of 250 μm. 

The accuracy of the superposition of Dr images with the corre-
sponding mineral phase mappings using recognizable features can be 
discussed. It is relatively easy to implement for some Dr images where 
some features are easy to recognize (Fig. 7a) but can be more difficult for 
more complex images such as Fig. 7e which is affected by the presence of 
a strong radioactive hotspot. It is noticeable that a shift of the super- 
positioning by one- or two-pixels size (250 μm–500 μm) does not 
significantly affect the global shape of the Dr distribution nor the 
average β Dr calculated for the different phases, except for Fig. 7c- 
d because of the presence of the strong radioactive hotspot between the 
K-feldspar phase and the quartz & albite phase. Therefore, this method 
for superimposing Dr image with phase mapping cannot be considered 
as robust in the presence of strong hotspot and should be replaced by a 
better one. Fu et al. (2022) used an α source handed above the sample 
and the Timepix detector in order to record the shape of the sample 
before imaging the β Dr. A similar method could be investigated with the 
phosphor film, but the α-thick black bag used to encapsulate the film 
limit this possibility. The use of a support that will hold in place both 
films and samples with a position reference seems a more practical so-
lution that is currently under investigation. Another possibility to 
improve the superposition of Dr images with mineral mapping would be 
to increase the size of the piece of film to image a larger area of sample, 
as more distant recognizable features would enable a more precise 
alignment. 

d. Effect of the scatter of β particle in the detector 

Figs. 4 and 5 demonstrate the need for deconvolution in β Dr imaging 
or for other data processing method in order to take into account the 
scatter of β particles within the detector thickness. This step significantly 
improves the accuracy of β Dr imaging and is necessary to evaluate in 
which extent it can affect individual grains and the scattering of lumi-
nescence result. It seems that the effect of β particles scattering within 

the detector on Dr imaging has been overlooked so far. It is noticeable 
that this effect is significant in this study despite of a relatively small 
detector thickness (Fig. 2). Other autoradiography plates or the sensitive 
part of Timepix detectors can be significantly thicker, sometime more 
than 1 mm. A wider scattering of the β particles and a stronger blurring 
of the β Dr images can be expected in those detectors compared to the 
films used for this study. Consequently, it is possible that previous 
studies have underestimated the scattering of the β Dr in the samples 
investigated. Monte Carlo simulations of this effect followed by a 
deconvolution seems an appropriate method to take it into account and 
gave visible results in this study. Direct measurements and further Dr 
modellings will be investigated in order to confirm these results. 

e. β Dr determination in the different mineral phases 

Average β Dr of 5.55 ± 0.24 Gy.ka− 1 and 8.42 ± 0.36 Gy.ka− 1 are 
measured using the β Dr images for respectively the quartz-albite phase 
and the K-feldspar phase. The precision on these values is limited by the 
4.3% uncertainty relative to the uncertainty on the calibration of the γ 
source and on the β Dr attenuation factor. 

The standard β Dr calculation method for OSL dating is based on the 
inclusion method which consist of applying an attenuation factor for 
grain size to the average bulk β Dr as well as a self-dose factor to the 
internal β Dr for the K-feldspar (Fleming, 1970; Mejdahl, 1983). This 
method was initially developed for thermoluminescence dating of ce-
ramics. The Dr is calculated considering the hypothesis of a small 
number of datable grains inside a homogeneous matrix. These grains are 
assumed spherical and to be far enough from other grains to have no 
effect on their Dr, i.e. there is no grain-to-grain irradiation or lower Dr 
due to the presence of nearby low radioactivity grains. This model is 
widely applied in luminescence dating including of coarse crystalline 
rocks (King et al., 2016; Stalder et al., 2022), even if these samples may 
not fit in the dosimetric hypothesis of the inclusion model. It is impor-
tant to remember that the paleodosimetric community has long been 
aware of the difficulty of calculating Dr in coarse crystalline rocks and, if 
possible, prefers fine crystalline rocks (Sanderson et al., 1988). Some 
attempts have been made for developing models more adapted to coarse 
crystalline rocks but their use remains marginal (Plachy and Sutton, 
1982; Martin et al., 2018; Semikolennykh et al., 2022), maybe because 
they require more analysis than is commonly applied in luminescence 
dating and often lack of strong experimental validation. 

We calculated the β Dr of the K-felspar phase and of the quartz & 
albite phase using the inclusion Dr model in order to compare them with 
those obtained by autoradiography. We considered the average β Dr 
measured by autoradiography (6.5 ± 0.3 Gy.ka− 1), 250 μm grains and 
the attenuation and self-dose factors from Guérin et al. (2012a). β Dr of 
5.92 ± 25 Gy.ka− 1 and 6.95 ± 0.25 Gy.ka− 1 were obtained for respec-
tively the quartz-albite grains and the K-feldspar grains, including an 
internal β Dr contribution in the later corresponding to a K content of 
14%. 

If the values for the quartz and albite phase from the autoradiog-
raphy and from the standard calculation (5.55 ± 0.24 Gy.ka− 1 and of 
5.92 ± 0.25 Gy.ka− 1 respectively) are compatible within the uncertainty 
there is a significant difference of about 20% between the Dr calculated 
for the K-feldspar phase from the autoradiography and from the stan-
dard calculation (8.42 ± 0.36 Gy.ka− 1 and 6.95 ± 0.25 Gy.ka− 1 

respectively). This highlights the impact on β Dr of K-feldspar grain 
clustering in sample, such as it can be for various coarse crystalline 
rocks. Even for the quartz and albite phase, despite of the fact that the 
two methods give compatible results, the validity of the standard model 
should be questioned as it does not seem to correspond to a physical 
reality in such heterogeneous samples. The actual attenuation and self- 
dose factors should be related to the size and shape of the grain clusters, 
such it has be investigated in King et al. (2016), Rades et al. (2018), 
Jenkins et al. (2018), Cunningham et al. (2022) and Semikolennykh 
et al. (2022). However, as these shapes are usually highly irregular while 
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most software and stereological correction assume a spherical shape. 
Considering that the size of the grain clusters is often larger than the 
average β particle range of 2 mm in rocks, their irregular shapes must 
have an impact on the internal β Dr. It is also noticeable that in Rades 
et al. (2018), Jenkins et al. (2018), Semikolennykh et al. (2022), the 
authors used the apparent size of the clusters on the image as real size 
while it is in reality the size of the interception of the clusters by the 
slicing. This may induce a significant error in the estimation of the size 
distribution of the clusters, which could have been corrected using ste-
reological corrections (Martin et al., 2015; Bailiff, 2018). However, it is 
necessary to analyse an area large enough to be representative of the size 
distribution of the clusters in the sample for these corrections to be ac-
curate, which is probably not the case in those study nor in this one. 
Simulation of the β Dr (Martin et al., 2018) or direct measurement such 
as those presented in this study seem to be more accurate and promising 
solutions. 

f. Effect of the β Dr distribution on the luminescence measurements 

The standard deviation calculated on the β Dr distributions (Fig. 8) 
are 35% and 87%, respectively for the K-feldspar phase and the quartz 
and albite phase. The extreme scattering obtained for the quartz and 
albite phase is mostly due to the influence of a few strong radioactive 
hotspots (Fig. 7). The standard deviation for this mineral phase below 
the threshold of 10 Gy.ka− 1 (which corresponds to the Dr peak of the K- 
feldspar and excludes the Dr from the hotspots) is only 41%, which is 
comparable to the K-feldspar one. The standard deviation of the Dr in 
the K-feldspar phase is less influenced by the hotspot because its Dr is 
higher in average and because the hotspots are generally closer to the 
quartz and albite phase than to the K-feldspars phase. Smedley et al. 
(2020) and Fu et al. (2022) obtained slightly lower scattering values for 
heterogeneous samples of different natures, but with the same order of 
magnitude. 

The effect of these wide β Dr distribution to the scattering of lumi-
nescence measurements can be reconstructed through a random sam-
pling of n values within it, in order to represent the Dr in aliquot 
constituted from n grains from the crushed sample. For representing the 
total Dr, the average α and γ Dr calculated from the average radionuclide 
contents (Table 1) were added as an offset to the β Dr distributions, as 
well as the standard value of the cosmic Dr at sea level of 0.3 Gy.ka− 1. α 
efficiency factors of 0.03 and 0.09 were applied to the respective α Dr 
contribution to the quartz grains (assuming that the β Dr distribution in 
quartz grain is similar than in the quartz and albite phase) and to the K- 
feldspar grains in order to consider its lower efficiency to produce 
luminescence compared to the other Dr contribution. The total Dr offsets 
from these contributions represent 3.71 ± 0.02 Gy.ka− 1 and 5.61 ±
0.03 Gy.ka− 1. The likely heterogeneity of the α Dr is not considered here, 

therefore the results represent only the share of scattering of the total Dr 
due to the β Dr heterogeneity. The standard deviations of Dr received 
between these virtual aliquots were calculated using Monte Carlo sam-
pling in the total Dr distribution, for different size of aliquots. The re-
sults, presented on Fig. 9, follow perfectly a rule of STDn = STD1/√(n), 
Where STDn is the standard deviation between Dr received by aliquots of 
n luminescent grains and STD1 the standard deviation between Dr of 
single luminescent grains. The distinction between the number of grains 
per aliquot and the number of luminescent grains per aliquot is impor-
tant, because usually only a small fraction of quartz grains is lumines-
cent while the proportion of luminescent K-feldspar grains is 
significantly larger (Duller et al., 2003; Smedley et al., 2019). It is also 
important to remember that the calculated scatterings are resulting only 
from the β Dr spatial distribution, and do not consider the scattering due 
to α Dr spatial distribution, to partial bleaching or to variation of the 
luminescence efficiency between grains. The Dr scattering of K-feld-
spars, while significant at the single grain scale, quickly decreases with 
the aliquot size, and is reduced to a few percent above n = 100 lumi-
nescent grains per aliquot. The Dr scattering for the quartz and albite 
aliquot is significantly larger, and still about 9% for aliquots with 100 
luminescent grains. However, like previously explained, only a small 
fraction of the quartz grains is sensitive to luminescence; as a result, the 
scattering of luminescence signal between quartz aliquots of about 100 
grains would probably be around the results for 1 to 10 luminescent 
grains, which would give a scattering due to the β Dr spatial distribution 
ranging from about 87% to 27%. 

The variation of luminescence sensitivity between grains also exists 
within K-feldspar, even if it is usually not as strong as for quartz grains 
(Duller et al., 2003; Smedley et al., 2019). In order to calculate a more 
accurate estimation of the scattering between aliquots, the distribution 
of luminescence sensitivity should also be integrated to the calculation. 
This distribution could be obtained using single grain OSL, or OSL 
scanning on sample slice using for example the same scanner as for the 
autoradiography, with a set of optical filters adapted to the lumines-
cence signal of the grains. This second option would allow to compare 
directly the spatial distribution of β Dr and of luminescence sensitivity, 
which could considerably improve the precision and accuracy of the 
dating for similar sample by taking into account the scattering due to 
these two phenomena. In the same way, adding to the analysis the 
spatial distribution of the α Dr and of the α efficiency for luminescence 
should improve the accuracy of the analysis. While it is technically 
feasible using autoradiography, laser ablation ICPMS or fission track 
mapping, the setup of such experiment is much more complex or more 
expensive than for the β Dr. 

5. Conclusions 

The autoradiography system used for this study allowed measuring 
the most precise β Dr images so far achieved of a natural mineral sample 
with a resolution of 250 μm. This is thanks to the combination of high 
sensitivity Al2O3:C film, ultra-low background underground exposure, 
laser pulsed-stimulated OSL scanning and Monte Carlo simulations of β 
particle scattering. The advantage of lower background provided by 
underground exposure needs to be investigated further. Improvement of 
the method of superposing the Dr image with mineral phase mapping 
are being investigated in order to guarantee the accuracy of the Dr 
distribution observed. The reduction of the residual signal would also 
significantly improve the precision of the measurement, especially for 
low radioactivity samples; Improving the precision on the calibration 
will benefit to the measurement but more particularly to the higher Dr 
values. 

The β Dr value in the different mineral phases of the sample can be 
significantly affected by the clustering of grains of the same mineral, 
which make the standard method of calculation irrelevant for the K- 
feldspar grains this case. Significant error on the Dr determination and 
on the age calculation can be made if this effect is not considered. 

Fig. 9. Scattering of the Dr received by aliquot due to the β Dr heterogeneity 
depending on the number of luminescence grains per aliquot. 
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Methods of Dr determination considering the size and shape of the grain 
cluster, which include β Dr imaging, should be considered for similar 
coarse crystalline rocks in order to avoid this bias. 

Scatter in the beta Dr of 35% and 87% for the K-feldspar phase and 
for the quartz and albite phase respectively were observed. The high 
value of the scattering in the quartz and albite phase results from the 
influence of a few highly radioactive hotspots. Identifying these hotspots 
and their proximity to the different mineral phases seems necessary for 
evaluating the potential scattering of luminescence resulting from their 
influence. β Dr imaging is a useful tool to do so. While the influence of β 
Dr scattering on luminescence results should be significantly decreased 
when using multi-grains aliquot for the K-feldspar, it is likely to be still 
significant for multi-grains aliquots of quartz because of the stronger 
influence of the hotspots and because only a small proportion of quartz 
grains are luminescent. The determination of the proportion of scat-
tering of luminescence results coming from β Dr heterogeneity can 
improve the precision of luminescence dating by reducing the deviation 
between results. 

The high sensitivity β Dr imaging system presented in this study of-
fers great prospect for taking into account the β Dr spatial distributions 
of heterogeneous samples such as coarse crystalline rocks. In particular, 
the possibility of imaging large sample area up to 10 cm by 10 cm should 
offer a significant increase of the accuracy of such analysis and will be 
investigated. Comparison of β Dr imaging with OSL imaging would 
allow directly taking into account their spatial variations, which should 
considerably improve the accuracy of the dating of heterogeneous 
samples. This offer many prospects of application of this method to 
dating cases of coarse crystalline rocks and other heterogeneous sam-
ples, in particular for rock surface dating for the which OSL imaging is 
frequently used. 
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