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ABSTRACT
Large language models (LLMs), when scaled from millions to bil-
lions of parameters, have been demonstrated to exhibit the so-called
‘emergence’ effect, in that they are not only able to produce semanti-
cally correct and coherent text, but are also able to adapt themselves
surprisingly well with small changes in contexts supplied as in-
puts (commonly called prompts). Despite producing semantically
coherent and potentially relevant text for a given context, LLMs
are vulnerable to yield incorrect information. This misinformation
generation, or the so-called hallucination problem of an LLM, gets
worse when an adversary manipulates the prompts to their own
advantage, e.g., generating false propaganda to disrupt commu-
nal harmony, generating false information to trap consumers with
target consumables etc. Not only does the consumption of an LLM-
generated hallucinated content by humans pose societal threats,
such misinformation, when used as prompts, may lead to detrimen-
tal effects for in-context learning (also known as few-shot prompt
learning). With reference to the above-mentioned problems of LLM
usage, we argue that it is necessary to foster research on topics
related to not only identifying misinformation from LLM-generated
content, but also to mitigate the propagation effects of this gener-
ated misinformation on downstream predictive tasks thus leading
to more robust and effective leveraging in-context learning.

CCS CONCEPTS
• Information systems → Information retrieval; • Comput-
ing methodologies → Machine learning; Natural language
processing.
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1 MOTIVATION OF THEWORKSHOP
Research on Large Language Models (LLMs) is expanding in scope
and yielding significant scientific advancements at a rapid rate.
LLMs, when scaled from millions to billions of parameters, have
been demonstrated to exhibit the so-called ‘emergence’ effect [15],
in that they are not only able to produce semantically correct and
coherent text, but are also able to adapt themselves surprisingly
well with small changes in contexts supplied as inputs (commonly
called prompts) [1].

Motivated by this generic task-independent knowledge repre-
sentation ability of the LLMs [25], several threads of research has
explored their usage in a wide range of tasks such as text clas-
sification [1, 20], conversational systems [8, 18, 19], information
retrieval [11, 14, 16], recommendation systems [13], and even to
assist manual assessments [23].

Despite the benefits of LLMs, there are two major concerns that
the community should be aware of, and foster research towards
addressing them. These concerns are listed below.

(1) LLMs hallucinate [4, 9]: LLMs can often generate text,
which although being coherent and apparently correct, actu-
ally constitutes of information that is not true, e.g., events
that never happened, or entities that are not real.

(2) Poor adversarial robustness: LLMs are likely exhibit a
poor adversarial robustness, i.e., it is relatively easy for an
adversary to manipulate the prompts to their own advan-
tage, e.g., generating false propaganda to disrupt communal
harmony, generating false information to trap consumers
with target consumables etc. Not only does the consumption
of an LLM-generated hallucinated content by humans pose
societal threats, such misinformation, when used as prompts,
may lead to changing the behaviour of a predictive system
to an adversary’s advantage.
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To alleviate the above-mentioned problems, it is critical that
researchers work towards a responsible and trustworthy innova-
tion [3]. For instance, identifying the source documents which the
decoding phase of an LLM largely utilised to generate an output
text can potentially help a user better understand the content, thus
possibly contributing towards developing a trust towards the model
[2, 11].

While explainable AI has gained popularity in terms of providing
feature attributions for supervised models both locally and globally,
i.e., at the level of individual instances and the overall model [12, 17,
24], such investigation also needs to be conducted for the 0-shot and
few-shot generation phase of LLMs. Particularly, for in-context (few-
shot) learning of LLMs, i) attribution of documents during decoding
(i.e., which documents were likely used to generate the decoded
text) [2], ii) attribution over discrete terms of an encoder state [11],
iii) attribution over the set of prompts used for k-shot task-specific
tuning, i.e., what parts of a prompt are mainly responsible for the
prediction (in terms of the ⟨mask⟩ token class probabilities during
decoding) etc. can provide a user and a practitioner useful insights
about a model’s behaviour.

The need for such explainable and trustworthy in-context learn-
ing (prompt learning) means that it is timely to organize a workshop
to bring together experts working in the area of responsible AI to
further advance the state of the art in trustworthy use of LLMs for
various downstream tasks. The broad range of researchers with
relevant expertise associated with CIKM 2023 makes this an ideal
venue for this workshop.

Relevant active areas in LLMs include misinformation detec-
tion, in-context learning, detection and mitigation of biases using
prompts, alleviating adversarial attacks etc. for several downstream
tasks to aid the goal of responsible AI [22]. On the other hand, these
responsible AI objectives are often viewed independently to each
other, which is a significant constraint because it is necessary to
comprehend the interplay and/or conflict between them. The pur-
pose of this workshop is to bring together researchers working on
those distinct yet connected areas, as well as their overlap, in order
to move towards a more thorough understanding of trustworthy
use of LLMs.

2 WORKSHOP DETAILS
We name our workshop ‘Large Language Models’ Interpretabil-
ity and Trustworthiness’, abbreviated as LLMIT (pronounced as
‘limit’). Because of the widespread interest on LLMs, we believe that
we will witness an enthusiastic participation. Thus, we propose
LLMIT to be a full-day workshop in a hybrid format enabling en-
gagement of both in-person and online participants. The proposed
activities of the workshop are as follows:

(1) Invited speakers:We propose to include one or two invited
speakers who have an established track record in advocating
for or working on responsible AI focused on LLMs.

(2) Paper presentations: Depending on the number of accepted
submissions, papers will be presented in oral and/or poster
sessions.

(3) Panel Session: We plan to organize a panel session comprised
of the invited speakers to explore perspectives on interpretabil-
ity of LLMs, and explore possible focus areas for future research.

Breakout session: We plan to organize a breakout session,
where we plan to pair up researchers in small groups for a
more direct interchange of ideas related to specific subtopics of
interests on interpretation of LLMs.

3 TOPICS FOR THE CALL FOR PAPERS
The broad-level topics that are of interest to the LLMIT workshop
include work directed towards LLM interpretation and their appli-
cations towards mitigation of their hallucination effects. However,
to encourage a wider participation, we solicit submissions on other
closely related topics as well. More explicitly, the following are
some of the research topics of interest.

(1) Misinformation detection: It is a widely known fact that the
text generated by LLMs are often of hallucinatory in nature
[4, 9]. Consequently, mapping back to the original documents
(attribution at document level [2]) which were likely respon-
sible in affecting the decoding path to generate the text for a
downstream task can throw insights on an LLM’s 0-shot or
few-shot (in-context) task-specific abstraction of the input data.

(2) Prompt or In-Context Explanations of the LLM-generated
content in terms of attention-based or counter-factual explana-
tions of the prompts, i.e., which parts of the prompts are more
important in determining the class probabilities (via generation
of class-specific sets of words by the decoder).

(3) Linking LLM-generated answers to knowledge bases or
use knowledge-bases to formulate template-driven prompts.

(4) LLMs for generating weak labels for various applications,
or to generate simulated data (silver-standard ground-truth) to
reduce annotation effort [23].

(5) Adaptive In-context learning for LLMs, i.e., work towards
developing a transparent LLM-based in-context learning model
that explains the different choices employed in prompt learning,
which may include -
• What similarity metric to employ for generating the few-shot
examples, e.g., sparse vectors, dense embedding, task-specific
dense embedding etc.

• How many few shot examples to use.
• Explore combination (apriori and post-hoc) of LLM-based
in-context learning with supervised parametric models.

(6) Fair Predictions with LLMs, i.e., mitigate the detrimental
effects of biased responses with suitable prompts.

(7) Adversarial Robustness of LLMs, i.e., optimise the robustness
of LLM-based in context learning to adversarial attacks based
on prompt injections.

(8) LLM-driven in-context learning for search and recom-
mendation, i.e., explore the potential of LLMs for personalised
search and recommendation. Since LLMs have been shown to
work well with small quantities of task-specific training data,
they can potentially be used to improve the effectiveness of
personalized search and recommendation.

(9) Multi-modal LLMs, involving exploration on the topics re-
lated to the interpretability and trustworthiness of LLMs in the
particular context of multimodal predictive tasks, e.g., visual
question answering etc.

(10) Ethical concerns of LLMs, i.e., research on topics related to a
responsible use of LLMs and their socio-economic implications.
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4 TENTATIVE PROGRAM COMMITTEE
MEMBERS

A tentative list of members, who are supportive of the workshop
idea and have tentatively agreed to volunteer in the program com-
mittee, is listed below (upon acceptance of the workshop proposal,
we will add more pertinent people to this list).

• Rishiraj Saharoy, Max Planck Institute for Informatics, Ger-
many.

• Sean MacAvaney, University of Glasgow, United Kingdom.
• Claudia Hauff, Delft University of Technology, Netherlands.
• Sumit Bhatia, IBM Research, India.
• Francesca Bonnin, IBM Research, Dublin.
• Charles Clarke, University of Waterloo, Canada.
• Xi Wang, University College London.
• Nicola Tonellotto, University of Pisa.

5 RELATEDWORKSHOPS
There exists a small number of other workshops which are based
on responsible AI as its core theme - the most recent one being
“TrustNLP:Workshop on Trustworthy Natural Language Pro-
cessing”1 which was held consecutively in 2021, 2022 and is cur-
rently colocated with ACL 2023 for its third edition. This workshop
differs from LLMIT in terms of its scope in that it encompasses a
more generic theme of explainability and trustworthiness of any
predictive model. However, our proposed workshop explicitly fo-
cuses on investigating these questions for the specific context of
LLMs.

Another related workshop is “ExplainAble Recommendation
and Search”2, the main theme of which was to explore the is-
sues related to the explainability and trustworthiness of search and
recommender systems with a particular emphasis on the user be-
haviour. Our workshop, explores these topics related to NLP, IR and
multimodal predictive models but restricted to the speific context
of LLMs.

6 ORGANIZERS
(1) Dr. Tulika Saha (corresponding author) is a Lecturer of Com-

puter Science in the University of Liverpool, United Kingdom
(UK). Her current research interests include ML, DL, NLP typi-
cally Dialogue Systems, AI for Social Good, Social Media Anal-
ysis etc. She was a postdoctoral research fellow at the National
Centre for Text Mining, University of Manchester, UK. Pre-
viously she earned her Ph.D. from Indian Institute of Tech-
nology Patna, India. Her research articles are published in
top-tier conferences such as ACL, ACM SIGIR etc. and sev-
eral peer-reviewed journals. She has organized several work-
shops/symposium namely NLP for Social Good 2023, AICAI
2023 and presented tutorials in ECIR [21], InterSpeech, 2023
etc.

(2) Dr. Debasis Ganguly is a Lecturer (Assistant Professor), School
of Computing Science, University of Glasgow, Glasgow, Scot-
land. Formerly, he was a research staff member at IBM Research

1https://trustnlpworkshop.github.io/
2https://ears2019.github.io/

Europe, Dublin, Ireland. Generally speaking, his research activi-
ties span topics on IR and NLP. More specifically, he is interested
in semantic search, neural retrieval models, explainable search
and recommendation, fair and trustworthy search, and privacy
preserving AI. Apart from this, he is interested in automati-
cally constructing knowledge bases from legal documents for
structured and explainable search. He is a part of the organiza-
tion committee of the Symposium on Artificial Intelligence and
Law (SAIL). His workshop organizational experience includes
PASIR at CIKM’22 [10], SUD at WSDM’21 [5], SMERP-2018 at
WWW’18 [7], and SMERP-2017 at ECIR’17 [6].

(3) Dr. Sriparna Saha is currently serving as an Associate Profes-
sor (h5-index:37, total citations: 7127 as per Google Scholar), in
Computer Science and Engineering, Indian Institute of Tech-
nology Patna, India. Her current research interests include ML,
DL, NLP, AI for Social Good, and Information Retrieval. She
has published more than 400 papers in reputed journals (IEEE
and ACM Transactions) and conferences including ACL, SIGIR,
AAAI, EMNLP, ECIR, COLING, ACM MM, etc. She was one of
the special session organizers of ICONIP 2021 on the topic of
“Smart Home Technologies & Services for the Wellbeing and
Sustainability of Society" and in IEEE SSCI 2021 on the topic of
“Computational Intelligence for Natural Language Processing".
She has also delivered tutorials in WCCI 2020, ICONIP 2022,
ECIR 2023, InterSpeech 2023.

(4) Prasenjit Mitra is a Professor at The Pennsylvania State Uni-
versity and a visiting Professor at the L3S Center at the Leibniz
University at Hannover, Germany. He obtained his Ph.D. from
Stanford University in 2003 in Electrical Engineering and has
been at Penn State since. His research interests are in artifi-
cial intelligence, applied machine learning, natural language
processing, etc. His research has been supported by the NSF
CAREER award, the DoE, DoD, Microsoft Research, Raytheon,
Lockheed Martin, Dow Chemicals, McDonnell Foundation, etc.
His has published over 200 peer-reviewed papers at top con-
ferences and journals, supervised or co-supervised 15-20 Ph.D.
dissertations; his work has been widely cited (h-index 60) and
over 12,500 citations. Along with his co-authors, he has won
the test of time award at the IEEE VIS and a best paper award
at ISCRAM, etc. He has been the co-chair of several workshops,
including a workshop previously collocated with CIKM. They
are listed below:
• ProgramChair, Big-O(Q)’15:Workshop on Big-Graphs Online
Querying in VLDB’15: the 41st International Conference on
Very Large Databases (2015).

• Program Chair, WIDM’12: The 12th International Workshop
on Web Information and Data Management in CIKM’12:
the 21st ACM International Conference on Information and
Knowledge Management. (2012).

• Program Co-Chair, WIDM’09: The 11th International Work-
shop on Web Information and Data Management in CIKM’09:
the 18th ACM International Conference on Information and
Knowledge Management. (2009).

• Program Co-Chair, SNAKDD’09: The 2nd InternationalWork-
shop on Social Network Mining and Analysis in KDD’08: the
14th ACM SIGKDD International Conference on Knowledge
Discovery and Data Mining. (2008).

https://sahatulika15.github.io/
https://gdebasis.github.io/
https://trustnlpworkshop.github.io/
https://ears2019.github.io/
https://www.iitp.ac.in/~sriparna/
https://ist.psu.edu/directory/pum10
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• Lead Program Co-Chair, CIMS’07: The 1st Workshop on
CyberInfrastructure: Information Management in eScience
(CIMS) in CIKM’07: the16th ACM International Conference
on Information and Knowledge Management. (2007).
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