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Abstract— The distributed consensus intends to improve
the reliability of critical decision making in wireless con-
nected autonomous systems. The performance of dis-
tributed consensus heavily depends on the reliability of
wireless links, which should be stochastic with limited
communication resources. Therefore, advanced communi-
cation resource allocation schemes are needed to achieve
high reliability and low latency for the distributed consen-
sus. This article first derives optimized resource alloca-
tion schemes for the distributed consensus. The optimal
number of nodes for the best reliability performance of
the distributed consensus is also investigated to solve the
inadequate overall communication resources issue. The re-
vealed derivation and simulation results can provide guide-
lines to deploy the appropriate paradigm of communication
resource allocation in autonomous wireless systems.

Index Terms— Distributed consensus, Reliability, La-
tency, Resource allocation

. INTRODUCTION

Industrial scenarios, such as Autonomous Vehicles and In-
dustrial Robots, usually require high reliability and low latency
in critical decision-making within the network and essential
data processing for distributed sensors and IoT devices. In
these scenarios, local nodes from the network can collect
data, make initial decisions, and send global consents to the
joint nodes in the network. This is especially pertinent in
diverse 5G-enabled networks, which include long-term Ultra-
Reliable Communication for critical applications, Vehicle-to-
Vehicle coordination for enhanced road safety, reliable cloud
connectivity for seamless data exchange, and real-time virtu-
alization to enable efficient network services. For example, a
decentralized approach has been proposed for decision making
in autonomous driving [1], which presents that the local nodes
in distributed networks can collect data, make initial decisions
and send the global consents (i.e., consensus) to the joint nodes
in the distributed network. Because critical decisions making
are reliability-intensive and latency-sensitive, a mechanism
is required to enhance the reliability of decision-making in
critical scenarios, and distributed consensus can work as the
fault tolerant protocol for the critical decision making in this
scheme [2].

Distributed consensus, which has been prevalently applied
to distributed ledger technology (DLT), is defined as a protocol
to ensure all normal nodes in the system can achieve the
agreements on unified states, even if the network suffers from
a certain amount of faulty progress or attack [3]. Therefore,
the distributed consensus can work as an interior algorithm
that regulates the decision based on the collected information

by nodes. In the protocol of a distributed consensus, every
participant is capable of transmitting and receiving the com-
mand to switch the state of replicas if it can follow specific
fault-tolerant protocols. Crash failure and Byzantine failure are
two types of errors that may occur in the distributed system.
Crash failure refers to the failure that the progress abruptly
stops and cannot resume. Crash fault tolerance (CFT) protocol,
such as Raft [4] and Paxos [5], aims to manage reliable state
duplication and prevent system breakdown from node crash
failure. Byzantine failure represents the malicious behaviors
given by an adversary, including contradictory commands to
the progress, communication abort, and lengthy intentional
delays to critical messages, which are more disruptive to
the system than crash failures. Corresponding byzantine fault
tolerance (BFT) protocols like PBFT [6] and Hotstuff BFT [7]
have been introduced to the decentralized systems against the
potential malicious attack [8].

In both CFT and BFT protocols, communication acts as a
critical enabler to ensure that every node can exchange its state
information with others in the distributed consensus. Currently,
most of the distributed consensus usually is deployed through
stable wired communication [9]. However, the majority of
the upcoming generation of IoT networks have the trend
to become wireless systems. For example, The protocol of
distributed consensus can be deployed in DLT-enabled wireless
networks [10]. Unlike the reliable link transmission in a
wired network, wireless channels are more stochastic and
dynamic. The link transmission failure that occurs in the
wireless channel can have the same influence on the state
synchronization as the node that has crash or byzantine faults
within it. This influence should be addressed when distributed
consensus is implemented in the wireless network.

Resource allocation for distributed consensus in wireless
networks has been a focal point of research due to its sig-
nificant impact on consensus performance. [11] have delved
into the role of communication resources in the distributed
consensus within wireless networks. They demonstrated the
feasibility of consensus mechanisms for critical decision-
making in distributed wireless communication systems, par-
ticularly through the implementation of a consensus-enabled
industrial IoT network based on the PBFT protocol. However,
wireless networks inherently face challenges such as the risk
of link transmission errors and state synchronization loss [12].
The reliability of consensus protocols like Raft is closely tied
to the reliability of wireless link transmissions [2]. In scenarios
where excessive nodes intensively occupy limited wireless
communication resources, there can be a decrease in both link



and consensus reliability. This issue is particularly prevalent
in massive IoT networks with wireless connections [13].
The above researches indicate that limited communication
resources can compromise the reliability of link connections,
thereby affecting the reliability of distributed consensus. This
problem may increase the frequency of primary node changes,
which can cause a longer latency for consensus completion and
state synchronization among network nodes.

Therefore, reasonable and practical communication resource
allocation methods should be investigated to achieve a better
performance of the distributed consensus. [14] proposes the
first joint interest, energy, and physical-aware framework for
coalition formation among wireless IoT devices and energy-
efficient resource allocation in M2M communication, consid-
ering mutual interest, energy availability, physical proximity,
and communication channel quality, which not only ensures
efficient and accurate coalitions but also increases overall
system energy efficiency. Other researchers try to use machine
learning in the optimization of resource allocation in wireless
networks. [15] explores the use of machine learning algorithms
for AP selection strategy and found that the Random Forest
algorithm demonstrated superior performance in terms of ac-
curacy and complexity in both the training and testing phases.
[16] discusses the capacity maximization problem in wireless
networks. The authors propose the use of machine learning
techniques, specifically support vector machines (SVMs) and
deep belief networks (DBNs), for direct approximation of
optimal subproblem solutions. However, there are few papers
that have systematically analyzed the communication resource
allocation to the distributed consensus in wireless networks,
which is the motivation of this paper.

In this article, we make efforts to optimize communication
resource allocation to improve the reliability and reduce la-
tency of Raft through different algorithms. Our main contri-
butions are summarized as follows.

o We derive an optimal transmit power allocation method
through Sequential Quadratic Programming (SQP) to
maximize the reliability of Raft.

o The optimal bandwidth allocation method is investigated
to minimize the latency in the distributed consensus. We
choose Particle Swarm Optimization (PSO) as the opti-
mization algorithm to search for the optimal bandwidth
allocation scheme when overall bandwidth is constant.

o We investigate the optimal number of nodes deployed in
the wireless network to maximize the reliability of dis-
tributed consensus when constant overall communication
resources are provided. Relevant analytical proof has been
provided to support the conclusion.

The structure of this paper is explained as follows. The
protocol of the Raft is given in Section II. Section III intro-
duces the algorithms of nonlinear optimization programming
for the performance of the distributed consensus. Section IV
proposes the optimized network size for Raft with limited
overall communication resources. Section V compares the
numerical results of the performance given by different re-
source allocation methods, which demonstrates the conclusion
in Section VI

[I. PROTOCOL OF RAFT

The protocol of distributed consensus has been deployed in
many decentralized systems to keep the consistency of the state
in nodes. In a system that requires a trusted authority to access
(i.e., private blockchain [17]), the possibility that the system
suffers from Byzantine fault can be negligible [18]. The crash
of nodes and link transmission failure are the main threats to
these trusted systems. Therefore, it is appropriate to deploy
the CFT protocol in these scenarios. Raft, as a typical CFT
consensus algorithm, is generally implemented in a private,
trustworthy, distributed system to oppose the breakdown of
replicas [4]. The simplicity of Raft has drawn attention to the
research about its optimization and applications [19], [20].

Fig. 1 shows that the Raft-enabled distributed network,
which is composed of a leader and a group of followers in
the stage of log replication. The leader needs to pack the
commands in log entries and replicate the entries to all fol-
lowers ceaselessly through downlink transmission. Depending
on the successful reception of log messages, the followers
need to reply confirmation packets to the leader through
uplink unicast and start to execute the confirmed commands.
A successful Raft consensus represents that more than 50%
overall followers have received the log entries from the leader
and sent the confirmation back to the leader successfully
within one term of the consensus. The voting for the leader
follows the criteria of first come, first serve, which means the
leader candidate with the most reliable wireless connections
and lowest latency is most likely to be chosen as a leader.

Step 1: Downlink in’the protocol of Raft Step 2: Uplink in the protocol of Raft
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Fig. 1: Communication scheme of Raft

The protocol of Raft indicates that it relies on the inter-
node information exchange to achieve the consensus among
nodes [11]. Therefore the consensus reliability of Raft heavily
depends on the reliability of the link connection between the
leader and followers.

I1l. COMMUNICATION RESOURCE ALLOCATION
SCHEMES FOR RAFT

Reliability and latency are the important performance met-
rics for the distributed consensus in wireless networks [12].
The consensus reliability Pc refers to the probability that most



trusted nodes complete vote or log replication in a term and
the latency of Raft, which includes the time consumed by
one round of downlink and uplink transmissions between the
leader and all followers and the time of message verification
[21]. When the number of nodes in the network is constant, Po
only depends on the link reliability of channels, which refers
to the probability of successful link transmission between the
leader and followers [2]. Different resource allocation methods
and stochastic fading gains may cause variations in the link
reliability and transmission time among the channels between
the leader and followers. Therefore, varied link reliabilities
and latency of wireless channels are determined by a derived
wireless link model in this section initially. And relevant
optimization problems of resource allocation are solved based
on the proposed link reliability and latency.

A. Wireless Link Model

The protocol of Raft is deployed on the considered wireless
network that has IV 4 1 static nodes, including a leader and
N followers. The communication scheme in the protocol of
Raft is assumed to be frequency division in this paper. The
2N channels, which include N downlink channels and N
uplink channels that connect the leader and followers, are
characterized by the Rayleigh fading model [22]. Rayleigh
Fading is a statistical model for the effect of a propagation
environment on a radio signal, such as that used by wireless
devices. This model assumes that the magnitude of a signal
that has passed through a communication channel will vary
randomly, or fade, according to a Rayleigh distribution. It
is viewed as a reasonable model in situations where the
communication signal may bounce off objects from many
directions before reaching the receiver, resulting in a large
number of signal paths that can destructively interfere with
each other. Rayleigh Fading Model simulates the worst-case
scenario for signal distortion by a propagation environment.
Therefore it is used extensively in designing wireless networks
even if the channels are in terrible conditions. H;, denotes the
Rayleigh fading gain of the k*" channel that k& € [1,2N],
which follows the complex normal distribution, i.e., Hy ~
CN(0,1). The channel gains are assumed to be independent
and identically distributed (i.i.d.). Therefore, | Hy,|? follows the
exponential distribution. When a package is sent through the
kth channel with a given transmit power P, the signal-to-
noise ratio (SNR) in this channel can be indicated as vj

_ Sk|Hy|> Py,

Pnoise

; (1)

where P, ,;se refers to the white Gaussian noise power, S
represents the large-scale effect on the k" channel from the
environment, such as the path loss and shadowing, and p is the
SNR threshold. If ~; is below the threshold p, the SNR outage
occurs in the k" channel. Consequently, the link reliability
Py, of the k*" channel can be calculated by the SNR outage
probability in this channel [23]

Pnoise
Ponowe) (2

Py =1—Pr(y < p) = exp(— 5. b, )
oLt

which reveals that the transmit power Py is the communi-
cation resource that can affect the link reliability Pj; when
other parameters keep constant in the wireless link model.
Meanwhile, the latency cost by transmission in the £*" channel
can be represented as

_ M
Bylog(1 + )’

where M is the average length of the package sent by the
leader or followers, and By is the bandwidth used in this
channel. When the distributed consensus is implemented in
the wireless network, the derived model of link reliability Py
in (2) and time latency t; in (3) can determine the critical
parameters of the performance, such as consensus reliability
Pc and the latency of consensus t.. And the derived model
shows that these performance parameters can be improved by
optimizing the power and bandwidth allocation.

tk 3)

B. Power Allocation Scheme for Consensus Reliability

The model of wireless channel in (2) is implemented as an
example to demonstrate the influence in the consensus relia-
bility Pc given by the allocated transmit power Py, which is
a prevalent type of communication resource that can influence
the link reliability in practice. Therefore, P,y is regarded as a
variable of the communication resource allocation scheme to
pursue the maximum consensus reliability Po. The procedure
of analysis can be similar when other wireless communication
models are selected.

With the link reliability given by (2), the consensus relia-
bility P can be represented as a function with the transmit
power Pj;. The communication scheme of Raft in Fig. 1
shows that the successful follower needs to complete both the
downlink and uplink transmission. Therefore, the consensus
reliability Pc can be calculated as

N
Po= 3 > Il A Il0-P) @

k=N 41 Qr€EQs weEQy veQY

where Qi refers to the set of & followers that successfully
complete both the downlink and uplink transmission. {2g refers
to the set that over % followers have reached the consensus.
W is a successful follower that belongs to (), and v is a failed
follower that belongs to complement of set (). P, represents
the probability that w belongs to the set Q

Py = Pt Pt (5)

lw »

which is the product of the downlink reliability PI?UL and up-
link reliability PYF. Similarly, P, refers to the probability that
nodes from v complete the downlink and uplink transmissions
successfully

P, = PPLpUL (6)

lv »

Other parameters in (4) are assumed constant for all 2V
channels.

The scheme of power allocation aims to maximize the
consensus reliability Po when the overall transmit power
P,y is fixed. In the protocol of Raft, the overall transmit
power Py, is allocated to all 2N channels. Therefore, the



problem of optimization for the power allocation scheme can
be formulated as

min 1-— Pg
2N (7)
s.t. Z Ptk < Psum7
k=1

This optimization problem has 2N variables of transmit power.
The channels from 1 to IV represent the downlink channel of
N followers, and channels from N + 1 to 2N are the corre-
sponding uplink channel of N followers. Sequential quadratic
programming (SQP) is implemented to solve the nonlinear
programming in this resource allocation scheme, which aims
to transform the original optimization problem into an optimal
quadratic problem and find the appropriate descent direction d.
The transformed quadratic optimal problem can be formulated
as follows:

1
min  f(Pr) + Vf(Pw) d+ §dTV2L(Ptk, A)d
s.t.Vg(Pu)d + g(Pw) = 0,

where f(P;) represents the objective function 1 — Po with
a vector of transmit power Py allocated to all 2N channels,
Vf(Py)T denotes the gradient of the transpose of f(Py),
9(Py) denotes the constriant and L(P, A) denotes the La-
grangian multiplier,

L(Pu, X) = f(Pix) = > Ag(Pir)- €))

The objective function of the transformed quadratic optimal
problem in (8) is the first three terms of the Taylor series
from the original optimization problem [24]. The remainder
R,, of the Taylor series [25] can be calculated as:

®)

+00 —pn
R, =Y VEIP) g,

o (10)

n=3

If the descent direction d is small in each iteration, the
remainder R,, will converge to zero, which means the trans-
formed optimization problem in (8) is equal to the original
nonlinear optimization problem. Therefore, the solution to the
optimization problem (7) is identical to the convergence of
the result from SQP. However, consensus reliability Po from
(4) shows that the overall probability is the summation of the
product of link reliabilities from 2N channels, which can ex-
ponentially increase the complexity of nonlinear programming.
The high complexity can be impractical to deploy the scheme
of communication resource allocation in a large-scale wireless
network.

C. Comparison of Optimal Power Allocation and Other
Power Allocation Schemes

Two power allocation methods, which can be practical
to implement in reality, are proposed to compare with the
performance of the optimal power allocation scheme from
SQP. The first method is allocating the transmit power equally
to each channel,

Psum

Pyl = )
tk IN

(1)

With identical communication resources, the channel with
better channel gain will have higher link reliability to complete
transmission.

The second power allocation method aims to ensure all
channels receive appropriate transmit power P, to reach the
same link reliability P, which follows the proportion of the
channel fading gain Sj in each channel to the summation of
channel fading gains from all 2N channels. The link reliability
in (2) indicates that the transmit power P is inversely propor-
tional to S; when link reliability Py is constant. Therefore,
the link reliability in this power allocation method should be

2 Psum Ziijl Sk
Ptk = S—
k

According to the inversely proportional relationship between
the transmit power P and fading gain Sj; when the link
reliabilities of all channels tend to be identical with this allo-
cation method, more transmit power should be compensated
to the communication channel with lower S to keep the
identical link reliability. These two power allocation methods
have lower complexity than the result of SQP, which means
they can replace the optimal power allocation method from the
nonlinear optimization if the gap between their performances
can be tolerated.

(12)

D. Bandwidth Allocation Scheme for Consensus Latency

Besides reliability, latency is also critical to the perfor-
mance of distributed consensus. Consensus reliability and
transmission time are two factors that can influence the overall
latency of distributed consensus in a wireless network. Optimal
consensus reliability indicates that the protocol of Raft has
the maximum probability of preventing a new leader election
and spending extra time on this stage. Therefore, an optimal
consensus latency means the reliability of consensus needs to
reach the maximum, which means the power allocation method
in this condition should be optimal, and it follows the result of
SQP, then the only factor that can change the consensus latency
is the transmission time cost by nodes. Based on the model
in (3), the consensus latency can be reduced by minimizing
the transmission time through an optimal bandwidth allocation
method. In this section, we aim to investigate this optimal
bandwidth allocation scheme to pursue the minimum value of
consensus latency.

The protocol of Raft indicates that each follower needs
to receive a downlink message from the leader and respond
with confirmation through uplink transmission in one term of
consensus. The time that Vn € 1,2..., N follower spends in
completing the consensus can be represented as

t, =t + UL 1 ¢,
MDL MUL
= ty,
BDLlog(1+SNRDE) | BULlog(1+SNRUE) T
which is the summation of delays caused by the downlink
tDL uplink transmissions t7 and verification time t,. MPE
and MUT refer to the package length during downlink and

uplink transmission. In the same round of communications, the
protocol of Raft indicates that M P% and MY’ are identical for

13)




all downlink and uplink channels, respectively. All nodes are
assumed to have the same ability to handle the verification,
so the verification time ¢, of all N followers is the same.
The derived model of latency in (13) shows the bandwidth
allocated to n'" channel is the communication resource that
can influence the transmission latency t¢,, besides the SNR
of channels. The consensus ends up the term when the last
follower completes its transmission. Therefore, the longest
latency cost by the follower can be considered as the latency
t. of distributed consensus.

7tN}7

which derives an optimization problem to solve the minimum
value of ¢, when the overall bandwidth By, is constant.

te = max {t1, 2, ... (14)

mBi)n te
2N 15
s B < Boum. >
k=1
where SNR in all downlink and uplink channels of the
followers are based on the result of SQP in the section III-
B, which means the consensus reliability Pc converges to the
theoretical maximum value in this scheme. The overall band-
width By, is the constraint for this optimization problem.
Table. I shows the notations of major parameters used in the
proposed resource allocation schemes.

TABLE I: Notation used in resource allocation of Raft-enabled
Network

Notation Definition
N Number of Nodes within network
Sk Large Scale Effect of the k" channel
Hy, Rayleigh Fading Gain of the k*? channel
Psym (dBm) The overall transmit power
Bsym (MHz) | The overall bandwidth
Py (dBm) Transmit Power allocated to the k* channel
By, (MHz) Bandwidth allocated to the k%" channel
Py Link reliability of the kth channel
Pc Consensus reliability
tr (s) Transmission time of the k" channel
te () Transmission time cost by consensus
Nmazx Number of node with maximized consensus reliability

The optimization problem presented in equation (15) is non-
linear, and its objective function lacks an explicit closed-form
solution, implying that the solution is complex and cannot
be obtained through straightforward mathematical methods.
Thus, we have employed Particle Swarm Optimization (PSO)
to iteratively resolve this optimization problem and find the
minimum value of ¢.. The PSO algorithm, renowned for its
prowess in global optimization, enables us to evade suboptimal
solutions [26]. In the context of our study, Algorithm.1 rep-
resents the application of PSO in bandwidth allocation within
the Raft consensus algorithm. The position of the particles
in this algorithm corresponds to the bandwidth distributed
to the wireless channels. The PSO’s inertia weight w, along
with acceleration constants ¢l and c¢2, guide the particle’s
movements and drive it towards the historically optimal and
collective optimal position. The position of a particle gets

Algorithm 1 PSO algorithm for ¢,

Initialize population
for m = 1 : Iterations do
fori=1:ndo

ti,m == f(Bz,m)
if ti,m < ti,h then
tih =tim
Bin = Bim
else
tin =tin
Bin =By
end if

ti,opt = min(ti7m)
Bi,opt = Bmin(ti,m)
end for
for i=1:ndo

vi(m+1) = wv;(m)+c171 (B opt — Bi) +cara(Bin —
B;)
Bi(m+1) = B;j(m) + V;(m+1)
if Vi(m + 1) > Via, then
(m + 1) = Vmam
else if V;(m + 1) < V,,;, then
Vilm+ 1) = Vipin
end if
if B;(m + 1) > B; ;4. then
B (m+1) = Bzma'p
else if B;(m + 1) < B; pmin then
B; (m + 1) = Bz,mzn
end if
end for
end for

updated iteratively through the combination of its inertia
weight and acceleration constants. After sufficient iterations,
we are able to derive ¢; ,,,; as the maximum value of consensus
latency t., a testament to PSO’s effectiveness in exploring and
converging towards an optimal solution in a complex problem
space.

In the protocol of Raft, all followers need to occupy a
constant overall bandwidth. A reasonable expectation of the
optimization result is that most of the followers’ latency ¢,
tends to be close when the optimal bandwidth allocation
method is implemented because a non-optimal bandwidth
allocation method can cause some followers to cost more time
to complete the transmission, which increases the overall la-
tency of distributed consensus in wireless networks. However,
the stochastic wireless channel between the leader and some
followers may have extremely terrible conditions, which can
occupy a large proportion of communication resources and
limit the optimal performance of the distributed consensus.

IV. LIMITED OVERALL COMMUNICATION RESOURCE AND
OPTIMAL NUMBER OF NODES

The algorithms of nonlinear optimization proposed in Sec-
tion. III can solve the optimization problem of the communi-
cation resource allocation to achieve the maximum consensus



reliability Po and minimum consensus latency ¢.. However,
if the overall communication resources are not adequate, even
the optimal consensus reliability and latency cannot reach the
requirement of high reliability and low latency in specific
scenarios. This section aims to investigate the solution to
the problem of inadequate overall communication resources
in resource allocation. Firstly, the criteria of adequate com-
munication resources for the distributed consensus Raft is
defined. Then we find out the solution based on the feature
of fault tolerance in the distributed consensus to improve the
performance of the optimized consensus reliability and latency
from the perspective of network size.

A. Limited Overall Communication Resource for Raft

In the assumption of this article, the allocated communica-
tion resources to the wireless channels and channel gains are
the parameters that can influence link reliability P, and the
consensus reliability Pc. Therefore, the link reliability P, and
consensus reliability Po can be reasonable criteria to judge the
condition of overall communication resources when the wire-
less channel gain is determined. The reliability of information
delivery and synchronization changes in different applications.
These reliability requirements correspond to the consensus
reliability if the distributed consensus is implemented. The
dotted lines in Fig. 2 denote the target consensus reliability
in multiple 5G scenarios, including URC over the long term,
V2V wireless coordination, Reliable cloud connectivity, and
Real-time Virtualization [27] [28].

The optimization problem in (7) indicates that even though
the power allocation method is optimized by SQP, adequate
overall transmit power should also be provided if the consen-
sus reliability needs to be improved to reach the requirement of
a specific scenario. Otherwise, an alternative solution should
be implemented to improve the consensus reliability of Raft
in the wireless network.

- URC over long term

V2V wireless coordination
Reliable cloud connectivity

Real-time Virtualization

Fig. 2: Reliability requirements in different scenarios

B. Optimal Number of Nodes

When the overall communication resource is constant, the
number of nodes that participate in the distributed consen-
sus can influence the performance of distributed consensus
because more nodes should occupy the limited communi-
cation resources, and each node is expected to take fewer
resources for the transmission. Specifically, the performance
of the resource allocation method will be damaged when the
overall communication resources are inadequate because some
channels cannot gain enough resources to achieve the target
performance.

A reasonable solution to this problem is eliminating the
redundant consensus nodes that are linked with terrible com-
munication channels. However, the increasing size of the
network represents that the distributed consensus can tolerate
more crash faults or byzantine fault nodes [29]. These two
controversial characteristics can cause the maximum global
value for the reliability of consensus Po with a dynamic
number of nodes but constant communication resources for
a local wireless network. The corresponding number of nodes
N to the maximum of P can be determined by Proposition
1. It shows that when the overall communication resources
are inadequate for a distributed network, the number of nodes
engaged in this network should be less than the value of N,
The maximum value of the consensus reliability Po indicates
that excessive consensus nodes can damage the reliability
of Raft. Therefore, a large-scale network can abandon some
nodes that have terrible communication channels to converge
the number of nodes N to NN, if the overall communication
resource is rare, which can improve the consensus reliability
of Raft. For example, In a multiple-layer consensus network
[30], the network size in the consensus layers can be optimized
based on the communication resource allocated to them, which
helps the whole network achieve the highest performance.

Proposition 1: If N,,.. is assumed as the number of fol-
lowers that can reach the maximum of consensus reliability,

Nmaz = (Ma-‘ = I_MbJ (16)
M, and M correspond to the value of function
P—\/P2—4P+1
M, = N = +
5 — 2P
(17)
1-3P—VP2—4P+1
M, = 3 + ’

——
1_op

where P = (1 — P2)P?
reliability of channels
Proof: See Appendix A [ ]
The computational complexity of the model revolves around
the calculation of N,,q;, which is the optimal number of
nodes that can reach the maximum consensus reliability.
Calculating N,,4, involves solving the equation (17), which
is the function of link reliability P(N). P(N) is a function
with 2N variables, which means the calculation of P(N)
can involve iterating over all 2N variables at least once.
Therefore, the computational complexity for P(N) will be

and P, denotes the average link



O(N). Subsequently, N,,q. is calculated from P(N) with
the equation (17), which are operations with constant com-
putational complexity. Therefore, the overall computational
complexity of the model primarily depends on the calculation
of P(N) and is O(N).

While the proposed model’s computational complexity is
linear in the size of network, the feasibility of real-time or
near-real-time implementation of the proposed model depends
on the number of nodes N and environmental effects. If
N is large in the network, the calculation of link reliabil-
ity P(N) can be computationally intensive, which makes
real-time implementation challenging. Moreover, the dynamic
change of the communication environment causes a varied
distribution of link reliability among nodes, and the Raft-
enabled network has to frequently recalculate the optimal
resource allocation scheme, which may pose influence the
real-time implementation of the proposed model. Therefore, an
ideal condition for the real-time deployment of the proposed
model should contain an appropriate number of nodes within
the network and a stable communication environment.

V. SIMULATION RESULTS

In this section, the proposed resource allocation schemes
for Raft are simulated in MATLAB R2019b. Based on the
Rayleigh Fading model, we assume the channel fading gain
Hj, and large-scale effect Si of 2N channels from (1) are
in the Gaussian distribution [22]. The nodes are set as static
nodes, and the number of them N in the wireless network is
set to 13. The overall power Pg,,, ranges from 20 dBm to
36 dBm for the transmit power allocation. The Coefficient of
Variation (CV), which refers to the ratio of standard derivation
to mean of channel fading gain H and large-scale effect
S in the wireless model, is implemented in the simulation
to represent the dispersion in the probability distribution of
wireless channel fading gains and large-scale effect. A higher
CV means that part of channels have more probabilities of
suffering terrible fading gain H and large-scale effect S, which
influence the performance of proposed resource allocation
schemes.

The optimal reliability of the distributed consensus Pg
from SQP is compared with the other two transmit power
allocation methods. The numerical results of three transmit
power allocation methods are presented in Fig. 3 when the
channel gains Sj has a high coefficient of variation (CV =
1.303). The consensus reliability given by the three allocation
methods is significantly different. The output Po from the
equal power method in (11) is closer to the optimized result
of SQP, which reveals that the equal power allocation method
has better performance than the equal link reliability method
when the variation of channel gains is large. Even though the
complexity of SQP will rise when the size of the network
increases, the transmit power allocation method derived by
SQP is still the best allocation method to use in this case.

Moreover, Fig. 4 shows that when the channel fading gain
is more concentrated (C'V = 0.388), the curves of equal
power and equal link reliability methods will converge to
the optimized consensus failure rate 1 — Pg,,:, which means
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Fig. 3: Performance of three power allocation methods with a high
coefficient of variation in channel gains

three power allocation methods will have similar performances
when the conditions of wireless channels are close. Therefore,
two practical transmit power allocation methods in (11) and
(12) can substitute the optimal power allocation method de-
rived by SQP in this case.

Coefficient of Variation = 0.3917
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Fig. 4: Performance of three power allocation methods with low
coefficient of variation in channel gains

Fig. 5 illustrates the influence of the varied channel gains
in consensus reliability where Po denotes the consensus reli-
ability derived by the two practical power allocation methods
in (11) and (12), Pcopt is the optimal consensus reliability
from SQP, and Reliability Gap (RG) represents the ratio
of consensus failure rate between 1 — Pc and 1 — Pgopt.
The difference among the three allocation methods gradually
increases when the CV of channel gains is rising. All three



methods have approximate results when the CV is less than
0.5, which means the other two power allocation methods can
replace the optimal power allocation method derived by SQP
with a small compromise performance. In practice, the CV
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Fig. 5: The performance comparison among optimal consensus
reliability and other two methods with different CVs in wireless
channel gains

of wireless channel gain can be reduced by abandoning some
nodes with bad channel conditions (e.g., low large-scale effect
S, etc.) to achieve a near-optimal power allocation scheme,
which is supported by the feature of fault tolerance in the
distributed consensus.

The simulation of bandwidth allocation assumes that the
amount of overall bandwidth Bg,,, ranges from 8 to 14 MHz,
and the number of nodes N = 13. The model of the wireless
channel is the same as the previous transmit power allocation,
and the SNRs of all channels are set based on the optimal
result of transmit power allocation scheme from SQP. The
iteration rounds are set to 500 in the PSO algorithm. The curve
of the fitness function in the proposed optimization problem
should be presented first. Fig. 6 shows the convergence of the
optimal consensus latency when different overall bandwidths
are used in the same wireless network. The convergence of
consensus latency decreases when more overall bandwidth is
provided for the communication. The number of iterations
that the result of PSO converges to the minimum consensus
reliability is between 100 to 150.

The transmission time cost by all followers is evaluated
in Fig. 7 when the optimal bandwidth allocation scheme is
exploited. Because the definition of consensus latency refers to
the longest time cost by the follower from the whole wireless
network, the simulation result matches the expectation that the
transmission time cost by most of the followers is close when
the consensus latency t. reaches a minimum value.

The curve of fitness function in PSO optimization
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Fig. 7: The transmission time used by followers with optimized
bandwidth allocation scheme

The stochastic wireless channels between the leader and
followers have variable channel gains, which can have a
significant influence on consensus latency. Fig. 8 aims to
indicate the tendency of optimized consensus latency ¢, with
an increased coefficient of variation CV in channel gain Sj.
The results show that when CV increases from 0.74 to 1.56,
the optimal consensus latency t. dramatically rises from 1 pus
to 10 ps. This numerical result reveals a larger variation of
channel gain can increase the optimal latency of Raft in the
wireless network.

The simulation of the optimal number of nodes is presented
in Fig. 9, which illustrates the change in the consensus
reliability when the number of nodes in the network increases.
The number of nodes N is assumed to range from 4 to 40,
and the overall communication resource keeps constant. The
trend of consensus reliability increases first and then drops
when the number of followers reaches the optimal network size
and finally increases. The number of nodes that corresponds
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Fig. 8: The optimal consensus latency with different CV in the
channel gains

to the maximum consensus reliability matches the result of
the optimal number of nodes in Proposition 1. S represents
the rounds of synchronization processed during the Raft
consensus protocol. When more rounds of synchronization
S are implemented to the distributed consensus protocol, the
maximum value of consensus reliability P will increase. But
the eventual tendencies of all curves still remain the same.

Optimization in the number of nodes
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Fig. 9: Optimal network size for Raft

The negative influence on consensus latency from varied
wireless channel gains indicates that if the consensus latency
needs to be improved, the node with terrible channel gain
should be removed. Fig. 10 compares the numerical result of
optimal consensus latency t. before and after the followers
with the worst channel gains are eliminated from the network.
The number of followers N = 8 in the initial network. The
channel gains Sj of all nodes follow the normal distribution.
The convergence of optimized . is close to 2000 ps when
no followers are removed. The convergence of ¢. drops to the

The curves of fitness function with different number of nodes N
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Fig. 10: The convergence of consensus latency with different num-
bers of followers

region between 300 and 400 ps when one follower with the
worst channel gain is removed. And ¢, will keep dropping
to 10 us after two followers are removed from the network,
which proves this method is also efficient in reducing the
consensus latency.

VI. CONCLUSION

In this article, optimal power and bandwidth allocation
methods are proposed to improve reliability and reduce latency
for the distributed consensus Raft in a wireless network.
Both power and bandwidth allocation methods, which are
derived through two different optimization algorithms, can
reach near-optimal performance when the overall communi-
cation resource is constant. Moreover, an optimized network
size is defined to provide the solution to the scenario that
the overall resources are inadequate to reach the required
performance. These results can provide a guideline for the
deployment of resource allocation schemes when consensus
Raft is implemented in the distributed wireless network.

APPENDIX

The dominant term of consensus reliability Po from (4)
is a discrete function, which means Po cannot determine
its tendency through derivation. If the Raft consensus with
N followers can reach the maximum consensus reliability
Pc(N), Po(N) should be less than the consensus reliability
of the network that contains N — 2 and N + 2 followers.

Pc(N) > Pc(N+ 2)
(18)

Pc(N) > Pc(N — 2).
In the problem of communication resource allocation, if the
network with N followers can reach the minimum consen-

sus failure rate, the overall communication resource can be
regarded as adequate for this network, which means the



dominant term of (4) can replace the whole consensus reli-
ability Po. Therefore, the difference among the average link
reliability P, in the network of N, N —2, and N + 2 followers
can be negligible. The dominant term of the consensus failure
rate is substituted into (18) to solve the N, 4.

(fzil>(1_Pl2)f+1(Plz)N7f71

OGP (a7 <L
(19)

(A)a=p>2/ T p2H)N -1 <1

(}V-B)(l—Plz)H%plz)N,f .

Eventually, the conclusion in Proposition 1 can be derived by
replacing the number of fault tolerant nodes f = % in (19)
when the distributed consensus protocol is Raft.
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