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SA-YOLOvV3: An Efficient and A ccurate Object
Detector Using Self-attention Mechanism for
Autonomous Driving

Daxin Tian, Senior Member, IEEE, Chunmian Lin, Jianshan Zhou, Xuting Duan, Member, IEEE,
Yue Cao, Dezong, Zhao, Senior Member, IEEE, and Dongpu Cao

Abstract—Object detection is becoming increasingly significant
for autonomous-driving system. However, poor accuracy or low
inference performance limits current object detectors in applying
to autonomous driving. In this work, a fast and accurate object
detector termed as SA-YOLOV3, is proposed by introducing
dilated convolution and self-attention module (SAM) into the
architecture of YOLOv3. Furthermore, loss function based on
GIoU and focal loss is reconstructed to further optimize detection
performance. With an input size of 512x512, our proposed
SA-YOLOvV3 improves YOLOvV3 by 2.58 mAP and 2.63 mAP
on KITTI and BDD100K benchmarks, with real-time inference
(more than 40 FPS). When compared with other state-of-the-
art detectors, it reports better trade-off in terms of detection
accuracy and speed, indicating the suitability for autonomous-
driving application. To our best knowledge, it is the first method
that incorporates YOLOv3 with attention mechanism, and we
expect this work would guide for autonomous-driving research
in the future.

Index Terms—Autonomous driving, object detection, attention
mechanism, deep learning, YOLOV3, intelligent transportation
systems.

I. INTRODUCTION

S an essential part of autonomous driving, environmental

perception must have the capability of fast and accurate
object detection in real-world condition, in order to ensure
safe and correct driving behavior and decision [1-2]. In other
words, an object detector applicable for autonomous driving
should satisfy the following two prerequisites. First, highly
accurate and robust detection performance is required, and
therefore detector could accurately handle multiple object
localization and recognition in the complex and various traffic
scene. Second, fast inference is also important for the real-
time response and low latency of autonomous-driving system.
Consequently, autonomous-driving applicable object detector
needs to achieve trade-off between high accuracy and fast
efficiency.
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Fig. 1. The extreme positive-negative imbalance in one-stage detector. Postive
sample is labeled by blue line, while bounding box with red line presents
negative example.

With the introduction of deep learning, object detection
has experienced remarkable development and progress, and
much more promising performance has been further reported
by adopting advanced convolutional architecture. Currently,
CNN-based detectors can be roughly categorized into two
classes: two-stage and one-stage object detector. To be specific,
two-stage detector, e.g., R-CNN (region convolutional neural
network) model [3-5], generally reports accurate detection
performance by the guidance of region proposal and bounding-
box (bbox) refinement. However, slow inference speed hinders
its application in real-time system due to heavy computational
cost in region proposal generation. In contrast, one-stage
detector, i.e., YOLO model [6-8], has extremely fast detection
speed in a single inference that formulates object detection
as a simple regression problem which refers to simultaneous
computation of bounding-box regression and classification on
convolutional feature map. Nevertheless, without the help of
region proposal, one-stage method easily suffers from poor
localization or classification result, thereby reporting much
inaccurate performance than that of two-stage detector. Gen-
erally, existing object detectors fail in either inefficiency or
inaccuracy performance, and consequently, have a limitation
in application to autonomous driving.

To investigate a fast but accurate object detector suitable
for autonomous-driving system, in this work we mainly focus
on one-stage method and attempt to explore its potentials
for performance improvement. As mentioned above, one-stage
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Fig. 2. Overview of architecture of SA-YOLOv3. Compared with YOLOv3, SA-YOLOV3 replaces standard convolution with dilated convolution in Darknet-53
backbone, and simultaneously inserts self-attention module (SAM) into the detection head. Moreover, large, middle and small branches are used for different
sizes of object detection, as illustrated in the left-bottom side. And the bottom describe the component of CBL, Res, CBLS5 and Res*n blocks.

detector is generally less accurate than two-stage method, and
there are three main reasons as follows. Firstly, the ubiquitous
problem of extreme class imbalance in one-stage detector
damages detection accuracy a lot, as described in Fig. 1. To
solve this problem, RetinaNet [9] with focal loss is proposed
to eliminate the effect of foreground-background imbalance
problem, but it hardly eradicates its imbalance problem.
More importantly, discriminative feature and their relation
are difficult to discover and capture in a single inference,
and consequently, irrelevant or negative feature information
causes inaccurate box regression and mislocalization. This is
an essential problem resulting in poor detection performance,
and we aim to improve one-stage detection performance from
this perspective.

Inspired by human vision mechanism, a fast and accu-
rate object detector termed as self-attention YOLOv3 (SA-
YOLOvV3) is proposed in this work. Based on efficient
YOLOV3 [8], SA-YOLOV3 is designed by incorporating di-
lated convolution [10] with self-attention module (SAM). On
one hand, dilation convolution can enlarge receptive field
where convolutional filter can adaptively focus on contextual
information and preserve discriminative feature without losing
resolution. On the other hand, self-attention module (SAM)
is introduced to capture global feature relation and learn the
importance of feature at different positions in spatial space.
It can suppress irrelevant information by using global de-
pendency, and simultaneously highlight useful feature regions
to guide for accurate detection. To further boost detection

performance, loss function based on GIoU [11] and focal loss
is reconstructed for alleviating class imbalance problem and
improving box localization performance. Extensive evaluation
experiments on KITTI [12] and BDD100K [13] benchmarks
are conducted to validate the effectiveness of proposed algo-
rithm. Compared with YOLOV3 and other advanced detectors,
SA-YOLOV3 achieve competitive trade-off between detection
accuracy and speed, indicating the suitability for autonomous
driving. In conclusion, our contributions are mainly summa-
rized as follows:

1) Self-attention YOLO-v3 (SA-YOLOV3) is proposed by
introducing dilated convolution and self-attention module
(SAM) into the architecture of YOLOv3. To our best knowl-
edge, it is the first object detector that incorporates YOLOv3
with attention mechanism.

2) Based on GIoU and focal loss, targeted loss function is
reconstructed to alleviate class imbalance problem in one-stage
detector, pursuing for better detection performance.

3) Comprehensive experiments are performed on KITTI and
BDDI100K benchmarks, and evaluation results demonstrate
that SA-YOLOV3 outperforms YOLOv3 by a large margin
both on detection accuracy and speed, and also reports bet-
ter balance in terms of detection accuracy and speed when
compared to other state-of-the-art detectors.

The remainder of this paper is organized as follows: related
works are summarized in section II; the proposed self-attention
YOLOV3 and experimental analysis are demonstrated in sec-
tion III and section IV, respectively. And section V concludes
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our contributions in this paper and discusses future works.

II. RELATED WORKS
A. Object Detection

Object detection is always an important issue in the field
of computer vision and autonomous driving, which can be
formulated as object localization and recognition in an image.
Traditional object detection is mainly image processing- or
feature-based algorithms [14-17], however, hand-crafted fea-
tures cannot adaptively address various and complex real-
world scenes. It therefore reports unsatisfactory detection
performance. Recent years have witnessed the promising de-
velopment and progress with CNN-based object detector, and
as mentioned above, it can be divided into two categories:
two-stage and one-stage detector.

1) Two-stage detector: R-CNN [3] is the most representa-
tive two-stage object detector that firstly builds region proposal
generation followed by object classification and box regression
for localization in the second stage. Moreover, Fast R-CNN
[4] and Faster R-CNN [5] are further proposed for architecture
optimization and performance improvement. Apart from R-
CNN detector, many two-stage object detectors are developed
for different purposes. To explore better detection perfor-
mance, Li et al. [18] optimizes region-based method with fully
convolutional architecture, and position-sensitive score map
is adopted for significant performance gains. To investigate
the effectiveness of multi-scale feature representation, Lin et
al. [19] builds bottom-up and top-down architecture to fuse
multi-level semantic features, and consequently, more accurate
performance is observed with rich feature representations.
Furthermore, to address the scale problem in real-world object
detection, Hu, et al. [20] proposes SINet with scale-insensitive
module, which incorporates context-aware Rol pooling and
multi-branch decision network for multi-scale object detection.
It therefore can accurately detect object of various sizes
and scales, and achieve promising performance in vehicle
detection. To speed up the inference in two-stage detector,
MS-CNN [21] is designed by using intermediate convolutional
architecture, and the proposed sub-network accelerates two-
stage detection pipeline. Generally, two-stage detector can
achieve on par with or even better accuracy performance than
that of human; however, multi-stage inference incurs extensive
computation, and therefore hinders its application in real-time
system.

2) One-stage detector: The most typical one-stage detector
is YOLO [6] that directly predicts bounding-box localization
and class possibility score on convolutional feature map in
a single inference. And later, YOLOvV2 [7] is proposed by
introducing batch normalization [22] and multi-scale anchor
scheme, to address inaccurate detection problem in YOLO.
Recently, YOLOv3 [8] is further enhanced by more promising
backbone network and multi-branch architecture for detecting
object of various sizes. To be specific, Darknet-53 backbone
with residual blocks [23] is designed for multi-scale feature
extraction, followed by three branch architectures for large,
middle and small object detection. Besides, there are also nu-
merous researches on one-stage detector, and they are mostly
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Fig. 3. Overview of dilated convolution. A 1-dilated 3 X 3 convolution (left)
followed by a 2-dilated 3 X 3 convolution (middle) have a larger receptive
field on par with that of 7 x 7 standard convolution (right), under the similar
computation budget.

dedicated to optimize detection accuracy [9, 24-30]. Liu et
al. [24] designs single-shot multi-box detector (SSD) that
introduces default prior and combines multi-scale feature map
from different layers to capture richer feature representations.
Intuitively, it can easily handle object of various sizes and
greatly improve detection accuracy. Based on the architecture
of SSD, several variants are subsequently developed including
FSSD [25], DSOD [26], RefineDet [27] and STOD [28].
These methods only achieve marginal accuracy improvement
but at the cost of significant computational efficiency, which
is unsuitable for real-time application. Liu et. al [29] filstly
adopts dilation convolution for object detection, which is used
to enlarge receptive field and capture discriminative feature
map. It is referred to as RFBNet that reports more accurate
and robust detection performance. Furthermore, small object
detection is an intractable problem for one-stage detector. Zhao
et al. [30] proposes comprehensive feature enhancement net-
work (CFENet) by combining feature fusion block (FFB) and
comprehensive feature enhancement (CFE). FFB is responsible
for concatenating multi-scale feature from different layers, and
CFE is designed to further enhance shallow feature across
different layers. While great performance gains in small object
illustrates the effectiveness of CFENet and its components,
complex architecture significantly increases the inference time,
thus limiting the application to autonomous driving .

B. Attention Mechanism

The concept of attention mechanism is early derived from
natural language processing (NLP), and is successfully applied
for machine translation [31-33]. Gradually, it extends in many
fields, e.g. audio recognition [34], and its applications in com-
puter vision [35-37] can be mainly classified into the following
two folds: visual attention and self-attention mechanism.

1) Visual attention mechanism: Visual attention [38] in
recurrent architecture is used to extract information from
image or video by adaptively selecting a sequence of local
region or location. In terms of object detection, one repre-
sentative application of visual attention is RelationNet [39],
which exploits object geometry and appearance information to
model feature relation and capture attentive feature between
region proposals. However, RelationNet is designed for two-
stage detection pipeline, and its complexity is difficult to
deploy in practice. Moreover, dilation convolution can be
also considered as an application of attention mechanism in
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Fig. 4. Overview of architecture of self-attention module (SAM). (a) The
attention unit in Transformer. (b) The self-attention module in this work. It
is noted that we introduce 1-, 2- and 5-dilation convolution into SAM.

CNN. To be specific, dilated rate is introduced to control
the size of receptive field, which allows filter to focus on
contextual feature and its relation in a local region. More
importantly, dilated convolution is a lightweight operation
and can be efficiently plugged into other architecture without
extra computational budget. The effectiveness, efficiency and
superiority in object detection has been validated by RFBNet
[29].

2) Self-attention mechanism: Inspired from self-attention
mechanism in Transformer [32], recently non-local operation
[40] is proposed to capture long-range dependencies from
an image or video. It is described as a generic block to
learn global feature relation by computing the response at a
position as a weighted sum of feature at all positions. However,
global pixel-wise computation incurs extensive computational
operations and thus influences inference speed heavily. Be-
sides, Yi et al. [41] introduces attentive single-shot detector
(ASSD) by modeling feature relation in the spatial space.
With reliable guidance of global feature information, ASSD
achieves considerable performance improvement in accuracy.
However, these methods usually neglect the significant effect
of local contextual information in object detection, thereby
reporting unsatisfactory detection accuracy.

III. SELF-ATTENTION YOLOV3

In this work, we consider local semantic feature and global
feature relation simultaneously, and design an efficient and
accurate object detector based on YOLOV3. As mentioned
above, YOLOv3 [8] is one of the state-of-the-art one-stage
detectors, and its architecture can be mainly divided into two
parts: Darknet-53 backbone and multi-branch detection head
network. Darknet-53 mainly consists of twenty-three residual
blocks, each of which uses successive 1 x 1 and 3 x 3
convolution with doubly increasing filter channels, as well as
shortcut connection between input and convolutional output.

In detection head network, it predicts boxes at 3 different
scales by using similar concept to feature pyramid network
[19]. To be specific, taking the input with a resolution of
N x N (e.g. N=416) for example, the size of feature map in
three-scale branches is 13 x 13, 26 x 26 and 52 x 52 by a
reduction size of 32, 16 and 8, respectively. And upsampled
feature map is further concatenated with earlier feature map
to merge pyramid feature, which allows the model to capture
multi-scale semantic and fine-grained feature information from
shallow layers. However, there are two main problems of
YOLOV3 that potentially damage its detection accuracy. On
one hand, fixed and limited reception field in Darknet-53
architecture makes it hard to learn discriminative feature. On
the other hand, contextual information and global relation
would be gradually reduced with the increment of feature
layers, the result of which may lower model performance a lot.
To address these problems, we design self-attention YOLOv3
(SA-YOLOV3) that incorporates dilated convolution with self-
attention module (SAM) into the architecture of YOLOv3, as
illustrated in Fig. 2.

A. Dilation Convolution

To learn discriminative feature map, we replace standard
convolution with dilated convolution in Darknet-53 backbone.
Dilation convolution has been referred as convolution with a
dilated filter in the past, and plays a key role in the atrous
algorithm in wavelet decomposition [42-43]. Later, it is further
adopted semantic segmentation [10] to aggregating multi-
scale contextual feature maps without losing resolution of
image. Mathematically, convolutional operation (*) between
two functions can be described as follows (1):

(fxg)(r)= > f(m)*g(n) )
m-4tn=r
where f is a discrete function with kernel size of m, g is the
filter with the size of n, and r indicates the size of receptive
field. Besides, dilated convolution is formulated as (2): where
k denotes dilated rate.

(freg)r)= Y f(m)*g(n) (2)

m-+kn=r

It is noted that dilation convolution is based on convolution
operation in our work, and cannot make great effort to recon-
struct dilated filter. By using multiple dilated rates, it can apply
the same filter at various ranges to receive different receptive
field. According to hybrid dilated convolution scheme [44],
we place 1- and 2-dilated rate for 1 x 1 and 3 x 3 residual
convolution in Darknet-53, respectively. Specifically, 1-dilated
convolution is equal to the standard convolution in terms of
receptive field, and a 1-dilated 3 x 3 convolution followed by
2-dilated 3 x 3 convolution has a receptive field of 7 x 7, as
illustrated in Fig. 3. Consequently, there are at least two key
advantages of adopting dilated convolution. First, it provides
larger receptive field, and allows the model to focus on local
feature information. Second, the introduction of dilated con-
volution rarely incurs additional computational cost, and thus
ensures fast convolutional operation and efficient inference.
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TABLE I
ANCHOR BOX RESULST BY K-MEANS CLUSTER FOR KITTI AND
BDD100K TRAINING SET

Anchor(Q Anchorl Anchor2

Small (13, 30) (23,53) (17,102)

KITTI Middle (45,76) (27,172) (67,116)
Large (49, 240) (82,170) (118, 200)

Small (7,10) (14,24) (27,43)

BDDI00OK | Middle (32,97) (57,64) (92,109)
Large (73,175)  (141,178) (144, 291)

B. Self-attention Module (SAM)

To highlight useful region and model feature relation, we
further study self-attention mechanism that is successfully
adopted by Transformer [32] in machine translation. In Trans-
former, input is divided into three compponents of query (Q),
key (K) and value (V), as shown in Fig. 4 (a). Dot products
of query with all keys are firstly computed, and then softmax
function is placed on matrix multiplication result to obtain its
weight on the value. It is termed as self-attention mechanism
where long-range dependencies between contextual sentence
can be considered and captured.

In this work, we design self-attention module (SAM) by the
motivation of Transformer, and thus formulate it as sole atten-
tion mechanism to model feature relation. As demonstrated in
Fig. 4 (b), the input is firstly divided into ¢, k and v, and 3 x 3
convolution with 1-, 2- and 5-dilated rate followed by softmax
activation is performed. Before the final shortcut connection,
1 x 1 convolution plays the role of bottleneck for parameter
reduction. With the help of dilated convolution, SAM can
capture global feature relation, and simultaneously focus on
local semantic information.

Mathematically, our proposed SAM can be expressed as
follows in (3) and (4): we firstly formulate ¢ and k feature
maps by linearly scaling the input, and v maintains the same
size with input. Here, x5 is used to denote feature map of input
x under scale factor s, which indicates the number of filter and
channel are reduced s times than that of input simultaneously;
in this work s is set to 2 for model simplicity and efficient
computation. And W/, and W[ standard the weight matrix
of convolutional operation to obtain self-attention feature maps
q(zs) and k(x,), respectively.

q(zs) = Wla, 3)
k(zs) = Wik, 4)

In (5), matrix multiplication between ¢, k and v feature maps
is computed, followed by softmax function.

att(q, k,v) = soj'tTnaw(q(wS)k(a:S)T)U(x) 5)

In (6), y is finally outputted by adding attentive feature map
with the input x.

y =z + att(q, k,v) (6)

As illustrated in Fig. 2, SAM is placed between five CBL
blocks and final two convolutional layers. Additionally, we
make a slight improvement for five CBL blocks to further
reduce computation cost: each 1 x 1 filter is used as bottleneck

by doubling its channels, and accordingly the number of 3 x 3
filter is halved. Therefore, our proposed SA-YOLOV3 only
requires 9.88 x 10'° FLOPs with an input size of 512 x 512,
compared to 9.92 x 10*° FLOPs of YOLOv3. Generally, there
are also two significant merits of SAM. Compared with exten-
sive operation in non-local network [40], SAM is lightweight
and it can be efficiently plugged into other architectures
with rarely negligible computational cost. More importantly,
it can model global feature relation and meanwhile capture
local contextual information, which is superior to the attentive
mechanism in ASSD [41].

C. Reconstruction of loss function

The loss function in YOLOvV3 consists of squared sum
error (SSE) and binary cross-entropy (BCE) to measure box
localization and classification performance. However, due to
heavy foreground-background imbalance, training loss is dom-
inated by numerous negative or easy samples, thus leading
to significant mislocalization and classification problems. In
this work, we aim to reconstruct more targeted objective
function for better convergence and performance in model
training. To enhance box localization performance, we for-
mulate generalized intersection-of-union (GIoU) [11] metric
as localization loss L;,.. Mathematically, IoU, GIoU and L;,.
can be described as (7)-(9):

B,NB
T — ) D
oU ‘Bg UB, @)
GIOUIOU‘CQPBQUBP (8)
Cop
Lioe =1— GloU )

where B, and B,, indicate ground-truth and predicted bound-
ing boxes, and Cj, is the smallest enclosing area regarding
two boxes .

To improve imbalance problem in one-stage detector, focal
loss [9] provides an effective solution by adaptively reweight-
ing the contribution of easy sample and attending the hard
example more. It can be mathematically expressed as (10):

Jiys) = ao(1 — yi) log(y: +¢€)
+ (1 — ) (ye) log(1 — yi + €)

where fI(y:) denotes standard focal loss function regarding
the probability of positive prediction y,. Moreover, aq is
the weight factor to balance the number of positive and
negative samples (a©=0.25); ~ indicates the modulating term
that controls the speed of weight descent of easy samples
(7=2). To ensure the stability of loss, we also add a small
constant € = le — 8 to avoid loss nan error.

We repurpose focal loss for bounding-box confidence
(Leonyg) and classification loss (L.;s) computation in SA-
YOLOV3. More specifically, we find high objectness threshold
is harmful for detection performance, and thus it would be set
to 0.3 in this work. And the weighting factor « is modified
by considering the effect of positive prediction, which would
be more sensitive to the trend of number of positive and
negative samples. Moreover, y; would be squeezed by sigmoid

(10)
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TABLE II
EVALUATION RESULTS OF ALGORITHMS ON KITTI BENCHMARK
. Car Pedestrian Cyclist .

Algorithms Easy  Moderate Hard  Easy  Moderate Hard  Easy Mo)iierate Hard mAP (%) FPS Input size
SINet [20] 98.78 90.19 79.24  88.21 79.09 7044 94.34 87.12 77.30 84.97 2541 1920 x 576

SSD [24] 87.34 87.74 7727  50.38 48.41 4346  48.25 52.31 52.13 60.79 33.17 512 x 512
RFBNet [29] | 87.31 87.27 84.44 66.16 61.77 58.04  74.89 72.05 71.01 73.66 4288 512 x 512
ASSD [41] 89.28 89.95 82.11  69.07 62.49 60.18  75.23 76.16 72.83 75.28 33.04 512 x 512
YOLOV3 [8] | 84.37 77.69 75.62  82.58 76.29 7336 85.14 80.07 77.65 79.19 45.06 512 x 512
SA-YOLOv3 | 88.74 83.67 78.40  84.26 77.53 75.64  86.82 80.35 80.79 81.77 49.22 512 x 512
SA-YOLOv3 | 91.71 87.16 80.97  86.49 80.63 7691 87.28 83.44 79.83 83.82 32.68 800 x 800

TABLE III
EVALUATION RESULTS OF ALGORITHMS ON BDD 100K BENCHMARK

Algorithms ~ mAP(%)  FPS Input size
SINet [20] 9.22 20.18 1920 x 576
SSD [24] 14.13 27.64 512 x 512
RFBNet [29] 14.37 42.31 512 x 512
CFENet [30] 19.10 22.42 512 x 512
ASSD [41] 15.82 27.09 512 x 512
YOLOV3 [8] 14.63 44.75 512 x 512
SA-YOLOV3 17.26 48.47 512 x 512

function in bbox confidence prediction. Mathematically, «, y;
and L.,y s can be formulated as (11)-(13): where x; indicates
the prediction vector, and n is the number of samples.

a=ag Xy + (1 —ag)x(1—y) (11)
- 1

) ) . — 12

v ; p—a—— (12)

Leonf (yt) = a(1 — y:)"log(y: + €)
+ (1 —a)(y)log(1 — y; +€)
For bounding-box classification, we basically follow the

standard focal loss (10), but softmax function is adopted to
normalize y;. They can be described as (14)-(15)

13)

Y = neibpii) (14)
;eﬂfp(ﬂfi)
Leis(ye) = ao(1 — )" log(ys + €) (15)

+ (1 — o) (y:)log(1 — yi + €)

Consequently, reconstructed loss function (L,..) is totally
formulated as (16), and it would address the class imbalance
problem and improve the detection accuracy.

n

Lrec - — Z(Lloc + Lconf + Lcls) (16)

=1

IV. EXPERIMENTS

To demonstrate the effectiveness of our proposed SA-
YOLOvV3, we perform comprehensive experiments on KITTI
and BDD100K benchmarks. Our implementation environment
is based on Tensorflow [45], under Ubuntul8.04 and NVIDIA
TITAN RTX GPU.

A. Benchmark and Implementation Detail

KITTI [12] is a commonly used dataset for autonomous-
driving research and evaluation. It contains 8 classes with 7481
training and 7518 test images totally, and we mainly focus
on three classes in this work, i.e. car, pedestrian and cyclist.
Moreover, we utilize 10-fold cross-validation method during
model training, which randomly selects one-fold training sam-
ples for validation and the remains for model training. Finally,
the model is evaluated on test set.

BDDI100K [13] is the latest published autonomous-driving
benchmark. It provides 10 classes with 100,000 images under
different illumination condition and various sizes of objects.
The training, validation and test data is split by a ratio of
7:1:2. Also, we use training and validation data during model
training, and evaluation model performance on test set.

To make a fair comparison, we implement YOLOv3 and
SA-YOLOvV3 with the official default setting [46]: the initial
learning rate is 1e—3 with an exponential decay policy; Adam
optimizer is used with a momentum of 0.9 and a weight decay
of 5e —4. Additionally, several slight modifications are further
introduced in the phase of model training:

1) YOLOV3 and SA-YOLOV3 is firstly trained from scratch
with 20k iterations on BDDI10OK training set, which is ar-
gued that better performance and data distribution would be
obtained for object detection task [47-48]. And subsequently,
pretrained model is continued to fine-tune on KITTI and
BDDI00K for 15k and 10k iterations, respectively. During
model training, warmup [49] and cosine reducing schedule
[50] are used to scale the learning rate, avoiding gradient
explosion or vanishing problem.

2) Data augmentation is applied during model training
to enhance the robustness of algorithm, including random
crop, random rotation from O to 7, horizontal flipping with
a probability of 0.5, mixup [51], etc. Furthermore, multi-
scale training strategy is adopted, and input size scales from
416 x 416 to 896 x 896 by an interval of 32 progressively.

3) Anchor box for KITTI and BDD100K training data is
also generated by k-means cluster algorithm [52], as shown in
Table L.

In terms of evaluation metric, we use average precision
(AP) to calculate detection performance in three difficulty level
(easy, moderate and hard) for KITTI benchmark, and compute
mean average precision (mAP) for all classes on BDD100K
under 0.75 IoU threshold.



oNOYTULT D WN =

TABLE IV
ABLATION STUDIES OF SA-YOLOV3 oN KITTI AND BDD 100K BENCHMARKS (INPUT SIZE: 512 X 512)

Dilation convolution
Self-attention module (SAM)
Reconstructed loss function

v v
v v
v v

KITTI (mAP %) 79.19  79.71 80.52 79.92 81.77
BDD100K (mAP %) 14.63 15.17 16.21 15.14 17.26
TABLE V

ABLATION STUDIES OF SSD, ASSD AND SA-SSD oN KITTI AND BDD100K BENCHMARKS

Algorithms KITTI . BDD100K .
mAP (%)  FPS Input size | mAP(%)  FPS Input size
SSD 60.79 33.17 512 x 512 14.13 27.64 512 x 512
ASSD 75.28 33.04 512 x 512 15.82 27.09 512 x 512
SA-SSD 76.16 33.65 512 x 512 16.47 28.21 512 x 512

Fig. 5. Visualization results of self-attention feature map on KITTI test set. For each row, the original image, self-attention feature map and detection result

are eleborated in left, middle and right column, respectively.

B. Performance Analysis of SA-YOLOv3

We perform experimental analysis of several advanced algo-
rithms on KITTI and BDD100K benchmarks. It is noted that
these methods [8, 20, 24, 29, 41] are tested by using pretrained
models in their official code; moreover, we don’t reproduce
the implementation of CFENet [30], and its evaluation result
is directly from the original paper.

Table II elaborates detection performance of algorithms on
KITTI benchmark. With an input resolution of 512 x 512, SA-
YOLOV3 achieves 81.77 mAP at 49.22 FPS, which improves
YOLOV3 (79.19 mAP at 45.06 FPS) by 2.58 mAP and
4.16 FPS. In addition, SA-YOLOv3 shows much faster and
higher accuracy than other one-stage detectors, e.g. SSD [24],
RFBNet [29] and ASSD [41]. When compared with two-stage
detector, i.e. SINet [20] that reports 84.97 mAP at 25.41 FPS
with an input size of 1920 x 576, SA-YOLOV3 also reports
competitive performance with a 83.82 mAP at 32.68 FPS using
800 x 800 input.

Furthermore, Table III illustrates evaluation result of al-
gorithms on BDDI100OK test set. With an input size of
512 x 512, SA-YOLOvV3 has a mAP of 17.26 at 48.47 FPS,
which increases YOLOv3 (14.63 mAP at 44.75 FPS) by 2.63
mAP and 3.72 FPS. Also, it outperforms other one-stage
methods by a large margin. As for two-stage detector, e.g.
CFENet (19.1 mAP at 22.42 FPS) that achieves the 2nd result

on BDD100K road object detection challenge, SA-YOLOv3
presents a slightly inaccurate performance but much more
efficient, indicating better trade-off in terms of accuracy and
inference.

Consequently, experimental results validate the superiority
and competitiveness of our proposed SA-YOLOv3, and better
trade-off between accuracy and inference speed makes it more
suitable for autonomous driving.

C. Ablation Study

We conduct ablation studies to explore the contribution
of different components in our proposed algorithm, includ-
ing dilated convolution, self-attention module (SAM) and
reconstructed loss function. As elaborated in TABLE IV, the
introduction of SAM significantly improves detection accuracy
by 1.33 and 1.58 mAP on KITTI and BDD100K, respectively.
Furthermore, dilated convolution and reconstructed loss func-
tion also provide considerable contribution for performance
improvement, which validates the effectiveness of each com-
ponent in our proposed SA-YOLOV3.

Additionally, to further validate the flexibility and superi-
ority of SAM, we also introduce SAM between feature map
and predicted layer into SSD architecture, and it is termed as
SA-SSD. To make a fair comparison, we only use attentive
mechanism in ASSD, and perform evaluation experiment
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Fig. 6. Visualization results of self-attention feature map on BDD10OK test set. For each row, the original image, self-attention feature map and detection

result are shown in the first, seccond and third column.

between SSD, ASSD and SA-SSD in the same parameter
setting. As shown in Table V, SA-SSD significantly improves
SSD by 15.37 mAP on KITTI and 2.34 mAP on BDD100K
benchmark. Moreover, SA-SSD also outperforms ASSD by
0.88 and 0.65 mAP on KITTI and BDD100K, respectively. It
therefore demonstrates the flexibility and effectiveness of SAM
when being plugged into other architecture. More importantly,
with the introduction of dilated convolution, SAM can focus
on contextual information and learn more discriminative fea-
ture, which are also helpful to performance improvement.

D. Visualization Result

We provide a number of visualization results to better
understand detection performance of SA-YOLOv3, including
self-attention feature map, trend of loss function and object
detection result.

1) Self-attention feature map: To investigate how self-
attention feature map works in SA-YOLOv3, we follow SAM
by an additional softmax probability function, and project
heatmap onto the original image to visualize attentive feature.
Experiment is conducted on KITTI and BDDI100OK test set,
and visualization result can be observed in Fig.5 and Fig.6.
Clearly, self-attention feature map highlights useful region and
provides significant feature information for object detection.
Taking the first row in Fig.5 for example, with the guidance
of attention map, our detector can mainly focus on potential
region that may contain targeted objects, and simultaneously
suppress negative feature or unrelated background. Also, this
benefit helps to alleviate class imbalance problem of one-
stage detector to some extent, thus enhancing object detection
performance.

2) Trend of loss function: To explore the effect of loss
function, we dynamically record the trend of loss function
in YOLOv3 and SA-YOLOv3 during model training, on
two benchmarks. As illustrated in Fig.7, the trend of loss
function of YOLOV3 greatly fluctuates at the early training
step, and usually falls into local optimal point. By contrast,
SA-YOLOV3 performs more stable training, and converges
much faster during model training, which demonstrates the
effectiveness of reconstructed loss. Furthermore, better con-
vergence performance indicates it can make effect on class
imbalance problem and would provide detection performance
improvement.

3) Object detection result: To better understand perfor-
mance of algorithms, we further visualize detection result of
YOLOV3 and SA-YOLOV3 on both KITTI and BDD100K test
data, as illustrated in Fig.8 and Fig.9. Obviously, YOLOv3
easily suffers from negative or mis-localization detection, and
reports many inaccurate results. Contrarily, SA-YOLOvV3 per-
forms much accurate object localization and greatly decreases
negative and false detection. Moreover, our proposed detector
can find some hard samples that YOLOv3 cannot. For instance,
YOLOvV3 doesn’t detect some pedestrians in the shadow and
occluded cars, while SA-YOLOV3 can recognize these hard
objects and perform accurate detection (e.g. the first row in
Fig.8 and the last row in Fig.9). It further demonstrates the
superiority of our proposed SA-YOLOV3.

V. CONCLUSION

To explore an autonomous-driving suitable object detector,
we propose an efficient but accurate architecture termed as
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Fig. 7. The trend of loss function of YOLOv3 and SA-YOLOvV3 on KITTI and BDD100K benchmarks. It is noted that training loss on KITTI and BDD100K

benchmarks are illustrated in the top and bottom row, respectively.

SA-YOLOV3 by incorporating dilated convolution with self-
attention module (SAM). Furthermore, loss function based on
GIoU and focal loss is also reconstructed for alleviating class
imbalance and improving detection performance. A number
of validation experiments and ablation studies on KITTI
and BDDI100K benchmarks are conducted, and evaluation
results demonstrate the superiority and competitiveness of
SA-YOLOV3: compared with YOLOV3, it can significantly
improve detection accuracy by 2.58 mAP on KITTI and 2.63
mAP on BDD100K, with real-time inference (more than 40
FPS). Also, SA-YOLOV3 reports better trade-off in terms
of detection accuracy and speed than other state-of-the-art
detectors, indicating its suitability for autonomous-driving
application. Moreover, ablation studies further present the
effectiveness of dilated convolution and self-attention module
(SAM) in our proposed algorithm, and visualization results
provide a novel perspective to investigate what self-attention
feature map presents and how loss function changes. In future
work, we would enhance the robustness and practicality of
our algorithm in more data from real-world scene. Also,
exploration of uncertainty estimation in object detection is a
hot issue for autonomous driving.
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Fig. 9. Detection results of YOLOv3 and SA-YOLOvV3 on BDD test set. The first column elaborates detection results of YOLOv3, while the second column
demonstrates detection results of SA-YOLOV3.
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