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Abstract
Nanophotonic spiking neural networks (SNNs) based on neuron-like excitable subwavelength
(submicrometre) devices are of key importance for realizing brain-inspired, power-efficient
artificial intelligence (AI) systems with high degree of parallelism and energy efficiency. Despite
significant advances in neuromorphic photonics, compact and efficient nanophotonic elements for
spiking signal emission and detection, as required for spike-based computation, remain largely
unexplored. In this invited perspective, we outline the main challenges, early achievements, and
opportunities toward a key-enabling photonic neuro-architecture using III–V/Si integrated spiking
nodes based on nanoscale resonant tunnelling diodes (nanoRTDs) with folded negative differential
resistance. We utilize nanoRTDs as nonlinear artificial neurons capable of spiking at high-speeds.
We discuss the prospects for monolithic integration of nanoRTDs with nanoscale light-emitting
diodes and nanolaser diodes, and nanophotodetectors to realize neuron emitter and receiver
spiking nodes, respectively. Such layout would have a small footprint, fast operation, and low
power consumption, all key requirements for efficient nano-optoelectronic spiking operation. We
discuss how silicon photonics interconnects, integrated photorefractive interconnects, and 3D
waveguide polymeric interconnections can be used for interconnecting the emitter-receiver spiking
photonic neural nodes. Finally, using numerical simulations of artificial neuron models, we present
spike-based spatio-temporal learning methods for applications in relevant AI-based functional
tasks, such as image pattern recognition, edge detection, and SNNs for inference and learning.
Future developments in neuromorphic spiking photonic nanocircuits, as outlined here, will
significantly boost the processing and transmission capabilities of next-generation nanophotonic
spike-based neuromorphic architectures for energy-efficient AI applications. This perspective
paper is a result of the European Union funded research project ChipAI in the frame of the
Horizon 2020 Future and Emerging Technologies Open programme.

© 2023 The Author(s). Published by IOP Publishing Ltd
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1. Introduction

Artificial intelligence (AI) systems powered by concepts such as machine learning and deep neural networks
(DNNs) are rapidly emerging [1]. However, the power budget required to run large scale deep learning
algorithms on conventional computers is growing exponentially [2]. In fact, DNNs are a class of artificial
neural networks (ANNs) that has achieved a widespread success due to improved computation, efficient
algorithms, and the vast access to Big Data. ANNs are designed to mimic the brain’s high-level organizational
architecture, in which processing units (neurons) are stacked in layers and interconnected via adjustable
weights (synapses). However, information in the brain is transmitted not only across multi-layers (spatial
domain), but also in the form of nerve impulses (time domain), i.e. abrupt, short changes in potential
commonly referred to as spikes that travel along nerve fibres and always have similar duration and amplitude.
The spiking neural network (SNN) is a popular mathematical model that describes computation using
temporally-encoded impulses [3]. A SNN processes information based on spike timing, and each artificial
neuron is typically only active when it receives or emits spikes. In principle, such feature could significantly
reduce the amount of energy required to run the neural network. Importantly, it allows for the encoding of
information in both the spatial and temporal domains, making it capable of highly complex information
processing functionalities that could approach the processing paradigm of the brain cortex. The first
hardware implementations of SNNs were demonstrated using either conventional microelectronic chips
(e.g. IBM’s TrueNorth [4], and Intel’s Loihi [5]) or memristors (see a comprehensive review in [6]). Despite
their impressive results, these neuro-architectures are reaching the following bottlenecks: (i) fundamental
quantum limits beyond which transistors cannot be miniaturized, (ii) speed limitation of∼1 ns, and (iii)
large synaptic energy of∼1 pJ/spike, limited by electrical interconnects [5]. To overcome these limitations, a
shift toward photonics-enabled neural networks is being pursued [7].

The use of photons, which have a non-interacting bosonic nature, is advantageous for low-loss and
high-bandwidth information transmission. The use of light for transmission overcomes the parasitic
constraints of electronics (Joule heating effect). Importantly, massive parallel connectivity can be achieved
using methods such as wavelength division multiplexing [8], and the fan-in/-out bottleneck could be
mitigated. As a result, photonic approaches for optical interconnects [9], matrix multiplication operations
(tensor cores) [8, 10], and reservoir computation [11] appear promising architectures for neural networks.
Nonetheless, there are still significant challenges for realizing neuro-architectures beyond deep learning
using photonics. Among these are biomimicking the complexity and nonlinearities of neuronal dynamics
(e.g. stochastic spiking, bursting [12]) and realizing optical memory (short- and long-term) functions
for storing and accessing information and neurosynaptic weights [13]. Therefore, the next-generation of
neuromorphic processors will almost certainly require synergies from a hybrid co-integration of electronics
and photonics capable of: (i) implementing the neuron and memory nonlinear functions via
optical-to-electronic-to-optical (O/E/O) transduction, and (ii) implement interconnectivity and weighted
interconnects (synapses) taking advantage of all-optical photonics approaches. However, as evidenced by the
plethora of components explored in recent years to realize photonic neurons, synapses and interconnects
(figure 1), there is still no general agreement for a common photonic platform on which technologies could
be combined to implement a large scale neuromorphic optical neural network and computing processor.

The impressive developments in the field of neuromorphic photonics over the last 10 years have recently
been reviewed [7, 14], and will not be extensively discussed here. Figure 1 shows representative (but by no
means exhaustive) components of optical emitters, panels (a)–(d) [15–18], and optical receivers, panels
(j)–(m) [20–23], suited for neuron spike-based functions (and also for non-spiking functions). It is worth
noting that, apart from a few attempts to miniaturize optical neurons using either micropillars, panel (c)
[17], or photonic crystals, panel (d) [18], the majority of approaches thus far rely on bulky coherent laser
sources with saturable absorbers (e.g. using distributed feedback (cavities), panel (a) [15]), or vertical-cavity
surface-emitting lasers (VCSELs), panel (b) [16]. Indeed, scaling devices to the submicrometer range (100
times smaller than current components) for power-efficient solutions, specifically the laser, requires more
advanced optical confinement methods, such as 2D or 3D photonic crystals or the use of plasmonic
resonances (see a review in [24, 25]). Although such methods have been employed to fabricate nanoscale
laser diode (nanoLD) and light-emitting diode (nanoLED) devices [26–30], operating such sources (and
receivers) with brain-like functions, specifically the encoding and decoding of neuron-like excitable spiking
signals, remains a significant challenge. Figure 1 displays examples of photonic synapses (panels (e)–(g))
which could be used to interface and weight the photonic spiking nodes, either using all-optical (panel (e)
[19]) or electro-optical (panels (f) and (g) [31, 32]) methods. The approaches generally employ either
non-volatile [19] or volatile [31, 32] memories as synaptic elements. One disadvantage, when compared to
electronics, is that optical memories cannot usually be written and read at high frequencies. Finally, panels
(h) and (i) present photonic components useful for realizing 3D optical couplers [33] and 3D photonic wires
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Figure 1. Representative implementations of neuron emitters (a)–(d), photonic synapses (e)–(f), 3D photonic wires and 3D
couplers (h)–(i), and neuron receivers (j)–(m). Neuron optical emitters: (a) distributed feedback laser with a saturable absorber
(© [2018] IEEE. Reprinted, with permission, from [15].), (b) vertical-cavity surface-emitting laser with a saturable absorber
(Adapted with permission from [16] © The Optical Society.), (c) micropillar laser with a saturable absorber (Reprinted figure
with permission from [17], Copyright (2014) by the American Physical Society.), (d) photonic crystal Fano laser neuron (Adapted
with permission from [18] © The Optical Society.); Photonic synaptic weights: (e) non-volatile phase change material synapse
(Reproduced from [19]. CC BY 4.0.), (f) volatile electro-optic synapse (Reproduced from [31], with permission from Springer
Nature.), (g) volatile microring synapse (Reproduced from [32]. CC BY 4.0.); 3D optical couplers and wires using 3D
microprinting: (h) 3D free-form coupling elements (Reproduced from [33], with permission from Springer Nature.), (i) dense
arrangement of 3D couplers (Reprinted with permission from [34] © The Optical Society.); Neuron optical receivers: (j) balanced
photodiodes (Reprinted figure with permission from [20], Copyright (2019) by the American Physical Society.), (k) resonant
tunnelling diode waveguide-photodetector as a spiking receiver (Reprinted with permission from [21] © The Optical Society.),
(l) superconducting thermal switch (Reproduced from [23], with permission from Springer Nature.), (m) 2D material-based
optical sensing device (Reproduced from [22]. CC BY 4.0.); (n) Schematic representation of the concept of a photonic artificial
neural network interconnecting neuron emitters, synapses ad neuron receivers by 3D photonic waveguides.

[34] using microscale 3D printing of polymer materials employing two-photon polymerization (TPP). This
enables flexible 3D light coupling from and to neuron emitters and receivers, panel (n), complementary to
the 2D waveguide interconnectivity.

It is recognized that the integration of the wide-range of designs and materials options available to
achieve both photonic and (known) neural functions is a challenge. As a result, several design choices must
be made, including: (i) materials selection (silicon (Si), III–V, 2D materials, polymer or other), (ii)
integration with (Si) electronics, (iii) wavelength operation, (iv) power output of the emitter and receiver
sensitivity, (v) light in- and out-coupling strategy (vertical or horizontal plane), (vi) 2D or 3D
interconnectivity, (vii) temperature operation (cryogenic or room-temperature), to name a few. As a result,
selecting the components for co-integration in a single neuromorphic photonic platform still remains a
remarkable challenge.

In this invited perspective, we discuss recent results and opportunities towards a photonic
neuro-architecture based on neuromorphic III–V/Si nanoscale spiking neuron light-emitters and
light-receivers, all of which share a common optoelectronic co-integration with either III-V gallium arsenide
(GaAs), III-V indium phosphide (InP) or III–V/Si nanoscale resonant tunnelling diodes (nanoRTDs) [35].
Our approach can potentially solve the bottleneck associated with combining complex spatio-temporal
neural functions in a single neuro-nanotechnology platform. The unique nanoRTD component discussed
here as artificial neuron is based on a low-dimensional III–V double barrier quantum well (DBQW)
semiconductor heterostructure. The resonant states of the DBQW, which are fine-tuned by the applied
voltage across the nanoRTD device, filter the charge carrier flow, resulting in a non-monotonous N-shaped
current–voltage (I–V) characteristic with a region of negative differential conductance (NDC) [35]. A
wide-range of high-bandwidth applications take advantage of the on-chip electrical gain amplification
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provided by the NDC region, including terahertz emitters and detectors (world’s record oscillation of
1.92 THz at room temperature [36]) and photonic devices such as single-photon switches and
photodetectors [37, 38]. Noteworthy, in the context of neuromorphic applications, the NDC property has
been shown to enable functionalities analogous to biological neurons. The most remarkable properties
include excitability (all-or-nothing spiking) and autaptic regenerative memory [21, 39]. However, in order to
achieve neuron-like functions in the optical domain, integration with other optoelectronic components,
such as lasers, light-emitting diodes (LEDs), and photodetectors is required since nanoRTDs are purely
electronic devices. Yet, these optoelectronic components are typically bulky (>100 µm2) and power hungry
(>1 pJ). To achieve power-efficient, cost-effective and small footprint solutions, efforts on miniaturization
and integration (monolithic or hybrid) of such DBQW-based optoelectronic neuro-nanotechnology are
required, while maintaining the unique neuron-like spiking properties.

Herein, we discuss the prospects, recent results, and relevant challenges of integrating nanoscale light
sources and nanophotodetectors with nanoscale RTDs to realize novel components suited for emission and
detection of neural-like optical spikes with a small footprint, fast speed, and low-power consumption. This
perspective work is a result of the research project ChipAI [40]—Energy-efficient and high-bandwidth
neuromorphic nanophotonic Chips for AI systems—in the frame of the Horizon 2020 Future and Emerging
Technologies Open programme funded by the European Union. The paper is organized as follows. Section 2
introduces photonic SNNs, as well as the main applications of photonic SNNs, and the motivation towards
nanoscale photonic SNNs. Section 3 describes the physical principles of nanoRTDs as fundamental building
blocks of artificial neurons for SNNs, including their neuron-like nonlinear properties such as
self-oscillations, excitability, bistability and bursting. In section 4, we briefly discuss the epitaxial growth of
III–V DBQW structures on native III–V substrates and on germanium-on-silicon (Ge-on-Si) templates to
enable future compatibility of this architecture with low-cost silicon substrates. In section 5, we discuss the
integration of nanoRTDs with nanolight sources, specifically nanoLEDs and nanolasers, to realize spiking
photonic neuron emitters, and the integration of nanoRTDs with photodetectors to realize spiking neuron
receivers. Section 6 covers relevant strategies for interconnecting emitter-receiver spiking photonic neurons
using (i) silicon photonics interconnects, (ii) integrated photorefractive interconnects, and (iii) polymer
photonics 3D waveguide interconnections. In section 7, we present the first results on spike-based
spatio-temporal learning methods for applications in AI-based functional systems using numerical
simulations of artificial neuron models, and we illustrate simulation results of pattern image recognition,
image edge detection, and SNNs for inference and learning tasks. Lastly, in section 8, we outline the main
conclusions and future prospects of this nanophotonic neuro-nanotechnology.

2. Photonic SNNs

2.1. Comparison between DNNs and SNNs
ANNs represent an attempt to mimic the biological brain’s complex architecture with its high degree of
connectivity and parallelism, in order to achieve some of the brain’s remarkable information processing
capabilities. However, even state-of-the-art neural networks implemented in digital platforms represent a
significantly simplified abstraction of the behaviour observed in biological neuronal networks. The
architecture of artificial neurons and ANNs has over time evolved in what is usually considered as three
major generations of neural networks (perceptrons, DNNs and SNNs) [41].

2.1.1. First generation—perceptrons
The output of a neuron is binary (0, 1) and is obtained by a simple thresholding of the weighted synaptic
inputs.

2.1.2. Second generation—DNNs
Extensively used in deep learning, DNNs more closely mimic the high-level organizational (spatial)
architecture of the brain where the processing units (neurons) are stacked in processing layers, with adjacent
layers interconnected via adjustable weights. The output of a neuron can be a real number, obtained as a
weighted synaptic input and transformed using a nonlinear activation function (such as the sigmoid or
rectified linear unit functions). Back-propagation training method was a crucial development that allowed
DNNs to proliferate [42]. In this case, the network is trained with a set of a labelled training data
(unsupervised trainning can also be implemented in DNNs). The mismatch between network response and
the label is used to determine the weight update that will minimize the network loss function. The artificial
neurons used in DNNs use differentiable nonlinear activation functions.
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Table 1. Qualitative comparison between DNNs and SNNs.

Features DNNs SNNs

Energy consumption (in
dedicated hardware)

Continuous (high-energy consumption) Only during firing events (low-energy
consumption) [Continuous in digital
SNN implementations]

Data processing Frame-based (and synchronous) Event-based (and asynchronous)
Activation function Sigmoid, ReLU, etc. Spike
Neuronal unit model
complexity

Low High

Short-term memory Network level (e.g. recurrent
connections)

Neuron and network levels (global-local
learning)

Noise robustness Low High
Data processing Spatial processing (frame-based) Spatio-temporal processing

(event-based)
Data sets Static (typically) Dynamic (typically)
Training Mature approaches (differentiable

activations)
More challenging (non-differentiable)

Applications Non-event-based (e.g. image
classification)

Event-based/temporal (e.g. time-series
prediction, vision)

2.1.3. Third generation—SNNs
Despite the success of DNNs, the nonlinear dynamics of neurons in the human brain are more complex and
operate in both spatial and temporal domains, wherein each neuron communicates with other neurons via
the so-called action potentials (spikes). Nowadays, growing research efforts focus on extending methods
derived from deep learning towards operation incorporating the temporal domain for information
representation. Therefore, a paradigm shift in ANNs is the shift from DNNs to SNNs. Computation in SNNs
is event-driven as in the biological brain and is performed on these events asynchronously. Therefore, each
neuron in the network generates spike outputs in complex, time-resolved response to spatio-temporal inputs
from upstream neurons, and remains quiescent otherwise. Table 1 shows a comparison of the key features of
DNNs and SNNs. SNNs have already an in-built temporal short-memory at the level of individual neurons.
In DNNs this can only be achieved by altering the network topolology (e.g. using recurrent connections).
Therefore, SNNs are a particularly interesting candidate for processing natively temporal data with high
parallelism due to their short-memory and spatio-temporal features.

2.1.4. Applications of SNNs
Nowadays, DNNs represent the key approach in the field of machine learning, and power a significant range
of data processing algorithms. While these models are exceedingly powerful, they operate at massive scales,
and require significant amount of resources, both in terms of time and energy (FLOPS), as well as in terms of
input data [43]. Spiking (event-based) signalling enables computation with much higher degree of sparsity,
and provides a natural, better fit for data represented natively in time. The spatio-temporal processing of
data enables parallelizable computing, of relevance for the design of energy-efficient computers. The
asynchronous nature of spiking neurons enables operation without need for clocking, and spikes represent a
unique encoding scheme that is robust in amplitude, continuous in time and restorative as a result of spike
firing excitability. Furthermore, use of SNNs unlocks new possibilities in terms of
available learning rules, including biologically inspired approaches such as global-local learning and
spike-timing-dependent plasticity [13, 44]. Finally, these networks provide a perfect match for
neuromorphic hardware, such as brain-inspired event-based vision sensory systems [45].

2.2. Spiking neurons
Signalling in neurons is typically enabled by a wide range of nonlinear dynamical phenomena including
pulsing, excitable spikes, bursting and oscillations. Spiking allows for temporal analogue-like encoding of
information which is highly resilient to noise and extremely efficient, consuming only approximately 104

adenosine triphosphate (ATP) molecules to transmit a bit at a chemical synapse [46], corresponding to
around 1 fJ bit−1 at 32 bit s−1 (i.e. several orders of magnitude lower than existing neuromorphic
technologies). Each neuron in the human neocortex receives input spikes from approximately 104 other
neurons, with each neuron spiking at a sparse rate between 0.1 and 100 Hz. This parallelism and sparse
activity combined with temporal integration property makes the brain a formidable power-efficient and
error-tolerant computing natural machine. This represents a very powerful encoding system when many
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connections (1014 synapses in the human brain) are established between individual neurons, and hardware
solutions biomimicking neurons are being developed in electronic and photonic-based SNN platforms.

2.3. Electronic SNNs
There is nowadays a wide range of both industrial and academic research activities aiming at realizing
neuromorphic hardware. Among the industrial leaders are Cerebras with their WSE-2 processor, BrainChip
with their Akida neural processor, IBM with their TrueNorth chip and Intel with their recently released
second generation of Loihi self-learning chip. In Europe, the FACETS program demonstrated a chip with
200 000 neurons and 50 million synaptic connections which led to the BrainScaleS project and to the
neuromorphic computing platform in ‘The Human Brain Project’ (HBP). Additionally, SpiNNaker, an SNN
architecture, using a massively parallel, manycore supercomputer architecture designed by the Advanced
Processor Technologies Research Group, University of Manchester, is being used as one component of the
neuromorphic computing platform for HBP. Thus far, these approaches rely mostly on conventional
complementary metal-oxide-semiconductor (CMOS) transistors. Alternative solutions include in-memory
computing using resistive switching devices (e.g. memristors, phase change), and spintronics—see a review
in [47]—in an attempt to emulate the action-potential functionalities of the brain using beyond Moore’s
technologies.

2.4. Photonic SNNs using optical neurons
Optics and optoelectronics are among the key prospective technologies that will allow to overcome both
interconnect energy and bandwidth density constraints of neuromorphic electronic approaches. Using
photonics, light-speed neuron-like spikes can be achieved in semiconductor lasers namely using
commercially available VCSELs [48, 49], and other optoelectronic platforms (review in [50]). To decrease
spatial footprint, approaches for optical neural networks are being tested using either mature III–V/Si
photonic integrated platforms or fibre optics-based reservoir computing, therefore allowing for the
implementation of coherent light-based deep learning, reservoir computing, and photonic accelerators
(tensor cores) (review in [7]). Currently, many of these approaches require off-chip coherent laser sources,
detectors, and optical amplifiers, and additional pre- and post-processing steps, hence imposing a bottleneck
for compact and efficient solutions. Importantly, several of the photonic platforms are lacking suitable
optical neurons for use in SNN architectures.

In the past few years, there have been various initiatives aiming at realizing all-optical and optoelectronic
SNNs. Here we discuss a few representative examples. In 2019, a photonic integrated neuromorphic
computing platform based around phase-change materials (PCMs) and devices on silicon photonics was
realized, figure 2(a), providing an hardware with the basic integrate-and-fire functionality of neurons and
the plastic weighting operation of synapses [51]. The architecture required more than 100 optical elements
occupying a mm2 footprint to emulate four neurons and sixty synapses. Still, biological neurons exhibit
more complex spike-based functions. In 2021, artificial optical neurons were implemented with
anti-symmetrically coupled degenerate optical parametric oscillators (DOPOs) [52]. The nonlinearity and
phase bistability of the DOPOs were used to generate two spiking modes of class-I (saddle-node bifurcation)
and class-II (Andronov–Hopf bifurcation) neurons that had been originally classified by A.L. Hodgkin.
Using these optical neurons, an experimental setup of a DOPO-based neural network was shown using a
240-node ANN composed of 480 DOPOs with antisymmetric couplings and based on time-domain
multiplexing in a 1 km fibre-ring cavity, figure 2(b). This architecture required several bulky components
such as modulators and optical amplifiers. Energy efficient and scalable photonic-based approaches demand
at least a 100-fold reduction in the size of these components that can perform complex spiking signalling
functions while using significantly less energy. A brain-inspired neuron architecture based on the Izhikevich
model and implemented in nano-optoelectronic hardware has been suggested in 2022 [53]. The
optoelectronic neurons consist of two photodetectors for excitatory and inhibitory optical spiking inputs,
electrical transistors’ circuits providing spiking nonlinearity, and a laser for optical spiking outputs, but the
demonstration of a photonic SNN is yet to be shown. In perspective, active optical spiking components
integrated on-chip in a practical scalable SNN architecture are still at an early stage of development.

2.5. Towards photonic SNNs using nanoscale optical neurons
2.5.1. Miniaturized light spiking sources
Subwavelength nanolaser sources emitting pulses: In order to reduce the size of a laser to the submicron scale,
metallic cavity semiconductor and plasmonic light sources have shown the highest potential. Several groups
already achieved sub-µm nanolasers with ultralow threshold currents (<10 µA), enabling energy-efficient
lasers—see review in [24, 25]. Yet, these do not feature brain-like nonlinear neurosynaptic functions and this
remains largely unexplored.
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Figure 2. Representative implementations of photonic spiking neural networks using all-optical neuromorphic spiking neurons
hardware. (a) (top) Schematic of an all-optical spiking neural network circuit consisting of several pre-synaptic input neurons and
one post-synaptic output neuron connected via phase change material synapses; (bottom) optical micrograph of fabricated optical
neurons showing four input ports (Reproduced from [51], with permission from Springer Nature.). (b) Experimental setup of a
degenerate optical parametric oscillator (DOPO)-based neural network. (top) A 240-node artificial neural network composed of
480 DOPOs; (bottom) schematic diagram based on time-domain multiplexing in a 1 km fibre-ring cavity (Reproduced from [52].
CC BY 4.0.).

Subwavelength nanoLED sources emitting pulses: For short distance on-chip brain-inspired
communications, incoherent nanoLED sources may represent an alternative to nanolasers since they require
neither high-Q cavities, nor a lasing threshold. However, LEDs are simple linear devices not designed to
achieve nonlinear self-pulsating signals and new approaches are needed to achieve nonlinear nanoLEDs for
the emission of neuron-like spiking signals.

2.5.2. Miniaturized light spiking receivers
Receiving/decoding low-photon spikes using photodetectors: In d.c. operation, light sources emit in the low
photon count regime (≪104), and detecting modulated light (e.g. spike pulses) operating at multi-GHz
speeds is limited by shot noise level (∼20 photons). To overcome this limitation, the use of
superconducting-nanowire single-photon neuron-like detectors has been proposed [23], and impressive
advances are being made in integrating full neuromorphic circuits based on superconducting electronics [54,
55], but these operate at cryogenic temperatures (<10 K) with attendant expenses and limitations [56].
Hence, room-temperature nonlinear highly-sensitive detection solutions capable of receiving low-photon
spiking signals are of crucial importance.

2.5.3. Nanophotonic integrated circuit platform for SNNs
Considering the challenges of integrating nanoscale artificial neuron light sources and nanophotodetectors
in a scalable SNN platform, in sections 3–7 of this perspective, we discuss the recent results and prospects, of
a novel platform, figure 3, using innovative III–V/Si materials, panel (a) (sections 3 and 4), specifically
DBQW nanostructures providing unique neuron-like spike-emitting-receiving properties (panel (b),
section 3). These materials are used to design nanodevices consisting of light spiking sources and detectors
with sub-λ confinement (nanoLEDs, nanolasers) and nano-photodetectors (nanoPDs), panel (b)
(section 5). In sections 6 and 7 of this perspective, we discuss the strategies to use these nanophotonic
neurons for energy-efficient and high-bandwidth photonic interconnected synaptic links, panels (c) and (d),
for applications in artificial SNNs.

3. Spiking neurons

3.1. NanoRTD neurons
Neurons exhibit excitability [58], the dynamical property that is essential for biologically inspired AI. Seeking
an alternative architecture that supports spikes as information carriers, here we look at DBQW-based
resonant tunnelling diode (RTD) circuits as excitable neuromorphic spike generators [59]. Typically, the
active DBQW layer consists of a thin 10 nm of either aluminium arsenide-gallium arsenide-aluminium
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Figure 3. Implementation of a nanophotonic integrated circuit for spiking neural networks (SNNs) based on double barrier
quantum well (DBQW) nanophotonic devices and interconnected (2D and 3D) synaptic links. The platform uses (a) innovative
III–V/Si materials to implement (b) light spiking sources and detectors with subwavelength (sub-λ) confinement. This allows for
the implementation of energy-efficient and high-bandwidth photonic interconnected neuron-inspired synaptic links, (c)-(d). The
schematic in (d) only shows one-to-one device feed-forward interconnections (scheme in (d) © [2012] IEEE. Reprinted, with
permission, from [57].).

Figure 4. Overview of the key physical properties of nanoscale resonant tunnelling diodes. (a) Electronic band diagram showing
the conduction and valence bands, Ec and Eg, respectively, for an applied voltage across the emitter and collector that corresponds
to the peak, Vp, and valley, Vv, resonant conditions. The bandgap of the semiconductor is represented by the parameter Eg.
(b) Example of a simulated current–voltage characteristic of an RTD device with positive differential conductance (PDC) and
negative differential conductance (NDC) regions. (c) Circuit schematic of an RTD biased with a d.c. voltage source, Vdc. A
nonlinear voltage-controlled current source, F(V), in parallel with the equivalent capacitance, C, are used to model the circuit.
The other circuit parameters include a series inductance, L, and a resistance, R.

arsenide (AlAs/GaAs/AlAs) or aluminium arsenide-indium gallium arsenide-aluminium arsenide
(AlAs/InGaAs/AlAs) semiconductor heterostructure. This heterolayer is inserted in the epitaxial growth
direction of the III–V semiconductor layer stack which enables 1D carrier confinement and filtering of
carriers (e.g. electrons) via the resonant tunnelling effect across the quantum well’s quasi-bound states
(resonances), as shown in figure 4(a) [35].

NanoRTDs can be combined with photonics (e.g. LEDs, lasers and photodetectors) to process and
transmit optical signals [35, 39, 60]. The DBQW nanometric size enables circuit high-speed. The resonance
in the quantum well (which controls the current flow via resonant tunnelling effect) can be fine-tuned by
applying a voltage across the emitter and collector sides. This resonance control provides an energy
passband-like filtering effect for carriers. As a result, a current–voltage (I–V) characteristic with a
pronounced NDC is achieved—also called negative differential resistance, figure 4(b). The theoretical cut-off
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Figure 5. Examples of experimental neuron-like dynamical functions and tasks demonstrated in optoelectronic microscale
RTD-based chips over the last decade. These include: (a) light-induced stochastic resonances (Reprinted from [71], with the
permission of AIP Publishing.), (b) electrical and optical neuron-like spiking and bursting generation (Reprinted with permission
from [21] © The Optical Society.), (c) autaptic (self-feedback) photonic neuron regenerative memory (Reproduced from [39].
CC BY 4.0.), (d) optical mixed-mode oscillations (Reproduced from [60]. CC BY 4.0.), (e) light-induced stochastic spiking
demonstrated in RTD photodiodes (Reproduced from [72]. CC BY 4.0.), and (f) demonstration of in-device coincidence
detection (logical AND), (right), and exclusive logical OR (XOR) tasks (left) (Reproduced from [73]. CC BY 4.0.).

frequency of a single DBQW is limited by the tunnelling escape time in the quantum well [35]. Notably, the
resonant tunnelling effect and NDC characteristic, when combined with a suitable circuit design, figure 4(c),
have been exploited in a wide range of nonlinear applications, such as THz oscillators, emitters and detectors
for imaging [61], and wireless communications beyond 5 G [36].

Importantly, the DBQW can be epitaxially integrated with other active materials (either based on III–V
or III-N), and RTD-based photodetectors and light sources have been demonstrated. Notable examples
include single-photon switches and detectors [37, 38], near-infrared photodetectors for optical
communications [62], mid-infrared detectors for sensing [63], III-nitride LED sources [64], III–V unipolar
(n-type) bistable light-emitting RTDs [65], bipolar (p–n-type) RTD-based LEDs [66–68] and RTD-lasers
[69, 70]. These works open unique opportunities to combine the nonlinear electrical properties of RTDs
with the optical characteristics of photonic devices to create novel architectures of interest for emergent
neuromorphic optical computing systems.

For neuron-like computation, early works evoked RTD-based devices as nanoelectronic candidates for
cellular neural networks as a form of threshold logical gates [74]. In the context of photonics, reports on
optoelectronic RTDs integrated with photo-sensitive absorption layers and lasers showed potential for
bio-neural functionalities. Figure 5 summarizes the main experimental works reported in the last decade that
demonstrate relevant nonlinear neural dynamic functions of optoelectronic microRTDs. The most
remarkable examples include the use of bistable RTD photodetectors for light-induced stochastic resonance
phenomena (figure 5(a) [71]), excitability in photosensitive RTD-laser hybrid integrated circuit devices for
spiking and bursting (figure 5(b) [21]), autaptic (self-feedback) neuron-like signalling (figure 5(c) [39]), and
mixed-mode neuron-like oscillations (figure 5(d) [60]). More recently, light-induced stochastic spiking was
demonstrated in RTD photodiodes (figure 5(e) [72]), and in-device coincidence detection (logical AND),
and exclusive logical OR (XOR) tasks were demonstrated using an opto-electro-optical (O/E/O) artificial
neuron built with an RTD coupled to a photodetector as a receiver and a vertical cavity surface emitting laser
as a transmitter (figure 5(f) [73]). In what follows, we present the key nonlinear dynamic functions of
neuromorphic RTDs biomimicking neurons.

3.2. Neural dynamics in nanoscale RTDs
Figure 4(c) depicts the equivalent circuitry of a DBQW RTD driven by a d.c. bias supplied by an external
source of voltage. The dynamic properties of this nonlinear system are described by the following differential
equations,
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Figure 6. Simulation of equations (1)–(3) with Vm (t) = V0 = 650mV and σ = 0. The system’s response, I–V characteristic and
circuit’s load line are coloured in red, blue and yellow, respectively. (a), (b) The system exhibits self-oscillations with stages of slow
and fast dynamics: (a) Phase space; (b) Voltage and current over time. (c), (d) Simulations of equations (1)–(3) with
V0 = 750 mV and σ = 0, driven by 50 ps long input negative square voltage pulses of varying amplitudes. (c) System’s response to
input pulses on the phase space. (d) On top is shown the voltage input pulse profiles. The system’s current response to each input
pulse is shown at the bottom. Sub (supra) threshold pulses and their responses are coloured in dark (light) shades of green and
red, respectively. (Reprinted (figure) with permission from [59], Copyright (2021) by the American Physical Society.).

C
dV

dt
= I− F(V)+σξ (t) (1)

L
dI

dt
= Vm (t)−V−RI. (2)

Here, V, I are the voltage and current across the RTD, respectively. The parameters R,C,L represent the
circuit’s intrinsic resistance, capacitance and inductance, respectively. Unless otherwise specified, their values
for the remainder of this Section are R= 10Ω, C= 2fF, L= 126nH. The parameter Vm (t) represents the
external driving voltage (which includes both a d.c. and a time-varying signal). The intrinsic fluctuations in
the system are accounted for by a time-uncorrelated white noise function, ξ (t), and a noise intensity, σ. The
function F(V) is the RTD nonlinear I–V characteristic. As previously described, incident electrons may
resonate with the confinement energy levels in the quantum well due to the DBQW structure (figure 4(a)),
depending on their Fermi energy levels. As a result, the I–V characteristic is locally maximised and exhibits
one or more regions of NDC between regions of positive differential conductance (PDC). Schulman et al
provides an expression for F(V) derived from the Fermi–Dirac statistics [75],

F(V) = a ln

(
1+ e

(b−c+n1V)q
kT

1+ e
(b−c−n1V)q

kT

)[
π

2
+ tan−1

(
c− n1V

d

)]
+ h
(
en2qV/kT − 1

)
(3)

where q is the electron charge, κ is the Boltzmann constant and T is the temperature. The remaining
a,b, c,d,n1,n2,h parameters tune the shape of the I–V curve and can be, for instance, determined by fitting
the experimental data. Figure 6(a) illustrates an example of an I–V characteristic with an NDC region
embedded between two PDC regions. The limiting peak and valley points are, VV = 609.63 mV and,
VP = 720.65 mV, respectively. In what follows, using equations (1)–(3) we summarize some of the nonlinear
dynamical regimes found in nanoscale RTDs and of interest for neuromorphic spike-based processing and
computation.

3.2.1. Bistability and slow-fast oscillation dynamics
It is well known that an RTD subjected to a d.c. voltage source (i.e. Vm (t) = V0) exhibits a fixed output when
biased in the PDC region, and self-oscillations when biased in the NDC region [76]. These correspond to a
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Figure 7. Simulated sochastic spiking and bursting, and mixed-mode oscillations. (a) Simulation of spikes fired randomly
using equations (1)–(3). The bias was set close to the NDC region and the noise intensity was non-zero. Top:
V0 = 605 mV, σ = 4.52× 10−12A s1/2 ; Bottom: V0 = 725 mV, σ = 8.03× 10−12A s1/2 . (b) Simulation of mixed-mode
oscillations using equations (1)–(3). The system was driven with an input sinusoidal voltage, Vm (t) = V0 +Vamp sin(ωt), where
V0 = 730 mV, Vamp = 100 mV; Top: ω/2π = 30.9 GHz;Middle: ω/2π = 31.7 GHz; Bottom: ω/2π = 36.3 GHz.

fixed-point attractor and a limit cycle, respectively. Depending on the system parameters and the I–V
characteristic, there may also be a narrow bias range near the peak and valley points where both types of
solutions coexist, resulting in bistability [59, 60, 77]. If the stiffness coefficient, µ=

√
C/L, of the circuit is

much smaller than its critical conductance, defined as the absolute value of the minimal differential
conductance in the NDC region, the self-oscillations regime exhibits two slow stages and two fast stages, as
shown in figure 6(a) [59, 60, 77]. During the slow stages, the orbit remains close to the I–V characteristic in
the PDC regions until it reaches either its peak or valley, at which point it quickly leaps to the other PDC
region. For the values of C,L chosen above and for the parameter σ = 1.26× 10−4Ω−1, self-oscillations with
slow-fast dynamics are obtained, as illustrated in figure 6(b).

3.2.2. Excitability
A slow-fast RTD is demonstrated as an excitable spike generator when biased in either PDC regions, but
proximal to the NDC region, either close to the peak or the valley of the I–V characteristic, and introducing a
perturbation, e.g. a square voltage pulse. This is equivalent to displacing the load line for a fraction of time. If
the pulse amplitude/width is sufficiently large, the load line enters the NDC region and the RTD undergoes a
series of transitions, figure 6(c). The system then returns to the fixed point attractor in the PDC region. In
response to sub-threshold perturbations, the system quickly returns to the fixed point. Figure 6(d) shows
responses of an RTD biased near the I–V curve valley and subjected to negative square voltage pulses (thus
the load line is displaced to the left in figure 6(c)). Indeed, as shown in figure 6(d), there is a pulse amplitude
threshold of 50 mV that distinguishes excitable pulses from negligible responses (the so-called all-or-nothing
response [12]). Similarly, when biased close to the I–V curve peak and subjected to positive square voltage
pulses, the RTD exhibits excitable pulses [59].

3.2.3. Stochastic spiking and bursting
An RTD may fire spikes spontaneously if biased in the proximity of the NDC region and subjected to a
non-zero level of noise (σ). As noise is permanently perturbing the circuit, the excitability threshold may be
exceeded, triggering the excitable response. The higher the noise level, the more likely the latter will occur
and the more frequent spikes will be fired [21, 59]. When the RTD is biased close to the peak of the I–V
characteristic, isolated spikes seem to appear following an exponential statistic that depend on the noise level,
figure 7(a), top panel. However, when the bias is set close to the valley, the spikes appear agglomerated in
bursts, as shown in figure 7(a), bottom panel. Experiments have also revealed stochastic bursting [21]. The
causes of this phenomenon are elucidated in [59]. It is related to the wide basin-like profile of the I–V curve
in the valley. The latter leads to a bistability regime between the periodic oscillating solution of the RTD and
the quiescent steady state in the valley. When an excitable orbit is triggered by noise, the system after firing
the excitable response may remain trapped for some time within the attractor of the limit cycle, which
appears as a bursting response that consists of an integer number of peaks.

3.2.4. Mixed-mode oscillations
When an RTD is subjected to an a.c. voltage signal, it may exhibit mixed-mode oscillations (MMOs), which
are oscillations with various amplitudes that occur in sequence. This is due to the a.c. modulation which then
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Figure 8. (a) AIXTRON G4 MOVPE Planetary Tool (courtesy of AIXTRON SE). (b) EpiCurve in-situmonitoring tool (courtesy
of LayTec AG).

drives the nonlinear dynamical system alternately into regions in the space of parameters where it responds
with self-oscillations and fixed point with relaxation-oscillations decay or, alternatively, self-oscillations with
different sizes [12, 60]. The pattern of small and large oscillations is determined by the amplitude and
frequency of the driving signal. Figure 7(b) shows examples of MMO responses to sinusoidal signals from the
RTD. Depending on the frequency, 3–1, 2–1 and 1–1 patterns (from top to bottom, respectively, in panel (b))
of small and large amplitude oscillations are seen. Experiments have shown that MMOs have potential
applications in high-frequency transmission of binary code [60].

4. III–V/Si DBQW structures for nanophotonic neurons using InP, GaAs, and Ge-on-Si
substrate materials

The DBQW-based epi-structure designs of the nanophotonic neurons are discussed in section 5. The
epi-materials for the optical neuron nanodevices are obtained using homo-epitaxial growth on InP and
GaAs, and also hetero-epitaxial growth on Ge-on-Si substrate materials to enable low-cost substrate
solutions. The structures produced included nanoLEDs, nanolasers, nanophotodetectors, RTDs and
integrated structures of these. In what follows, we briefly describe the growth of these materials, which are
fully compatible with existing semiconductor foundries of III–Vs, thus enabling a scalable neuromorphic
semiconductor nanotechnology.

Growth of the III–V elements are performed by MOVPE in a semiconductor foundry (IQE.plc), using an
Aixtron G4 epitaxial reactor, as shown in figure 8(a), using metalorganic trimethyl- precursors of gallium,
indium and aluminium and using Group V hydrides, arsine and phosphine. Deposition is performed as
required on substrate diameters from 76 mm for InP structures to 150 mm for GaAs and GaAs/Si. Standard
growth conditions are used for III–V material deposition, where reactant concentration control, by reactor
in-situmonitoring (see figure 8(b)), and a suite of ex-situ characterisation tools, were all enabled to ensure
accurate control and conformance to the epitaxial specifications targeted.

Development of the Ge-on-Si process is performed on an ASM epsilon CVD tool in a semiconductor
foundry (IQE.plc), enabling a germanium surface whose lattice parameter was close to that of GaAs. The
lattice mismatch between silicon and germanium results in high levels of defects that propagate from the
interface to the surface—these are measured as the threading dislocation density. As an example, the main
challenge of the epitaxial growth of III–V GaAs on Ge-on-Si templates (specifically DBQW nanostructures
with reproducible thin layers) is to improve the growth conditions in order to minimize surface defects on
the germanium, prior to the overgrowth of the GaAs element.

5. Nanophotonic neuron emitter and receiver spiking nodes

5.1. NanoLED neuron emitter: nanoRTD-LED
We introduce a nanoscale nanophotonic neuron circuit formed by a DBQW nanostructure integrated into a
subwavelength metal-dielectric cavity nanolight-emitting diode (nanoLED). The key neuron-like functions
of this nanoRTD-LED emitter architecture was first proposed in [78]. In this Section, we summarize the
main properties of the nanoLED neuron emitters, as well as recent advances reported elsewhere in realizing
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Figure 9. Static and dynamic properties of nanoLED neuron emitters. (a) Semiconductor epitaxial heterostructure schematic
consisting of a DBQW nanostructure and a AlGaAs/GaAs/AlGaAs light-emitting diode (LED) heterostructure. In the inset is
shown the 10 nm thick DBQW AlAs/GaAs/AlAs nanostructure inserted in the n-type section of the LED stack. (b) Schematic of
the nanophotonic artificial spiking neuron in a nanopillar metal-dielectric architecture. Also shown is the schematic of a
biological spiking neuron. (c) Comparison of the light-voltage (L–V) curves between a standard nanoLED (dashed black line)
and a neuromorphic nanoRTD-LED (solid red line). (d) Schematic of the nanoRTD-LED circuit modeled by a nonlinear
voltage-controlled current source, i(V), in parallel with the equivalent capacitance, C. (e) Optical spiking signatures of the
nanoRTD-LED (right) when perturbed by various electrical (sub-10 mV) pulsed signals (left). (f) An analysis of the performance
of standardl and neuromorphic LEDs that demonstrates how electrical energy varies with optical energy per spike. The diagonal
lines are the values for the micro- and nanoLEDs operating in a non-spiking regime (i.e. pulsed current-driven scheme). The
dashed lines represent the performance for poor passivated LED devices while the solid lines represent improved surface
passivated LED devices (see discussion regarding passivated nanopillars in figure 10). The dashed-dot horizontal line intersecting
the diagonal traces indicates the refractory time, corresponding to the electrical and optical energy per spike (stars) of the
neuromorphic nanoRTD-LED. (Reproduced from [78]. CC BY 4.0.).

and improving such nanoemitters, namely increasing their output power enabled by light extraction [79],
and surface passivation [80] methods.

The design of the nanoLED neuron emitter takes advantage of the unique physical properties of DBQW
nanostructures, as discussed in section 3. The nanoLED neuron emitter consists of an n-type DBQW
(AlAs/GaAs/AlAs material system) monolithic integrated with an inverted p–i–n-type GaAs/AlGaAs
nanopillar LED and is shown schematically in figure 9(a) (although other III–V material systems could be
considered, as in the case of the nanolaser discussed in section 5.2). The DBQW enables control of the
electron injection into the nanopillar active region of the LED. The resulting nanoLED has an NDC
characteristic, figure 9(c), that controls the all-or-nothing optical spiking response, figure 9(e), of the
nanoLED. In contrast to the light-voltage (L–V) characteristic (black dashed line in figure 9(c)) of typical
LEDs, this results in a voltage-controlled NDC in the L–V curve (red solid line in figure 9(c)). Due to the
Purcell enhancement of the spontaneous emission [81], the dielectric-metal nanocavity of the nanopillar,
figure 9(b), offers strong light–matter interaction at the nanoscale, leading to faster and more efficient light
emission [82, 83], a key feature for achieving high-bandwidth optical spiking.

The dynamic model used to analyse the optical spiking dynamic properties of the nanoRTD-LED neuron
emitter was first reported in [78], and combines the differential equations of the optoelectronic lumped
circuit, figure 9(d), which take into account the nonlinear voltage-controlled current characteristic of the
nanoRTD, figure 9(c), and the rate equations of the nanopillar LED. Figure 9(e) shows an example of
numerically simulated optical spikes at multi-gigahertz speeds induced by an input perturbation. It shows
some of the characteristics of excitable systems such as all-or-nothing response and refractory time. The
all-or-nothing optical spike signals are activated using extremely low (sub-10 mV) electrical pulse signals.
This results in a nanoLED neuron emitter with ultralow switching energy (here in the range of 10–100 fJ per
emitted spike). Figure 9(f) compares the operation of the neuromorphic nanoRTD-LED with a typical
current-driven pulsed (non-spiking) nanoLED source in terms of electrical and optical energy per spike. We
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Figure 10. Results from experiments demonstrating quantum efficiency improvements in nanopillar LEDs using surface
passivation and light extraction methods. (a) Microphotoluminescence results for nanopillars ranging from 0.25 µm to 0.9 µm,
along with confocal microscopy images and intensity profiles are shown on top. The bottom of the image displays the integrated
intensity plot as a function of diameter. The dashed line indicates a d2 dependence (Reprinted with permission from [79] © The
Optical Society.). (b) Experimental microphotoluminescence results showing the spectra from a single nanopillar with a width of
around 400 nm for a unpassivated sample (red dark colour) and a passivated sample (pink light colour). The passivation
treatment used ammonium sulphide followed by SixNy coating deposited by low-frequency PECVD. A schematic of the best
treatment procedure is shown inset, displaying the pillar coated with a SixNy dielectric (Reproduced from [80]. CC BY 4.0.).

consider two case scenarios: (i) with and (ii) without an improved surface passivation method. A typical
microLED (blue traces) operates with electrical energy well above 100 fJ/spike and displays modulation
bandwidths well below 1 GHz, limited by the spontaneous recombination process. Instead, Purcell-enhanced
nanoLEDs (red traces) are particularly well-suited for operation at multi-gigahertz speeds in the
10–100 fJ/spike range, especially when their surfaces have been passivated to reduce non-radiative effects in
nanopillars (see also figure 10). We observe there is a clear trade-off between the electrical and optical energy
per pulse produced in conventional LEDs. However, for the neuromorphic nanoRTD-LED (star symbols) the
electrical and optical energy per emitted spike is given by the intersection of the dashed-dot horizontal red
line and the diagonal traces (standard nanoLEDs) (assuming a refractory time of∼650 ps for the examined
spiking nanoRTD-LED). We observe the energy per spike is nearly constant and independent of the
incoming modulating frequency signal, in contrast to standard pulsed current modulation schemes. We note
that the all-or-nothing response, which activates the spiking response with a constant refractory time for a
given input above a certain threshold, is the cause of this important characteristic of the spiking
nanoRTD-LED. Finally, since RTD-based photodetectors have already been demonstrated [72, 84], the
photosensitive characteristics of DBQW structures could be used to create optically activated neuromorphic
nanoLEDs, and the neuron receiver architecture is covered in more detail in sections 5.3 and 5.4.

Despite the promising spiking properties of nanoLED neuron emitters, experimentally demonstrating
power-efficient III–V nanoLEDs with reasonable large optical output, and with such neuromorphic (spiking)
properties, remains a significant challenge. In recent years, advances in the quantum efficiency of nanoLEDs
have been made using several III–V materials. The miniaturization approach relies on the use of cavities such
as photonic crystals [26], metal-dielectric [27] or plasmonics [29], allowing the realization of wavelength and
subwavelength scale devices. These advancements are creating expectations that nanoLEDs will be both
efficient and fast, outperforming nanolasers [85, 86]. However, to date the external quantum efficiency
(EQE) of III–V nanoLEDs at room-temperature remains limited to values below 1%, resulting in ultralow
output powers (in the nW or even pW range) [26, 27, 29], and impractical optical systems. Taking the
example of III–V nanopillars considered in our neurons, and neglecting losses related to metallic structures
in metal-dielectric or plasmonic nanocavites, the main reasons for the extremely low EQEs are two-fold.
Firstly, efficiently coupling the light output to a nanowaveguide [27], or a plasmonic waveguide [29], remains
a challenge when the area of the light source is reduced to the deep sub-µm2 range. Therefore, new light
extraction strategies are of key importance. Secondly, as the surface-to-volume ratio increases significantly at
these small scales, non-radiative effects in III–V materials, specifically surface-related properties, become
more important. In what follows, we provide a concise review of the results recently reported on light
extraction and surface passivation in GaAs-based light-emitting materials integrated with DBQW
nanostructures (the key architecture of the nanoLED neuron emitter).
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To begin, we will review recent developments on light extraction in nanostructured GaAs-based LEDs.
Despite extensive research in out-coupling methods employing 2D photonic crystals [26], and
nanowaveguides integrated with grating couplers [27], these approaches are difficult to implement when the
size of the light-emitting structures is drastically reduced to the deep-subwavelength (≪λ3) scale. In a recent
work, a strong enhanced signal in vertical-emitting undoped AlGaAs/GaAs/AlGaAs tapered pillars in a GaAs
substrate has been demonstrated [79], when the emitting nominal area is decreased to the sub-µm scale.
We note that identical GaAs-based materials were used, as previous discussed in the architecture of the
neuromorphic nanoLEDs. The work used pillars ranging from 200 nm to 8 µm lateral width. These were
fabricated using e-beam lithography and dry etching techniques, and characterized using a
micro-photoluminescence (PL) microscope with λ= 561 nm laser excitation. Figure 10(a) shows confocal
images examples (top) of the emission for optically pumped nanopillars (the respective intensity profiles are
shown inset). As shown in the bottom plot, presenting the integrated intensity as a function of diameter, for
the case of micropillars, the light emission is reduced as the diameter decreases following a typical scaling
law, d2, of planar LEDs. However, as d is reduced from 4 µm to 0.2 µm sizes, particularly in the range of
300 nm< d < 400 nm, although the nominal emission area is reduced by a factor of more than 100, the
intensity is reduced only by∼10 times. For example, the emitting intensity peaks for pillars with d = 360 nm
and the respective integrated intensity is comparable to pillars with d ∼ 1 µm. This strongly deviates from
the d2 dependence observed for micropillars, resulting in a 37-fold enhancement of emission. This striking
effect has a large effect on the EQE. The vertical-emitting nanopillar-based LEDs have the potential to
achieve notable large EQE∼45%, whereas the efficiency of µm-pillar planar LEDs, without further methods,
are limited to EQE∼2%. These results offer a versatile method of light-outcoupling in nanostructures with
prospects to improve the performance of interconnected nanoLED devices which are of key importance for
efficient photonic neural network architectures.

Lastly, we review the non-radiative effects in nanopillar structures for the same GaAs-based materials
previously described. Typically, large densities of electronically active defects can be found on the surfaces of
GaAs-based compounds and at their interfaces with dielectrics, namely because of dry etching during the
patterning of the nanopillars. Because of the large surface-to-volume ratio, this is especially important when
the devices are scaled to the deep subwavelength size (≪1 µm). Passivation of GaAs with silicon nitride
(SixNy) has been proposed to improve GaAs electrical performance [87]. Recently, it has been demonstrated
that surface passivation using a combination of ammonium sulphide chemical treatment followed by
encapsulation with a thin layer of SixNy (80 nm) deposited by low-frequency plasma enhanced chemical
vapour deposition (LF-PECVD) can result in improved optical properties of nanopillar LEDs [80]. The
results show that passivated GaAs nanopillar surfaces are robust, stable, and long-lasting. A micro-PL setup
was used to collect the PL of fabricated nanopillars. Figure 10(b) depicts the passivated and unpassivated PL
spectra of a representative pillar (width of d= 400 nm). When compared to the unpassivated pillar, the SixNy

coated sample exhibits a 29-fold increase in the PL integrated intensity. This improvement was measured for
all nanopillar sizes (not shown) and is due to hydrogen species attack on the GaAs surface, which reduces the
density of surface states significantly, as reported in the LF-PECVD process. These findings, when combined
with efficient light extraction methods, could lead to significant EQE improvements in nanostructures,
which is critical for the miniaturization of neuromorphic nanoLEDs. Further, since the DBQW structures
reported here use Al layers for the barriers, the passivation treatment is of key importance for both optical
and electrical properties of the nanodevices. Other challenges to overcome in order to realize fully functional
nanoLEDs include the fabrication of low-resistance ohmic contacts, and the demonstration of low-loss
metal-dielectric subwavelength cavities that could offer a significant light–matter interaction.

5.2. Nanolaser neuron emitter: nanoRTD-LD
The monolithic integration of a nanolaser with an RTD would enable electro-optical spiking functionality
with a small footprint and low power operation. This, however, poses several challenges. Firstly, to achieve
lasing, in comparison to the nanoLED case analyzed in the previous Section, several additional aspects
needed to be addressed: (i) achieving the appropriate resonant wavelength, (ii) having enough gain while
minimizing losses in the cavity. Achieving resonant wavelength is not trivial, as the nanocavity sizes are of the
order of magnitude of the wavelength. When using high-resolution lithography process (e.g. electron-beam
lithography), innaccuracies of a few tens of nanometers are to be expected, which results in a large resonant
wavelength detuning (e.g. 30 nm offset in the cavity size translates into 100 nm resonant wavelength of a
cavity for the case of an InGaAs active region). A significant offset between the resonant wavelength and the
material gain can cause a limited modal gain.

High-reflectivity mirrors are essential to maintain moderate mirror losses and keep the lasing threshold
within reach. In principle, metal mirrors can provide high reflectivity close to the unity [88], however the net
reflectivity back into the resonant mode is highly dependent on the verticality of the reflecting facets, which
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are defined with reactive-ion-etching methods. A small sidewall angle of 5◦ can reduce net reflectivity to 83%
[88]. Another important aspect is that lasers can only be used in planar photonic integrated circuits if they
are waveguide-coupled. This brings an additional optical loss mechanism into the cavity, which can
compromise the cavity quality factor and prevent lasing. Therefore, controlling the waveguide coupling
strength is critical. Weak and controlled waveguide coupling of similar structures can be achieved through
evanescent coupling [27].

Regarding electrical-related challenges, surface recombination and ohmic contact losses are the most
relevant. Non-radiative surface recombination (discussed also in section 5.1) limits the amount of
carriers contributing to optical gain, and plays an important factor in nanocavities due to their high
surface-to-volume ratio. Adequate surface passivation methods are required to address this. Moreover,
nanocavities have a small horizontal cross section and therefore suffer from high ohmic contact resistance.
An alternative device configuration for reduced contact resistance is the incorporation of a tunnel junction to
enable both sides of the diode with an n-type contact [89]. Excessive contact resistance leads to pronounced
Joule heating, which red-shifts the gain curve producing a thermal roll-off. A strategy for heat sinking is
therefore very important.

In addition to the fabrication of the nanolaser device, the integration of a DBQW to provide nonlinearity
should be considered. In this regard, if the position of the DBQW is misplaced in the laser diode layer stack,
it may induce additional electrical or optical losses. In our approach, the DBQW-based RTD is embedded in
the InGaAs contact layer to keep the electrical and optical functions as separate as possible. Additional
RTD-related design considerations include matching the electrical nonlinearity with the laser operational
regime. The main issue here is that RTDs are voltage-driven devices, whereas lasers are current driven
devices. For a laser to operate in the spiking mode, the NDC region (i.e. peak and valley currents) must be
located between the lasing current threshold and the thermal roll-off of the device. Finally, as discussed in
section 3.2, controlling capacitance in RTDs is important for tuning their dynamic characteristics. It is
therefore ideal that the device design includes a mechanism for adjusting the capacitance, so that the correct
electrical regime can be targeted.

Several approaches for integrating a laser with RTDs have previously been reported. A hybrid integration
strategy [21] simplifies the epitaxial growth and processing of components; however, the footprint is
compromised, and wired connections may introduce additional inductance to the experimental circuit while
sacrificing operation speed. Monolithic integration optimizes the device’s footprint and minimizes external
electrical parasitics, and has been demonstrated experimentally with quantum well lasers on GaAs [70] and
InP [69]. However, monolithic devices integrating an RTD with MQW lasers typically have thousands of
µm2 active area, which leads to limited operation speeds compromised by the large capacitance values.

The integration of an RTD with a nanoscale optical device can allow for high-speed operation and a
remarkable integration density of interest for compact neuromorphic systems. Various nanolasers have been
demonstrated in recent years. The main concepts rely on the use of metal-cladding cavities [90], or
photonic-crystal confinement [91]. Such nanoscale light sources have shown interesting performance in
terms of efficiency and speed, and therefore are promising for applications that require high integration
density and low power operations. A nanolaser with nonlinear performance will broaden the potential
application domains, especially in the neuromorphic field.

Realising the spiking nanolaser functionality on an integrated platform requires significant design
freedom. An InP-based platform is advantageous due to light-emitting functionality in the infrared region,
and a variety of demonstrated passive devices. InP membranes on silicon (IMOS) allow for a nanophotonic
platform with active and passive functionalities, as well as the potential for future integration with electronics
[92]. IMOS also allows for double-side processing, which adds a degree of flexibility to fabrication processes.

Here we discuss our proposed design of a nanolaser-RTD. A metal-cavity nanolaser structure (figure 11)
is created by a semiconductor nanopillar encapsulated in a dielectric-metal shell. The epitaxial layer stack of
this nanopillar forms a p–i–n diode, allowing for radiative recombinations to take place in the intrinsic
InGaAs layer. Electrical injection is carried through highly doped InGaAs contact layers. Double-side
processing allows direct light extraction through an optical window. The position of the DBQW structure
within the n-InGaAs contact layer is selected so that it does not overlap with the optical mode.

The fabrication of electrical contacts on both sides of the InP membrane provides capacitance tuning
functionality, which is critical for achieving RTD-based excitability [59]. We fabricated and tested RTD
devices with a layer stack that included an AlAs/InGaAs DBQW structure embedded in a highly doped
n-InGaAs layer (inset of figure 12). As shown in figure 12, micro-sized devices of various radii exhibit
consistent peak current densities of around 30 kA cm−2 and peak-to-valley current ratios of up to 13. For the
design of nanolaser devices, it is important that such peak current density value exceeds the lasing threshold.

Scaling down photonic devices on chip would open the possibility for large-scale neuromorphic
photonics with low energy consumption and high integration density, provided that fabrication tolerances
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Figure 11. Flipped cavity nanolaser with RTD device on InP membrane on silicon (IMOS) platform. Inset on the right is shown
the layer stack of contacts-related capacitor structure.

Figure 12. Experimental current–voltage characteristics of AlAs/InGaAs microRTD devices on the InP platform with circular
cross section and different radii (R). The respective peak-to-valley (current) ratio (PVR) for each R is displayed.

are well controlled. For example, surface imperfections in the active medium cause additional surface
recombination losses, effectively increasing threshold current density and thereby compromising the device
efficiency. This is particularly critical in nanolasers because of the high surface-to-volume ratio of the active
medium. This effect can prevent a nanolaser device from reaching the lasing threshold. To achieve lasing in
nanoscale structures, efficient passivation of surface recombination effects should be implemented. In recent
experiments (figure 13), we have demonstrated that combining ammonium sulphide treatment, SiOx

encapsulation, and high-temperature post-annealing improves surface recombination velocity by a factor
of 19.

Other fabrication non-idealities that can sacrifice the cavity quality factor include non-vertical pillar
slopes, which introduce additional reflection losses. Such mirror losses become more dominant in smaller
devices, significantly increasing the threshold gain required to overcome the losses. Finite-difference time
domain (FDTD) simulations (figure 14(a)) of a 1 µm long nanolaser cavity show that for a slope angle of 5◦

the threshold gain increases by 3.5 times when compared to vertical sidewalls. Recently, our etched nanolaser
pillar tests (figure 14(b)) revealed high verticality slopes (∼1.6◦), which can enable a low-threshold in
experimental nanolasers.

Finally, it is important to implement an appropriate thermal management strategy to prevent nanolaser
overheating, which causes thermal roll-off at lower current levels (before lasing). In the IMOS platform,
since the polymer bonding layer introduces thermal isolation between the photonic membrane and the
Si-substrate, we propose connecting the devices to the substrate through thermal vias (figure 11) for efficient
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Figure 13. Photoluminescence intensity measurements for passivated InGaAs nanopillars. (a) Encapsulation effect. (b) Annealing
effect (Reprinted with permission from [93] © The Optical Society.).

Figure 14. (a) Effect of etching slopes on the threshold gain of metal-cavity nanolasers for different sidewall angles. The inset
shows a schematic of the sloped facets. (b) Scanning electron microscope (SEM) images of etched nanolaser pillars with high
verticality slopes. The calculated etching slope angle is∼1.6◦.

heat sinking. Solving all the aforementioned aspects in RTD-based nanolasers is of central relevance to
achieve the next-generation of high-performance nanolaser neuron spiking emitters.

5.3. Nanophotodetector RTD neuron receiver: nanoRTD-PD
The RTD-based nanophotodetector neuron receiver consists of either micro- or nanopillars GaAs/AlGaAs
(for operation at 850 nm) or InGaAs/InP (operation at 1310 nm or 1550 nm) epilayer stacks with light
absorbing layers surrounding the DBQW. The layout of the baseline nanoRTD-PD for detection at 1310 nm
or 1550 nm is illustrated in figure 15. It consists of an AlAs/InGaAs/AlAs DBQW surrounded by a thick layer
of a light absorbing material in the collector side of the RTD (typically the same material as the quantum well
of the DBQW). The contact layers comprise of a higher band-gap material, such as InP. The device is
considered forward biased, with current flowing from the top contact to the bottom contact.

The spike detection principle in the nanoRTD-PD, schematically illustrated in figure 15(c), is as follows.
When d.c. biased near the peak of first PDC, and in the absence of light, the voltage and current flowing
through the nanoRTD-PD remain constant. In the presence of an optical spike (triggering event), the
electron–hole pairs generated by the absorption of the optical spike are separated by the built-in electric field
induced across the collector by the d.c. applied voltage. The electrons drift towards the collector contact, thus
adding to the circuit’s external current, while the photo-generated holes moving towards the emitter contact
are trapped by the DBQW collector barrier, accumulating in the the collector region. This leads to an
enhancement of the electric field across the DBQW and the collector depleted region, allowing the resonance
in the quantum well to be reached at a lower bias voltage than under dark conditions. As a result, the circuit
load line ‘jumps’ momentarily to the NDC region of I–V, leading to the generation of a voltage spike
corresponding to the valley-to-peak voltage difference (section 3.2). This can be interpreted as an overall
shift to lower voltage of the nanoRTD-PD I–V curve under illumination, figure 15(b). This enables to

18



Neuromorph. Comput. Eng. 3 (2023) 033001 B Romeira et al

Figure 15. (a) Physical layout and layer stack of a microRTD-PD with a light absorbing region on the collector side; (b) Effect of
illumination in the I–V characteristic. (c) Schematic representation of the RTD-PD conduction and valence bands’ profile under
bias, and of the principle of operation of the RTD-PD, showing the effect of light absorption: accumulation of holes in the
collector region adjacent to the DBQW and electrons drifting towards the collector contact. (d) RTD-PD operation as an
optical-electrical neuron-like spike transducer.

achieve optical-to-electrical spike conversion, figure 15(d). The bandwidth of the nanoRTD-PD excitable
photodetector is limited by the pulse duration and dead time. These properties are mainly determined by the
circuit’s intrinsic PDCs, NDC, capacitance and inductance. Spiking nodes with electrical and optical inputs
and outputs can be realized by combining nanoRTD-PD neuron receivers with neuron nanolight emitters
(previous Sections).

Several loss mechanisms can influence the optical response of nanoRTD-PD devices, including a
non-ideal photodetection quantum efficiency due to the limited absorption through the finite absorption
layers, optical reflection of the incident light at semiconductor surface, losses due to fibre-chip coupling,
losses in internal contact layers, and carrier recombination before the carriers reach the contacts. Moreover,
due to bandwidth limits such as RC time, transit time, and carrier diffusion, the photocurrent generated at
very high frequency (GHz band) may be smaller than the stationary state (low frequency operation).

5.4. Nanofabrication and spike characterization of nanoRTD-PD neuron receivers
Several epilayer stacks have been investigated for the fabrication of nanoRTD-PDs with the goal of
developing excitable neuromorphic light-induced spike generators with low power consumption. The
fabrication of nanometre-sized nanoRTD-PDs with suitable epitaxial layer structures, figure 16(a), to meet
the expected low-power consumption requirements, as well as the realization of device architectures that
provide efficient optical absorption, present challenges. A fabrication process for nano-sized InP RTDs has
been successfully developed. Figure 16 shows in panels (b) and (c) scanning electron microscope (SEM)
images of the various stages of the nanofabrication process for a representative nanoRTD-PD device
consisting of a nanopillar with a diameter of 500 nm. In panel (d), the I–V characteristics of nanopillar
devices with diameters of 500 nm, 700 nm and 800 nm are shown. Clear signatures of NDC regions are
achieved. The peak currents of the fabricated devices are in the range of a few hundred µA allowing for an
energy-efficient solution. Nanopillars with optical windows for efficient light in-coupling represent one of
the ongoing challenges in operating nanoRTD-PDs as neuron optical receivers. In what follows, we discuss
the observation of electrical spikes using nanopillar devices, as well as the observation of light-induced spikes
using already established micropillar RTD-PD devices with light in-coupled from the top open mesa
windows, as illustrated in figure 15(a).

Experiments to generate spikes with RTD-PDs featuring optical windows on top of the pillar mesa have
been reported recently [72]. Figures 17(a) and (b) show the electrical and optical experimental setups,
respectively, used to investigate the generation of spike signals in RTD-PDs. Firstly, for electrical spike
triggering, figure 17(a), the devices were driven by an electrical pseudo-random bit sequence with an
amplitude of 1 V and a frequency of 500 MHz, and biased at−0.59 V, i.e. near to the device’s peak voltage.
The nature of the spikes is similar to that seen in figure 17(c), which depicts the periodic generation of
electrical spikes. Noteworthy, similar spiking phenomena can be activated by optical modulated signals,
figures 17(b) and (d) [72]. The injected light plays the role of external perturbations that drive the RTD to
generate stochastic spiking. As shown in figure 17(d), excitable phenomena (here stochastic spiking), can be
elicited by carefully controlling either the bias voltage or the intensity of the optical perturbation signal. We
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Figure 16. Fabrication of nanopillar RTD-PD devices. (a) Semiconductor epilayer stack structure. (b) Scanning electron
microscope (SEM) image of a 500 nm diameter InP-based RTD-PD nanopillar device. The top metal contact is also shown.
(Reprinted, with permission, from [94]. © [2022] IEEE.) (c) SEM image of a 500 nm nanopillar after the etch back process using
BCB to open the top and bottom contacts. The top inset shows the bond top pad covering the nanopillar. (Reprinted, with
permission, from [94]. © [2022] IEEE.) (d) I–V characteristics of InP-based RTD nanopillars with 500 nm, 700 nm and 800 nm
pillar diameters showing clear regions of NDC. (Reprinted, with permission, from [94]. © [2022] IEEE.)

notice the spikes are fired using a rather low power input (∼90 µW). In this example, the pulse duration of
each spike is about 12.5 µs, with a typical frequency between spikes of 12 kHz (i.e. the refractory response),
which is dependent on the applied voltage and the intrinsic properties of the RTD-PD oscillator circuit.

We observe that by carefully designing the circuit (decreasing the capacitance and inductance values), the
oscillation frequency of the spike firing may be tuned from kHz up to GHz frequencies. Using a micropillar
RTD-PD, figure 18 illustrates an example of deterministic firing of high-speed electrical spikes (blue traces)
triggered by two consecutive 1 ns optical pulses (red trace) separated by 5 ns (panel (a)) and 2.45 ns (panel
(c)). The separation threshold (i.e. 2.45 ns) in this example can be regarded as the RTD-PD circuit refractory
time.

These studies demonstrate the versatility of nanoRTD-PDs in performing multiple spike-based firing
functions (here oscillatory, stochastic and deterministic spiking) by adjusting a few operating parameters (e.g.
bias voltage, amplitude or frequency of the incoming signal, etc.). As a result, we anticipate nanoRTD-PDs to
function in a variety of neuromorphic spiking dynamic behaviours that are entirely compatible with optical
signal transmission systems and do not require any additional electronic or optoelectronic components.

5.5. Summary of nanophotonic spiking neurons
In the previous Sections, we discussed the monolithic integration of nanoRTDs with nanoLEDs, nanoLDs,
and nanoPDs to realize neuron emitter and receiver spiking nodes. Table 2 presents a comparison between
the nanophotonic neurons presented in this work in terms of speed, energy consumption, and type of
neuron model emulated, with four representative analog photonic/optoelectronic solutions
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Figure 17. Experimental set-up for characterization of spike generation in micro- and nanopillar RTD-PDs using (a) electrical
signal, and (b) optical signal injection. (c) Experimental spike outputs from a 500 nm diameternanopillar RTD device. (d)
Stochastic spiking generation from a micropillar RTD-PD induced by light perturbation. The frequency of the light pulse train
was set as 15 kHz, with a duty cycle of 30%. The average optical power was kept constant at 87.6 µW. The RTD-PD was biased at
the 1st PDC region, very close to its NDC region. The inset indicates the width of the spike. The width of the spikes is 12.5 µs.
Panels (a) and (c) © [2022] IEEE. Reprinted, with permission, from [94]. Panels (b) and (d) Reproduced from [72]. CC BY 4.0.

Figure 18. Example of deterministic firing of high-speed spikes from a micropillar RTD-PD device (active area of
15 µm× 15 µm). Spike output (blue trace) triggered by two consecutive 1 ns optical pulses (red trace) with identical amplitude
and separated by (a) 5 ns and (b) 2.45 ns.

(superconducting Josephson junctions [23], phase change materials [51], excitable micropillar lasers [17],
and Izhikevich-inspired photonic neuron [53]), and two analog electronic neuromorphic architectures
(TrueNorth [4], and Loihi [5]). Although by no means exhaustive, the solutions chosen from the literature
relate to representative artificial neurons capable of spike- (pulse) based signalling. Since not all of the
solutions addressed in this perspective have been shown experimentally, the numbers in table 2 comprise the
best projected values taking into account the designed performance based on physical models of the
nanophotonic neurons. We conclude the nanophotonic spiking architecture discussed here has the advantage
of offering a wide range of spatio-temporal neuron-like complex functions, which are difficult to realize
using optics-based approaches, while providing energy consumption and spike event timescales of
comparable performance to some of the best reported photonic and optoelectronic approaches. These
neuron-like functions are similar to those that are many times only possible using complex circuit design in
electronics-based neuron models, while providing higher speed potential (>GHz) and consuming much
lower energy per event. Potential limitations of the proposed nanophotonic neuron architecture for scalable
SNNs include the idle state voltage and current required to drive the nanophotonic neurons. Specifically, in
the nanoLED and nanoLDs this limits the energy consumption to values ranging from 10 to 100 fJ per event
fired, due to the diode turn-on voltage. However, alternative circuit design solutions, such as on-off pulse
driving of the nanolight sources, could be implemented to minimize power consumption.
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Table 2. Comparison of electronic, photonic and optoelectronic neuron architectures (including this work) capable of spike-based
signalling in terms of speed, energy consumption, and type of neuron model emulated.

Nanophotonic
neuron architecture
(this work) Energy/event (J)

Pulse/spike event
timescales Neuron-like functions

nanoRTD-LED [78] ∼10−14 <1 ns Spike firing (excitable model), stochastic
spiking and bursting, self-oscillations,
mixed-mode-oscillations, resonate-and-fire,
bistability, autaptic (++)

nanoRTD-LD [95] ∼10−13 ∼100 ps

nanoRTD-PD ∼10−15 <100 ps (∼2 nsa)

Photonic and
optoelectronic
neuron architectures

Superconducting
Josephson junctions
[23]

>10−14 300 ps–15 ns (turn-on
and turn-off)

Integrate-and-fire model

Phase change
materials [51]

∼10−12 500 ps–1.5 ns (read
and write)

Integrate-and-fire model

Micropillar laser
[17]

>10−14 ∼200 ps Spike firing (excitable model)

Izhikevich-inspired
photonic neuron
[53]

∼10−13 ∼100 ps Izhikevich model (aided by electronic
transistors)

Electronic neuron
architectures

TrueNorth [4] >10−12 <10−3 s Leaky-integrate-and-fire model. Izhikevich
model (when combining 1–3 neurons)

Loihi [5] >10−12 <10−3 s Leaky-integrate-and-fire model
a Shown experimentally in figure 18.++ Discussed in section 3.

Note: electronic neuron architectures integrated in a very large scale SNN.

6. Photonic synaptic interconnects

Optical interconnects for neuromorphic photonic chips require interconnectivity in highly branched
networks connecting the different computational elements of a neural network consisting of RTD-based
nanolight sources and nanophotodetectors. Active weights are required in the training phase of a neural
network, when the weights in the network are adjusted to minimize the classification error after the
evaluation of each batch of training samples. Also, in a neural network system that is designed to execute
pre-trained neural networks, active weights make it possible to reconfigure the system and start processing a
completely different neural network. In this Section, we discuss potential interconnects for on-chip and
inter-chip connections comprising of actively weighted optical synaptic interconnects based on silicon
photonics and photorefractive materials (section 6.1), and polymer-based materials for 3D optical waveguide
connections (section 6.2).

6.1. 2D synaptic interconnects
The hardware of ANNs can be used for different tasks or modes, which place several requirements on the
optical synaptic interconnections between the neuron nodes. If the optical neural network hardware is used
to train a new network, the synaptic interconnect weights have to be adjusted after each (small) batch of
training samples. In this case, training time and power consumption can be reduced significantly by
eliminating time and energy-consuming data transfers between the synaptic interconnect and external
weight memory and processing units. This can be achieved by storing and updating the synaptic connection
weights locally in the synaptic interconnect [96]. If the optical neural network is used in inference mode and
thus performs a pre-trained classification task on a stream of input data, the synaptic weights are updated
seldomly and external control and storage of the connection weights does not incur a large power penalty. In
this case the holding power that is required to keep the synaptic connection weights at a fixed level dominates
the energy consumption [8].

In this Section, we discuss two paths toward a tunable 2D synaptic interconnect. The first approach
consists of an electrically tunable synaptic interconnect based on the well-established silicon photonics
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Figure 19. Silicon photonics-based interconnect. (a) Schematic layout. (b) Die photograph of the fabricated interconnect.

technology. In a second approach, we present on an exploratory concept, where the optical synaptic
interconnections are obtained by diffraction on refractive index gratings written in a photorefractive crystal
[97, 98]. This approach has been demonstrated in optical systems built from discrete elements [99], but we
intend to integrate the photorefractive material and all controlling optics onto a single silicon photonics chip.
With the latter concept, the synaptic weights are stored locally in the interconnect and the full weight matrix
can be adjusted in one single step, which makes this interconnect well suited for application in a neural
network training system.

6.1.1. Silicon photonics interconnects
The silicon photonics interconnect architecture is based on a mesh of crossing input and output waveguides,
with cross-coupling elements incorporating a variable attenuator at each crossing. The schematic layout of
this interconnect mesh, together with a die photograph of the fabricated interconnects are shown in
figures 19(a) and (b), respectively. Assuming that the light from the source neurons is completely incoherent
we can split and combine the light in the optical power domain only. Thus, the crossing points of the mesh
are designed such that at each crossing the same amount of the input light power is coupled out from the
input waveguide, attenuated according to the required synaptic interconnect strength, and coupled to the
output waveguide. The corresponding power coupling factors are denoted at each cross-point element in the
schematic layout, as shown in figure 19(a).

The physical layout of the synaptic cross-point elements consists of a directional coupler that taps light
out of the vertical input waveguide, followed by a thermally tuneable Mach–Zehnder interferometer that
serves as a variable optical attenuator. The attenuated light is then coupled into the horizontal output
waveguide by a second directional coupler. A photograph of a representative fabricated silicon photonics
interconnects is shown in figure 19(b). The current devices could be implemented in an envisioned SNN
using off-chip coupling (e.g. via optical fibres) from sources-emitters to the synaptic interconnects. The
designs presented here can be adapted to include optical interfaces matching the spiking optical elements for
a complete on-chip hybrid co-integration.

6.1.2. Photorefractive optical interconnects
In the photorefractive concept, the synaptic connections are stored as refractive index gratings in a
photorefractive layer on an integrated photonic circuit. The refractive gratings are written and read by sets of
collimated optical beams. The collimated beams are obtained by placing lenses between the photorefractive
medium and arrays of transmitters and detectors. These basic operations are illustrated in figure 20.

The physical implementation of the photorefractive interconnect in integrated optics is illustrated in
figure 21. The photorefractive layer in the current version of the device is produced by bonding a
semi-insulating GaAs wafer to an oxide cladding layer on a silicon wafer and thinning the GaAs layer down to
∼1 µm by grinding and chemical-mechanical polishing. Through two-wave mixing measurements
performed perpendicularly through the photorefractive interconnect die, as shown in figure 21(c), we could
confirm the photorefractive effect in the interaction region of the interconnect devices. Our current focus is
on the experimental validation of the full interconnect functionality of the devices towards realizing
photorefractive crossbar arrays for neural network inference and training.
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Figure 20. Basic operations for writing and read-out of synaptic connections in a photorefractive crystal. (a) Writing of a
refractive index grating by the interference pattern of two coherent collimated beams. (b) Optical Multiply-Add operation on two
superimposed refractive index gratings. (c) Conversion between diverging/converging light beams from arrays of transmitters and
detectors and sets of collimated beams by collimating lenses. Forward and backward readout of the synaptic matrix as required for
backpropagation training of an artificial neural network.

Figure 21. Physical implementation of the integrated photorefractive interconnect. (a) Mask layout showing the input and output
waveguide arrays, collimating mirrors and photorefractive interaction region. (b) Simulation of light propagation through the
interconnect. (c) Photograph of a completed die, containing five interconnects of different sizes (Reprinted with permission from
[100] © The Optical Society.).

6.2. 3D suspended waveguide interconnections
Chip-to-chip connections are usually performed using optical fibres and grating couplers, which can incur in
up to 10 dB losses due to large core size and mode mismatches between the fibre and the on-chip
components. This is a severe limiting factor for neural network scaling, as the cumulative loss in complex
interconnected systems quickly becomes prohibitively large. The microprinting of 3D polymeric structures
using TPP offers potential to tackle this, with recent works reporting fibre-to-chip-couplers [101], optical
fibre taper couplers [102, 103], and free-form inter-chip couplers [104, 105].

Noteworthy, 3D polymer structures have been proposed recently for neural networks in reservoir
computation [34]. In fact, there is a vast potential in recently-developed 3D interconnection design,
simulation, and manufacturing methods for novel inter-chip optical wire-bonding approaches. Such
approaches resort in TPP microprinting methods to achieve freeform 3D structures with optically clear
resins [106]. The flexibility of such polymeric waveguides holds excellent prospects for connecting various
nanolight sources and detectors in comparatively small area footprints, as the optical connections can cross
each other in 3D. Examples of recent 3D-printed polymeric photonic elements include beam-shaping
structures [107], sub-micron waveguides [108], and waveguide splitter-based convolution kernels for DNNs
[34], among other waveguide devices [109, 110]. On the other hand, free-form on-chip 3D waveguides and
couplers for individual device interconnections still remain relatively unexplored. Recent works have
proposed designs based on continuously [111] and discretely [109] supported 3D waveguides for planar
photonic circuits and 3D splitter waveguides [112].

In this Section, we discuss the design and fabrication of 3D structures (waveguides and couplers,
figures 22(a)–(c)) to exploit the interconnectivity of multiple photonic neuromorphic elements in small
footprint areas (see concept in figure 22(d)). Differently from the synaptic interconnects discussed in the
previous Section, here there is no functionality for active weighting in 3D polymers. Future developments
could include active functional materials for either thermal, magnetic, or other ways of controlling light
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Figure 22. 3D photonic interconnects. (a)–(c) Scanning electron microscope (SEM) images of 3D waveguides fabricated using
two photon polymerization (TPP). (a) Straight waveguide with tapering. (b), (c) Waveguides for systematic optical transmission
characterization of straight (b) and s-bend (c) designs with variable length (number of support structures) and bending radius,
respectively (panels (a)–(c) Reprinted with permission from [115] © The Optical Society.). (d) Concept of photonic artificial
neural nodes interconnected by polymeric 3D photonic waveguides.

transmission properties. Alternatively, the passive 3D polymeric waveguides could be integrated with
recently-developed active transmission weighting technologies (section 6.1).

For the experimental realization of 3D waveguides, we focus on the TPP technique [113, 114], which uses
a femtosecond laser to polymerize a photosensitive material in a two-photon absorption process. A suitable
photosensitive polymer should meet several requirements for optical interconnects: (i) optical transparency
in the desired wavelength range, (ii) suitable refractive index contrast for waveguiding, and (iii) displaying
suitable post-exposure stiffness (Young’s modulus) for mechanically stable 3D architectures (in some
scenarios bridging over several hundred micrometers between functional elements is required). Some
polymers contain photoinitiators that can induce avalanche effects that increase the TPP cross-section
(reducing the fluence threshold required for TPP). However, this approach also results in larger minimum
effective writing voxels and the size of the recoverable features. Lastly, materials with low shrinkage and
suitable viscosity are also relevant. For example, low viscosity for simple spin coating or higher viscosity to
achieve better bonding to the substrate in inverted TPP fabrication systems, can facilitate the fabrication
process. Such properties could improve the quality of the 3D microstructures, leading to higher-fidelity 3D
CAD design reproductions.

Recently, we have developed a dedicated algorithm to predict the 3D morphology of TPP writing
structures, taking into account the experimental setup and the material parameters [115]. This tool enables
to predict crucial experimental and design parameters (such as laser fluence and line density) for optimal
structural reproducibility. It should be noted that the limited stiffness of typical TPP optical-grade materials
for the neuromorphic chip dimensions (spanning several hundred microns) can require the use of support
structures in suspended waveguides (figure 22(a)). Such structures introduce losses in extended 3D
waveguides, characterized by the systematic fabrication of straight waveguides with variable height and
number of support structures (figures 22(b) and (c)). The support structures introduce scattering hotspots,
leading to propagation losses far above the typical insertion losses in planar waveguides employed in
semiconductor materials. Thus, mechanical stability (through stiffer polymers and shortened designs) is
central for reducing the number of support structures and transmission losses. The fabrication results shown
here revealed stable structures with at least 100 µm gaps between support structures.

A systematic optical characterization of the bending losses in fabricated straight (figure 22(b)) and
s-bend (figure 22(c)) structures was performed (figures 23(a) and (b)). The results revealed a minimum
bending radius of about 100 µm is required to minimize the losses. The 3D CAD designs used for fabrication
were employed for modelling of the waveguide optical properties (using either mode-solving,
finite-difference time-domain (FDTD), or custom oscillator-based O-FDTD simulations [116, 117]). As
illustrated in figure 23(b), the mode-solving simulations are in good agreement with experimental results.
Such simulator engines provide the description of the mode profiles in the waveguides, enabling for example
the optimization of the 3D geometries of optical tapers to achieve a high coupling efficiency between
waveguides and the active neuron emitters/receivers [115], which will be crucial in future interconnected
nodes. Additional relevant design considerations shall include the design of tapers optimized for the
emission profile of nanolight sources, and the implementation of 3D interconnects linking on-chip
nanophotonic components (such as a neural network of nanoRTD-LD/LEDs and nanoRTD-PDs). In an
advanced stage of development, the design of 3D manifolds that act as network building blocks and form
branched neural networks, and the conceptual design of chip-to-chip interconnects shall be considered for
complex neural networks.
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Figure 23. Characterization of the optical transmission losses for (a) straight and (b) s-bend 3D waveguides elevated by support
structures (Reprinted with permission from [115] © The Optical Society.).

7. Spatio-temporal spike-based information processing

By drawing inspiration from the brain, the propagation and processing of information via spikes is one of the
key differentiating aspects of neuromorphic platforms when compared to other methods for hardware-based
AI acceleration. SNNs, as a third generation of ANNs, hold significant promise for their further
development, particularly due to their prospects for lower energy requirements arising from the intrinsic
data representation sparsity in SNNs as well as their use of the temporal domain for computation and data
representation. Simultaneously, SNNs are not well suited for implementation on traditional CPU or GPU
architectures as the mismatch between the principles of synchronous digital computation and time-based
spiking processing leads to high power overhead and reduced speeds. Meanwhile, as a new technology
competing with already well established deep learning approaches, SNNs face some ongoing challenges.
These include the development of new efficient learning algorithms (as SNNs typically cannot be trained via
conventional backpropagation algorithms), and the handling of data represented solely via temporal spikes.
Novel approaches to learning in SNNs are under investigation in both scientific research and industrial
settings. These include algorithms such as equilibrium propagation [118], modified backpropagation [119],
supervised learning methods such as SuperSpike [120] or ReSuMe [121], and even approaches that directly
account for slight hardware variations of the active components on neuromorphic chips [122].

Since the RTD-based optoelectronic devices explored in this article naturally exhibit excitable spiking
responses as a result of their highly nonlinear characteristics (see section 3), they are prime candidates for
light-enabled hardware realizations of spiking neurons and, with the implementation of additional
scaling-up strategies, full photonic SNNs. In a recent study [95], we have numerically investigated the
spike-based information processing capabilities using both single and multiple interconnected (in
feed-forward architecture) nanoRTD-based optoelectronic spiking nodes. In the single node case, we
considered a single nanoRTD-PD capable of performing spike-based information processing tasks, as it will
be discussed in section 7.1. In the feed-forward networked architecture, discussed in section 7.2, we consider
the following interconnected system: (i) master nodes, realizing the electrical-to-optical (E/O) link by means
of a nanoRTD element coupled to a nanolaser (see emitter neurons presented in section 5), and (ii) a receiver
node, realizing the optical-to-electrical (O/E) functionality via a nanoRTD with an incorporated
photodetecting input (see receiver neurons presented in section 5).

7.1. Spike-based information processing methods using single neuron nodes
For a system to successfully operate as an artificial spiking neuron in scope of a larger SNN, it should exhibit
certain key dynamical functionalities. These include the ability to sum and threshold input signals both
spatially (realizing fan-in) and temporally; thus providing the ability to respond to incoming pulses (stimuli)
with different timing while exhibiting a (short term) memory. Lastly, the artificial neuron should be capable
of providing a fan-out, sending its output to multiple downstream nodes in a network. Recently, we have
numerically demonstrated all of these key functionalities in nanoRTD-powered spiking optoelectronic nodes
[95]. Firstly, we have shown that RTDs, when biased either in the valley or peak regions (in their highly
nonlinear I–V characteristic), are capable of deterministic firing spikes in response to either electrical or
optical (in the case of nanoRTD-PD) incoming signals. The fired spikes exhibit all the hallmarks of typical
all-or-nothing excitable responses, that is, incoming subthreshold perturbations produce negligible system
outputs, whilst superthreshold perturbations elicit firing of spikes that are independent of the amplitude of
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Figure 24. Information processing task performed with a single nanoRTD node. (a) A 4× 2 binary pattern is serialized into a
waveform of return-to-zero bits at 100 ps bit−1 with 50% duty cycle. (b) By pre-weighting the pattern with a weight matrix, the
values represented in the waveform are remapped. Using the temporal integration of input perturbations in the nanoRTD node, a
pattern recognition task (c) is performed where only a target results in the firing of a spike at the RTD node’s output (Reprinted
(figure) with permission from [95], Copyright (2022) by the American Physical Society.).

the incoming perturbations. Furthermore, the photodetection property in the nanoRTD nodes enables
directly spatial integration of upstream signals, while the RTD itself exhibits the functionality of temporal
signal integration, drawing a general parallel to the well-known leaky-integrate-and-fire neuronal model.

We have utilized this capability of the nanoRTD node to demonstrate spike-based information processing
tasks at ultrafast rates and with low-input energy signals. We have shown the ability to perform a pattern
recognition task, where an 8-bit sequence corresponding to a serialized matrix of 4× 2 binary values
(representing Tetris-like blocks) is used as an input to the nanoRTD node, figure 24(a). A weighting process
(figure 24(b)) is applied as follows: first the 8-bit pulse sequences are multiplied elementwise by a vector of
weightsW bounded between (−1,+1), and this weighted sequence is injected into the RTD as a series of
return-to-zero pulses of 50 ps separated by 50 ps interleaves (50% duty cycle). In such a configuration, only
the pre-weighted sequences with a sufficient number (in this case, eight) of downward pulses carry enough
combined perturbation energy to go over the excitability threshold, eliciting a spiking response in the system
(figure 24(c)). Therefore, the RTD is capable of performing a classification task on the pre-weighted data,
only firing a spike for a specifically targeted data sequence.

7.2. Photonic SNNs
In the previous Section, we have shown that an nanoRTD node can not only operate as an artificial spiking
neuron, but also that a single node can already perform information processing tasks, such as the
classification of binary sequences. However, for more complex data processing, and for the realization of
advanced functional tasks, it is essential to go beyond single neuron systems and implement network
architectures built from multiple interconnected nodes.

To investigate this network mode of operation, we have analysed numerically a 5-to-1 feedforward SNN
built with nanoRTDs (figure 25(a)). This is formed by five master (E/O) nodes in the input layer and a single
receiver (O/E) node on the output. All the upstream (PRE) nodes are connected to the output (POST) node
via unidirectional links (e.g. waveguides) and considering a simple weighting function, in this case
intensity/power attenuation. The PRE nodes are encoded with five binary data streams, eliciting input
spatio-temporal spiking patterns that are processed (integrated) in the POST downstream node. The latter
fires a spike only when a particular (target) spatio-temporal input pattern is detected, remaining quiescent
otherwise. In this network, the temporal separation between each 5-bit input pattern is set to 420 ps,
corresponding to full network processing capacity of 11.9 Gbps, with prospects for faster processing speeds,
via increased parallelization (higher number of parallel nodes) or faster input sequences.

Similarly to common ANNs, the system needs to go first through a learning phase to be able to perform
inference (recognition) on input data. As SNNs are not readily suitable for conventional error
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Figure 25. Information processing tasks performed with an RTD-powered network. (a) A five-to-one feedforward SNN is used
for the classification of spike-based spatio-temporal binary patterns. The system can be trained with an off-chip, supervised,
spike-timing based learning rule (b) and after training, it is capable of performing spike-based spatio-temporal pattern
recognition (c). (Reprinted (figure) with permission from [95], Copyright (2022) by the American Physical Society.)

backpropagation training algorithms, an alternative solution for network weight adjustments is required. In
[95] a supervised, off-chip, spike-timing dependent network learning rule is introduced, and demonstrated
on the nanoRTD spiking network model (figure 25(b)). The rule utilizes labels on input data and temporal
separation between pre- and postsynaptic spiking activity of the downstream node to train the network. The
aforementioned 5-to-1 network was trained using this approach, reaching 94%+ accuracy during the
subsequent inference phase on the spatio-temporal patterns (figure 25(c)). The simulation studies indicate
the demonstration of a functional feedforward ANN utilizing spikes to compute and that can be realized in
hardware with neural nodes based on optoelectronic nanoRTDs.

8. Conclusions and future perspectives

Today’s most successful AI algorithms are based on ANNs. However, unlike our highly efficient brains,
running these algorithms on conventional computers based on CMOS electronics consumes very large
amounts of energy. In brain-inspired nanophotonic spike computing, light is used to perform computations
in a manner analogous to our understanding of the brain. The key aspect is the use of light pulses, or spikes,
to encode information. These spikes are then processed by an optoelectronic device, which performs the
necessary computations. This approach is inspired by the way the brain processes information, as spikes are
used to encode and transmit information between neurons. This could enable to build novel
photonics-based SNNs. Here, we covered various initiatives reported recently to realize all-optical and
optoelectronic SNNs. We note however active optical spiking components integrated on-chip in a viable
scalable SNN architecture remain at an early stage of development.

In this perspective paper we highlight the potential of subwavelength photonics nanotechnology to
deliver the compact, high-bandwidth and energy-efficient central processing spiking nodes
(i.e. nanophotonic spiking neurons) needed to implement a future brain-inspired nanophotonic computing
architecture. Specifically, we discussed the use of semiconductor RTD nanostructures embedded in
subwavelength nanoLEDs, nanolasers, and nanophotodetectors, 100 times smaller than conventional
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optoelectronic light sources and photodetectors, to efficiently confine, emit, detect and process neuron-like
electrical and optical spikes. The advantage of the proposed nanophotonic spiking architecture is that it may
perform a variety of complex spatio-temporal neuron-like functionalities in both the optical and electrical
domains such as spike firing (excitable model), stochastic spiking and bursting, self-oscillations,
mixed-mode-oscillations, resonate-and-fire, bistability, autaptic, which are challenging to achieve in other
platforms, namely optics-based approaches. These neuron-like functions are similar to those that are many
times only possible using complex circuit design in electronics-based neuron models. Additionally,
nanophotonic spiking neurons can deliver performance-equivalent energy consumption and spike event
timescales to some of the best reported photonic and optoelectronic neuron-like systems. In perspective, the
development of such an energy-efficient neuro-architecture integrated with 2D and 3D synaptic optical
interconnections, and configured with appropriate spike-based algorithms will pave the way towards the
emerging field of extremely efficient neuromorphic optical computing with the potential to revolutionize
many different fields, from medicine to finance, robotics and AI.
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