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Abstract— Semantic segmentation of airborne LiDAR point 

clouds of urban areas is an essential process prior to applying 

LiDAR data to further applications such as 3D city modeling. 

Large-scale point cloud semantic segmentation is challenging in 

practical applications due to the massive data size and time-

consuming point-wise annotation. This paper applied weakly-

supervised Semantic Query Network and sparse points 

annotation pipeline to practical airborne LiDAR datasets for 

urban scene semantic segmentation in Hong Kong. The 

experiment result obtained the overall accuracy over 84% and 

the mean intersect over union over 75%. The capacity of  

intensity and return attributes of LiDAR data to classify the 

vegetation and construction was explored and discussed. This 

work demonstrates an efficient workflow of large-scale airborne 

LiDAR point cloud semantic segmentation in practice. 

Keywords—Airborne LiDAR, Point cloud classification, 

Urban buildings and trees, Deep learning 

I. INTRODUCTION 

Aerial LiDAR (light detection and ranging) point clouds 
that provide geographical and spatial information are superior 
data sources to construct the 3D city models. Essential 
information, for instance, footprints and height of buildings, 
vegetation coverage, and canopy height could be efficiently 
extracted from LiDAR data in city-wide scale. To achieve this 
goal, LiDAR point cloud classification (also known as 
semantic segmentation) is a required process to classify points 
into multiple homogeneous regions that have the same 
properties i.e., buildings, trees, roads, etc. in an urban scene 
[1]. In recent years, various deep learning networks have been 
proposed for point cloud classification/semantic segmentation 
tasks and showed powerful capacity in benchmark point cloud 
datasets [2]–[4]. However, there is a lack of understanding of 
the efficiency and the performance of these algorithms on 
large scale real datasets. Furthermore, algorithms applicable 
to fully annotated benchmark datasets are difficult to 
reproduce with large-scale real datasets due to the demanded 
time and effort to label billions of points before training the 
model. In this study, we investigated a weakly-supervised 
deep learning algorithm Semantic Query Network (SQN) [5] 
with real airborne LiDAR dataset to understand the 
performance of semantic segmentation of buildings and 
vegetation in the urban area with sparse point labels. We also 
explored the use of LiDAR attributes such as echo number and 
return intensity in point cloud classification.  

II. RELATED WORK 

Point cloud classification or semantic segmentation is 
challenging due to the implicit structure, high redundancy, and 
uneven sampling density of the point cloud data [1]. Early 
research mostly relied on geometric hand-crafted features that 
can represent the local feature of each point e.g., normal, 
curvature and roughness. Some machine learning algorithms 
such as random forest and support vector machine are then 
applied to conduct the per-point classification based on hand-
crafted features [6], [7]. Other studies attempted to improve 
classification by considering the neighborhood contextual 
features by incorporating conditional random field [8]–[10]. 
Nevertheless, the performance of these methods can largely 
depend on extraction and selection of suitable hand-crafted 
features that are required prior knowledge. The versatility and 
the performance of machine learning-based approaches are 
limited in large-scale datasets.  

Deep learning-based methods such as convolution neural 
network (CNN) produced high accuracy in 2D image 
classification/segmentation tasks. Early studies transferred 3D 
point clouds to 2D rasters, such as the digital terrain model 
and digital surface model to feed into the network [11], [12]. 
This method still requires hand-crafted features and can cause 
information loss in data transformation between 3D point 
cloud and 2D raster. In recent years, deep learning networks 
were developed to approach the semantic segmentation task 
for the raw point clouds. Influential studies include pioneering 
work PointNet [13] and PointNet++ [13], [14], KPConv [3], 
and network designed for large-scale datasets Superpoint 
Graphs [15] and RandLA-Net [2]. The state-of-art networks 
proposed for airborne LiDAR point clouds including GraNet 
[16] and LGENet [17]. These methods are directly applied to 
raw point clouds and show higher capacity than traditional 
methods requiring hand-crafted features. It is noted that deep 
learning algorithms commonly demand a large number of 
training samples to train the model. It is extremely time-
consuming to label billions of points in a large-scale LiDAR 
dataset in practical application. The emergence of the weak-
supervision deep learning method provides a promising 
solution from point cloud annotation to semantic 
segmentation. Some studies introduced super-point-based 
active learning [18] and self-supervised pre-train methods to 
fine-tune the network to approach weak supervision [19], [20]. 
For airborne LiDAR point clouds, pseudo-labeling strategy 
was applied to create additional supervisory sources, which 
was demonstrated to produce comparable accuracy with full 



supervision network [21], [22]. The recently proposed SQN 
method does not require pre-training, post-processing, or 
active labeling processing, which has great potential in large-
scale real world LiDAR datasets classification [5].  

III. METHODS 

A. Semantic Query Network 

Semantic Query Network (SQN) was proposed to give 
0.1% of labeled points to train the model for large-scale point 
cloud semantic segmentation tasks. SQN consists of two main 
components: the point local feature extractor for learning 
visual patterns and the point feature query network for 
collecting relevant semantic features to train the model. The 
entire raw point clouds were firstly encoded into a set of 
hierarchical latent representations through RandLA-Net 
encoder[2] that includes four layers of local feature 
aggregation followed by a random sampling operation. 
Arbitrary 3D point position was taken as input to query latent 
representations within a local neighborhood. These queried 
representations are compressed into a compact representation 
for the queried points. After obtaining the unique and 
representative feature vector of the queried points, it was fed 
into a series of multilayer perceptrons (MLPs) to infer the final 
semantic label. Overall, given a sparse number of annotated 
points, neighboring point features are queried in parallel with 
training, which allows useful training signals to be back-
propagated to a wider spatial context (Fig. 1).  

Fig. 1. The workflow of applying weakly-supervised semantic query 
network (SQN) in LiDAR point clouds semantic segmentation. 

A user-friendly annotation pipeline was developed based 
on the open-source software CloudCompare 
(https://www.danielgm.net/cc/). A grid down sampling was 
applied to the raw point cloud and then a random down 
sampling to 0.1% of the total points was conducted in 
CloudCompare. Since the remaining points are sparse, the 
original point cloud was used as a reference to carry on point-
wise annotation. It was reported that using the designed 
pipeline took 18 hours to annotate 0.1% of the large urban-
scale SensatUrban dataset instead of 600 hours for full points 
labelling. More details about the algorithm and annotation 
strategy can be found in paper of SQN [5]. 

The versatility of SQN has been validated with various 
point clouds benchmark datasets such as aerial 
photogrammetry point clouds SensatUrban, aerial LiDAR 
point clouds DELAS, terrestrial LiDAR point clouds 
Toronto3D, and Semantic3D. Other than 3D point position 
XYZ, RGB color attributes of points served as input features 
if applicable in the dataset. The results showed that the 
performance of SQN trained with 0.1% labeled points was 
comparable with full points supervised network (e.g., 
RandLA-Net) with overall accuracy (OA) of 91%-97% and 
mean intersect over union (MIoU) of 70.9%-77.7% [5]. 

B. Experimental Dataset and Settings 

The experiment area is in Shatin, Hong Kong, China with 
an area of 7.2 km2 (Fig. 2). There are multiple types of 

construction in the experiment area including high-rise 
residential buildings, low-rise village houses, and large public 
buildings. Green spaces are mainly composed of wood areas 
in open spaces (e.g., in parks and hills) and planted trees in 
residential gardens and nearby roads. The terrain of the 
experiment area is rough in the hill areas but flat in the land 
reclamation area along the river. The LiDAR data was 
collected by Optech Galaxy Prime (Optech, In., Toronto, 
Canada) scanner in January 2020 
(https://www.geomap.cedd.gov.hk/GEOOpenData/eng/Defa
ult.aspx). The scanner emitted the near-infrared (1064 nm) 
and recorded up to five laser pulses. The average point density 
of the dataset is 44 points/m2.  

Fig. 2. The experiment area in Shatin, Hong. 11 tiles in yellow boundary 
were used for training while 5 tiles in blue boundary were used for validation. 
The basemap is high-resolution satellite images from Digital Globe (Esri, 
USA). 

Other than X, Y, and Z coordinates, the LiDAR data 
contain laser pulse returns information and intensity values, 
but without RGB attributes. A previous study demonstrated 
that RGB attributes did not give improvement to semantic 
segmentation since the roof of buildings can have the same 
color as roads [23]. We observed intensity values of buildings 
are significantly higher than vegetation and the return 
information can reflect the internal structure under the surface, 
which was widely used in vegetation studies[24]. However, 
the intensity and the return attributes were rarely used for 
urban space point cloud classification in previous research. In 
this work, three LiDAR attributes namely intensity, return 
number, and the number of returns were served as input 
features besides the XYZ position of points. The intensity 
values range from 0 to ~60000 which were normalized to 0 to 
1 to improve the model stability and performance. We 
followed the instruction of the annotation pipeline to label 
down sampling points [5]. As the main objective of the project 
is to extract 3D information of buildings and trees from the 
LiDAR data, therefore, points were only labeled into four 
semantic categories: ground, buildings, trees (including arbor 
and shrub but excluding lawn), and others in this study. The 
training points were used to conduct the One-way ANOVA 
analysis and the post Tukey’s Test for each LiDAR attribute 
(i.e., intensity, return number, and number of returns) among 
4 classes to understand if the attribute can help the 
classification. Moreover, to evaluate the capacity of LiDAR 
attributes, multiple SQN models were trained and evaluated 
by feeding with XYZ coordinates alone or coordinates with 
extra attributes. 

The hyperparameter of the SQN and the training parameter 
(e.g., training number, epoch, learning rate, etc) were set to 

 

 



follow the SQN code (https://github.com/QingyongHu/SQN). 
All experiments were conducted on a PC with Intel Xeon Gold 
6234 CPU, an NVIDIA Quadro RTX 8000 GPU, and the 
RAM of 128 GB. 

The Overall accuracy (OA) (1) and mean intersect over 
union (MIoU) were used to evaluate the performance of point 
cloud semantic segmentation. IoU is computed from the ratio 
of the overlap area to the combined area of prediction and 
ground truth to evaluate the correctness of segmentation (2). 
It is noted that the full point cloud (i.e., raw point cloud) of 
validation data were used to evaluate the segmentation 
performance.  
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  (2) 

Where TP is true positive; FN is false negative; FP is false 
positive; TN is true negative. 

IV. RESULTS AND DISCUSSION 

A. LiDAR Point Cloud Annotation 

Following the annotation pipeline, the number of points 
that need to be labeled was largely reduced, allowing great 
error tolerance to decide the annotation in boundary areas. 
Table I compares the total number of points before and after 
down sampling for training data.  

TABLE I.  A COMPARISON OF THE TOTAL NUMBER OF POINTS 

BEFORE AND AFTER DOWN SAMPLING ON TRAINING DATA (11 YELLOW 

TILES IN FIG. 2).  

Dataset Area 
Grid 

size 

Raw 

points 

Grid 

sampled 

points 

Annotation 

points 

Shatin 4.95 km2 0.32 254M 90M 90212 

M is millions. 

B. Experimental Results 

The one-way ANOVA results showed that all of LiDAR 
attributes were significantly different among 4 classes in the 
training dataset with p-value less than 0.05. Specific to Tukey 
test results, differences in intensity could be told between trees 
and buildings, trees and others, and buildings and ground, but 
it is difficult to tell the difference between buildings and others. 
There were significant differences in return number for any 
two classes. The number of returns of trees was significantly 
different from the other 3 classes. Therefore, there is potential 
to improve the point cloud classification by including LiDAR 
intensity and return information to train the SQN model.  

It took approximately 72 hours to finish 100 epochs of training. 
Full point clouds (Fig. 2, 5 blue tiles) were used to evaluate 
segmentation. Although fewer points were used to train the 
model, the SQN achieved semantic segmentation with OA 
over 84 % and MIoU over 75%. Table II compares the 
accuracy of point cloud semantic segmentation by using 
coordinates (XYZ) with and without LiDAR attributes. The 
inclusion of LiDAR attributes 2 slightly improved the OA of 
0.09% and MIoU of 0.22%, which is likely related to the slight 
improvement in classifying ground and buildings. Using raw 
intensity value even decreased the overall accuracy, while it 
obtained the best IoU for trees at 93.96%. However, we did 
observe that there is a significant variation in raw intensity 

value due to the sensor internal error or inter-sensor difference, 
which may limit the intensity to work even after the 
normalization. A sensor-based calibration for intensity value 
may be needed in such case to make good use of intensity 
attributes.  

TABLE II.  OVERALL ACCURACY (OA, IN %) AND INTERSECT OVER 

UNION (ALONE , IN %)  OF EACH CLASS ON VALIDATION DATA.  

Point cloud 

feature 
OA  MIoU 

IoU 

G T B O 

XYZ 87.00 75.54 78.93 93.43 82.70 47.09 

XYZ + 
Attributes 1 

86.40 74.51 78.15 93.96 81.95 44.99 

XYZ + 
Attributes 2 

87.13 75.76 79.22 93.50 83.28 47.05 

Attributes 1: the original intensity, return number and, number of returns. 
Attributes 2: the normalized intensity, return number, number of returns. 

G: Ground; T: Trees; B: Buildings; O: Others. 

Fig. 3. An example tile of SQN prediction results. Map a, ground truth point 
clouds; b, high-resolution satellite images from Digital Globe (Esri, USA); 
c, predicted point clouds using XYZ coordinates; d, error map between a and 
c; e, predicted point clouds using XYZ coordinates and attributes 2 (see 
TABLE II); f, error map between a and e 

 Fig. 3 compares the ground truth, the SQN predicted 
results, and the error maps of one validation tile. Consistent 
with the accuracy results, trees were well identified acquiring 
the best IoU of over 93%. This may benefit from the structural 
differences between the vegetation and the artificial 
construction i.e., the crown shape, canopy structure, and 
roughness of the canopy surface, etc. Most of the buildings 
and ground were correctly classified reaching IoU of 83% and 
75% respectively. However, there was some confusion 
between the roof and ground due to their similar characteristic 
of flat and smooth surfaces and intensity values. The others 
class obtained the lowest accuracy of 47%. It is difficult for 
the network to learn some specific features for the others class 
as this class includes everything other than trees, buildings, 

 



and ground that contains many inconsistent features. A 
subcategory of the others class (e.g., the wall, bridge, road, 
rail, car, etc.) may eliminate the above-mentioned problem. 
There is no significant difference found between using XYZ 
coordinates along and combing XYZ coordinates with 
intensity and return attributes to predict the label of point 
clouds in this experiment. 

V. CONCLUSIONS 

This study shows that the weakly-supervised SQN method 
has great potential to conduct semantic segmentation with 
large-scale airborne LiDAR in urban areas. An efficient 
workflow to process LiDAR point cloud from annotation, 
model training, and prediction was demonstrated. Our 
experiment achieved good performance of semantic 
segmentation in the real urban scene of Shatin, Hong Kong 
with an OA over 84% and MIoU over 75%. The experiment 
results demonstrated that XYZ coordinates play the most 
important role in buildings and trees segmentation. The 
inclusion of LiDAR intensity and return information to XYZ 
coordinates has potential to improve semantic segmentation. 
However, the variation of intensity caused by inter-sensor 
differences may reduce the performance of intensity. 
Therefore, a calibration or normalization to intensity is 
suggested before feeding it to the network. This study paves 
the way for city-wide LiDAR point semantic segmentation, 
which will facilitate the LiDAR data in subsequent research 
such as 3D model construction and tree structure mapping.  
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