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ABSTRACT
With the advancement of smartphone technology, it is now pos-
sible for smartphones to run eye-tracking using the front-facing
camera, enabling hands-free interaction by empowering mobile
users with novel gaze-based input techniques. While several gaze-
based interaction techniques have been proposed in the literature,
these techniques were deployed in settings different from daily
gaze interaction with mobile devices, posing several unique chal-
lenges. The user’s holding posture may hinder the camera’s view
of their face during the interaction, the front-facing camera may be
obstructed by the user’s clothing or hands, or the environment is
shaky due to the user’s movements and the dynamic environment.
This PhD research investigates the usability of state-of-the-art gaze-
based input techniques in mobile settings, develops a novel concept
of combining multiple gaze-based techniques, and addresses the
challenges imposed by the unique aspects of these devices.
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1 RESEARCH OBJECTIVES
The recent advancement in smartphone manufacturing has led to
fast processors and more powerful front-facing cameras, enabling
eye-tracking applications on mobile devices [Dybdal et al. 2012;
Khamis et al. 2018a]. This includes providing novel gaze-based
input techniques to mobile consumers that allow for hands-free
interaction.

Input using gaze has much potential for fast interaction [Ma-
jaranta and Bulling 2014; Ramirez Gomez et al. 2021; Sibert and
Jacob 2000], requires no training as it is natural to look at what
we are interested in [Majaranta and Bulling 2014; Plopski et al.
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2022; Zhai 2003], and also requires less energy and efforts com-
pared to input with heads or hands [Ramirez Gomez et al. 2021;
Sidenmark and Gellersen 2019]. Depending on the user’s abilities,
context, and preference, gaze input can be a feasible alternative
input technique. [Kumar et al. 2007]. It is compelling for a wide
range of contexts, such as while users are holding something in
their hands, wearing gloves, or when it is raining, and touch is not
viable [Kong et al. 2021; Lutteroth et al. 2015; Majaranta and Bulling
2014; Ramirez Gomez et al. 2021; Sibert and Jacob 2000].

There are two main objectives for this PhD. First, assessing the
usability and suitability of state-of-the-art gaze-based techniques
in mobile settings and developing novel ones that combine multiple
techniques. This will include exploring ways to design novel User
interface elements optimised for mobile gaze interaction to improve
its general usability. Second, for eye tracking to become a ubiqui-
tous part of our everyday mobile interactions, we will identify and
address the novel challenges of gaze-based interaction techniques
on mobile devices to support the design of highly usable interfaces
for mobile contexts.

2 PROBLEM STATEMENT AND HYPOTHESIS
Most HCI research studies on gaze interaction were deployed in
settings that are different from daily gaze interaction with mobile
devices. For example, in controlled and static setups such as on
interactive surfaces [Zhang et al. 2017], desktop machines [Rajanna
et al. 2018], public displays [Khamis et al. 2017, 2016], mobile devices
held by a mount [Dybdal et al. 2012; Khamis et al. 2018a], wearables
[Esteves et al. 2015], and head-mounted displays [Esteves et al. 2020;
Hirzle et al. 2019; Khamis et al. 2018c]. However, the study of gaze
tracking on mobile devices introduces various challenges absent in
other eye-tracking methods. The front-facing camera of handheld
mobile devices, which is used to track eye movements, may be
obstructed by clothing or hands, [Huang et al. 2017b; Khamis et al.
2018b]. Additionally, the instability of the device and the dynamic
environment, such as when a user is walking or in a moving vehicle,
can also affect gaze tracking accuracy. Studies have also shown that
users hold their mobile devices in various ways and postures, and
full-face visibility is not always present for effective gaze estimation
[Huang et al. 2017a; Khamis et al. 2018b]. This PhD focuses on
answering the following research questions:

RQ1 How do gaze-based interaction techniques compare to each
other in mobile settings?

RQ2 How can we improve the accuracy of gaze-based input tech-
niques?

RQ3 How can we address the imposed challenges brought by
natural mobile settings when using gaze-based input tech-
niques?

RQ4 What are the best practices for mobile gaze interface design?
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Figure 1: In a dataset collected in the wild using smartphone front-facing cameras, the face was visible in only 29% of the cases,
while the eyes, but not the whole face, were visible in 48% of the cases [Khamis et al. 2018b].

3 APPROACH AND METHOD
This PhD will involve designing, conducting, analysing, and report-
ing experiments to demonstrate use cases and to aid the tasks at
hand. I break down my PhD research into three main components.

The first component will explore how the current gaze-based
interaction techniques perform in mobile settings and present novel
concepts of combining multiple gaze-based techniques to enhance
the interaction. To assess the usability of the interaction techniques
in mobile settings, we selected three of the most widely used gaze-
based interaction techniques; Dwell time, Pursuits, and Gaze ges-
tures. While other interaction techniques are available in the lit-
erature, these techniques were argued to be promising for mobile
context [Khamis et al. 2018a]. Through an experiment, we evaluated
the performance of the techniques directly on mobile devices, using
front-facing cameras while the users are stationary and on the move
(See Section 4.1). The results of this study contribute to research
question RQ1. On the other hand, informed by design guidelines
resulting from the first experiment, we will present and develop a
novel concept of combining multiple gaze input techniques to en-
hance gaze-based interaction—for example, we will investigate the
acceptability and performance of using Pursuits for selection and
using Gaze gestures for swiping left and right compared to using
Pursuits only, or using Dwell time when the context is walking and
switching to Pursuits when the user is stationary. This will also
include comparisons with baseline (Dwell time or all techniques
when used independently) to understand users’ preferences better.
All this contributes to answering the research question RQ2.

The second component’s primary focuswill be addressing unique
challenges when enabling eye tracking on mobile devices. Since Eye
tracking on mobile devices uses front-facing cameras and assume
that users’ face and eyes are visible, an ideal holding posture is
required (See Figure 1). In a user study, we will evaluate different
guiding methods to mitigate the impact of the holding posture
challenge when interacting with mobile via gaze. This study is mo-
tivated by prior work [Alt et al. 2015; Khamis et al. 2018a,b; Zhang
et al. 2014]. On the other hand, prior work also suggested a lack of
uniformity in phone-holding posture [Huang et al. 2017a]. These
changes affect the performance of gaze input techniques, mainly
Dwell time, as it relies on calibration and accurate gaze estimates
[Khamis et al. 2018a]. Even if the user holds the device in the same
way, the inevitable shaking of the device will make the calibration
data obsolete and re-calibration necessary. In a study conducted
in the wild, we will attempt to mitigate such issues by automat-
ically compensating for the changed posture using the internal
sensing data or camera to update calibration parameters without

re-calibration. Results from studies will contribute to research ques-
tions RQ3.

Based on our experiences in implementing and evaluating gaze-
based interaction techniques, the last component will focus on
formulating design guidelines for supporting effective gaze-based
interaction. Moreover, we will investigate how to replicate existing
touch-based gestures to be entered by gaze [app 2022]. We also plan
to explore the design of novel UI elements optimised for mobile gaze
interaction to improve its general usability. Such interfaces should
minimise the learning process as much as possible with dedicated
UI elements to be displayed and by unifying the interfaces for gaze
input, such as menus and buttons, considering how touchscreen
devices are typically used [Huckauf and Urbina 2008; Rivu et al.
2019; Skovsgaard et al. 2010]. All this contributes to answering the
research question RQ4.

4 CURRENT STATUS AND FUTUREWORK
4.1 Current Status
We created a prototype application and conducted a user study to
evaluate the performance of Dwell time, Pursuits, and Gaze ges-
tures in mobile settings [Namnakani et al. 2023]. We recruited 24
participants, and their task was to select one of 2, 4, 9, 12 and 32
targets via gaze while sitting and walking using all three techniques.
The results showed that participants demonstrated a preference
for using Pursuits when they were seated. Pursuits was also sig-
nificantly faster than the other two techniques, with an average
selection time of 1.36 sec, compared to 2.33 sec for Dwell time and
5.17 sec for Gaze Gestures. On the other hand, when on the move,
participants preferred the Dwell time technique, with an average
selection time of 2.76 sec. Although Dwell time was slightly slower
than Pursuits (2.14 sec), it was still significantly faster than Gaze
Gestures, which had an average selection time of 6.68 sec. Based on
the results, we concluded the paper with guidelines for gaze-based
interaction. We documented the result of the study in a paper and
submitted it to CHI 2023, which was accepted for publishing.

4.2 Future Work
Based on the first experiment, we observed that tracking accuracy
decreases towards the screen’s left edge. This could be due to the
camera’s position on the smartphone, which is on the center-right
of the top of the device in our experiment. Prior work on gaze-based
interaction showed that experiments were conducted with various
phone models with varying front-facing camera positions or with
external cameras positioned in varying positions [Dybdal et al.
2012; Huang et al. 2017a; Nagamatsu et al. 2010; Rozado et al. 2015;
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Wood and Bulling 2014]. Hohlfeld et al. evaluated the performance
of EyeTab, a gaze estimation algorithm, on a Nexus 7 tablet with a
front-facing camera mounted at the bottom. They found that the
tracking accuracy decreases from the top to the bottom of the screen
[Hohlfeld et al. 2015]. In a user study, we plan to systematically
investigate how the camera position can impact the interface design
regarding target positioning. The finding of this study will inform
our decision when conducting the following studies on using a
combination of techniques by determining the appropriate target
positions based on the camera position of the device. Then we
will attempt to address some unique challenges when enabling
eye tracking on mobile devices. Finally, we will conclude with
practical guidelines for enabling gaze interactions on handheld
mobile devices.
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