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ABSTRACT

This article shows that an attention mechanism, the Multi-
Local Attention, can improve a depression detection approach
based on Long Short-Term Memory Networks. Besides lead-
ing to higher performance metrics (e.g., Accuracy and F1
Score), Multi-Local Attention improves two other aspects of
the approach, both important from an application point of
view. The first is the effectiveness of a confidence score asso-
ciated to the detection outcome at identifying speakers more
likely to be classified correctly. The second is the amount of
speaking time needed to classify a speaker as depressed or
non-depressed. The experiments were performed over read
speech and involved 109 participants (including 55 diagnosed
with depression by professional psychiatrists). The results
show accuracies up to 88.0% (F1 Score 88.0%).

Index Terms— Depression detection, read speech, atten-
tion mechanisms, multi-local attention

1. INTRODUCTION

According to the World Health Organization, depression was
affecting 4.4% of the world’s population before 2017 [1].
However, COVID-19 further aggravated such a situation
and the number of patients is now estimated to be up to
seven times greater [2]. For these reasons, the computing
community is making major efforts towards the develop-
ment of automatic depression detection technologies. This
article contributes to these efforts by showing that an at-
tention mechanism [3], the Multi-Local Attention (MLA),
can improve the performance of Long Short-Term Memory
Networks (LSTM) [4] in detecting depressed speakers. In
addition, the approach improves the effectiveness of a confi-
dence measure at identifying the speakers more likely to be
classified correctly and, furthermore, it reduces the amount
of data necessary to classify a speaker.
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Previous work shows that Support Vector Machines, fed
with the average of all feature vectors extracted from a speech
recording, detect depression with a performance that is lim-
ited, but above chance (e.g., F1 Score 68.2% over the same
data as this work [5]). Such an observation suggests that
vectors close to the average are likely to convey depression-
relevant information and, therefore, should be “trusted” more.
This is in line with recent work showing that attention mecha-
nisms can be implemented by emphasizing feature vectors ex-
pected to carry task-relevant information [6, 7]. Correspond-
ingly, this article proposes to emphasize feature vectors more
similar to the local average, i.e., to the average in the frame
they belong to (hence the name Multi-Local Attention). The
frames are short segments extracted from a speech recording
and the reason for considering the local averages is that they
can better reflect possible changes over time.

To the best of our knowledge, this is the first attempt to
use such an approach for depression detection. In fact, previ-
ous works using attention mechanisms for the task relied on
including attention layers in Deep Networks, a less recent and
more established approach (see, e.g., [8, 9, 10]). The detector
in [8] is designed according to an encoder/decoder architec-
ture and the decoder is an LSTM with an attention layer. The
key-aspect of the experiments is that the parameters of the de-
coder, including the attention layer, can be obtained through
transfer learning methodologies. A similar problem is ad-
dressed in [9], where the main issue is the increase in the
number of parameters due to the attention layers. The pro-
posed solution is, like in [8], the use of transfer learning. Fi-
nally, the experiments in [10] show that analyzing the weights
of an attention gate allows one to test, in quantitative terms,
whether it is language or paralanguage that influences most
the outcome of a depression detection approach.

Overall, the experiments of this work involved 109 par-
ticipants, including 55 diagnosed with depression by profes-
sional psychiatrists. All participants were asked to read the
same fairy tale (“The North Wind and the Sun”) and the re-
sults show that the proposed approach reaches an accuracy of
88.0% (F1 Score 88.0%). Most importantly, the experiments
showed that MLA increases the accuracy of an LSTM from
84.3% to 88.0% (from 84.7% to 88.0% in terms of F1 Score),
thus reducing the error rate by 23.5%.

The rest of this article is organized as follows: Section 2



Table 1. The table provides demographic information about
the experiment participants. Acronyms M and F stand for
male and female, respectively. Acronym L refers to Low ed-
ucation level (up to 8 years of study), while H corresponds to
High education level (at least 8 years of study). The total for
education level is 106 because 3 participants did not disclose
information about their studies.

Age M F L H
Control 47.6 ± 12.6 12 42 19 33

Depressed 47.6 ± 12.0 18 37 23 31
Total 47.6 ± 12.2 30 79 42 64

describes the data, Section 3 describes the approach used in
the experiments, Section 4 reports on experiments and results,
and the final Section 5 draws some conclusions.

2. THE DATA

The data used in this work were collected in five Mental
Health Centers in Italy, where 109 persons were recorded
while reading aloud a tale by Aesop (“The North Wind and
the Sun”). The participants were involved on a voluntary ba-
sis and signed an informed consent formulated in accord with
Italian and European privacy and data protection laws1. The
main reason behind the choice of the fairy tale is that its text
is simple and easy to understand (the Italian translation used
in the experiments comes from a book for children). This
ensures that the reading task is not an obstacle for people
with lower education levels. The recordings were collected
with a standard laptop microphone in the clinical consultation
rooms of the Mental Health Centres involved in the study. In
such a way, the recording conditions reproduce the normal
setting in which depressed patients interact with doctors. Fur-
thermore, the use of standard equipments limits costs and
avoids changes in clinical practice.

The 109 participants include 55 persons diagnosed with
depression by professional psychiatrists using the Diagnostic
and Statistical Manual of Mental Disorders 5 (DSM-5). The
other 54 persons, referred to as control participants, were re-
cruited among people that never experienced mental health
issues. All participants are native Italian speakers. Table 1
shows the distribution of age, gender and education level. Ac-
cording to a two-tailed t-test, when comparing depressed and
control participants, there is no statistically significant differ-
ence in age. Similarly, according to a χ2 test, there are no
statistically significant differences in terms of gender and ed-
ucation level distribution. This suggests that read speech dif-
ferences between the two groups, if any, actually result from
depression and not from other factors that can interplay with
the way one reads.

1The ethical committee of the Department of Psychology at Universitá
degli Studi della Campania, “Luigi Vanvitelli”, authorized the experiment
with protocol number 09/2016.
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Fig. 1. The figure shows the main steps of the approach. Vec-
tors a⃗k are the averages extracted from every frame, MLA
stands for Multi-Local Attention, ck is the classification out-
come for frame Ik, the symbol ⊕ corresponds to the majority
vote and c is the final classification outcome.

The number of female participants is 2.7 times greater
than the number of male ones, in line with epidemiological
observations showing that women tend to develop depression
more frequently than men [11]. In a similar vein, there is a
matching between the age range of the participants and the
age range of people that tend to develop depression more
frequently [10]. In this respect, the sample is expected to
represent the general population of both depressed and non-
depressed individuals.

The total duration of the recordings is 1 hour, 30 minutes
and 58 seconds (the overall average is 50.1 seconds). The
averages for depressed and control participants are 52.7 and
47.4 seconds, respectively. Such a difference is statistically
significant (p < 0.01 according to a two-tailed t test) and
this suggests that depressed people tend to read, on average,
slower than control ones.

3. THE APPROACH

The proposed approach, referred to as MLA-LSTM, includes
four main steps, namely feature extraction, Multi-Local At-
tention, recognition and aggregation. The approach is com-
pared with two baselines that do not include the MLA step,
referred to as BL-LSTM and BL-MLP, respectively (see Fig-
ure 1).

The goal of the feature extraction step is to convert the
speech recordings into sequences of feature vectors x⃗k. These
are extracted at regular time steps of 10 ms from 25 ms long



analysis windows. Both values are standard in the litera-
ture and there was no attempt to find alternatives possibly
leading to better results. The extraction was performed with
OpenSMILE [12], a publicly available package widely ap-
plied in the literature. The features were designed for the
Interspeech 2009 Emotion Challenge [13] and include Root
Mean Square Energy (depressed speakers tend to show lower
energy in speech [14]), Mel-Frequency Cepstral Coefficients
1-12 (account for phonetic content and lead to good results
in depression detection [15]), Fundamental Frequency (it has
lower variability in depressed speakers [16]), Zero-Crossing
Rate (it is another measure of the fundamental frequency),
and Voicing Probability (it was shown to account for pauses
that tend to be longer in depressed speakers [5]). The feature
set was further expanded using the delta coefficients (differ-
ence between features in current and previous analysis win-
dow), thus reaching a dimension D = 32.

At the end of the feature extraction step, every recording
is represented as a sequence X = {x⃗1, . . . , x⃗T } of T feature
vectors. Given that T is typically in the order of the thou-
sands, the sequences are segmented into frames I = {Ik}
(k ∈ {1, . . . , N}), where Ik includes M = 128 vectors. The
frames start at regular steps of length M/2 and, therefore, two
consecutive frames overlap by half of their vectors.

After the segmentation into frames, BL-LSTM and BL-
MLP move to the recognition step (see dashed and dotted
arrows in Figure 1), while MLA-LSTM performs the Multi-
Local Attention step (see red arrows in Figure 1). This first
calculates the average feature vector a⃗k of k-th frame and
then transforms the other feature vectors of the same frame
as follows: x⃗∗

i = x⃗i + cos(θi) · x⃗i (i ∈ {1, . . . ,M}), where
cos θi = a⃗kx⃗i/||⃗ak||||x⃗i|| is the cosine of the angle between
a⃗k and x⃗i (cos θi is typically referred to as cosine similarity).
The transform emphasizes the vectors that are more closely
aligned with a⃗k by increasing their norm. A feature vector or-
thogonal or opposite to the average will be mapped into a null
vector, while the average itself will see its norm multiplied by√
2. Any other vector will be between such extremes.

After the MLA step, the proposed MLA-LSTM feeds the
transformed vectors to an LSTM for the recognition step. The
BL-MLP performs the recognition by feeding the averages
extracted from the frames to a Multi-Layer Perceptron (see
dotted arrows in Figure 1), while the BL-LSTM performs it
by feeding the vectors of a frame to an LSTM. In all cases,
the frame is assigned either to class depressed or to class con-
trol. Both baselines skip the MLA step before performing the
recognition.

Given that there are multiple frames per recording, there
are multiple classification outcomes too for all approaches.
This makes it necessary an aggregation step that takes as in-
put the N classification outcomes (N is the total number of
frames in a recording) and performs a majority vote, i.e., it
assigns a recording to the class its frames are most frequently
assigned to (see Figure 1): ĉ = argmaxc∈C n(c),where C is

Table 2. Recognition results in terms of Accuracy, Precision,
Recall and F1 Score. The table includes not only the results
obtained in this article, but also those obtained in previous
studies involving the same speakers that participated in this
work.

Acc. Prec. Rec. F1
[5] 84.5 84.5 84.6 84.5

[19] 77.0 74.0 80.0 77.0
[20] 67.6 71.7 72.2 72.3

BL-MLP 74.2±3.4 74.2±5.1 78.6±4.4 75.5±2.5
BL-LSTM 84.3±3.7 83.1±4.9 87.3±2.6 84.7±3.4

MLA-LSTM 88.0±2.1 87.7±2.6 89.0±3.4 88.0±2.3

the set of all possible classes (depression and control in the
experiments of this work), n(c) is the number of frames as-
signed to class c and ĉ is the class assigned to the recording.

One of the main advantages of such an aggregation ap-
proach is that it is possible to define a confidence score s as
follows: s = n(ĉ)/N , where n(ĉ) is the number of frames
assigned to the majority class, i.e., the class assigned to most
frames in a recording. The main assumption behind such a
definition is that the tendency to assign a greater fraction of
frames to a given class should be associated to correct classi-
fication results.

4. EXPERIMENTS AND RESULTS

The experiments were performed according to a k-fold proto-
col (k = 3). The participants were first randomly split into k
disjoint subsets and then k − 1 were used for training, while
the remaining one was used for test. The process was iterated
k times and, at each iteration, a different subset was used for
test. Such a protocol is person independent, i.e., the same per-
son never appears in both training and test set. This ensures
that the proposed approach recognizes depression and not just
the voice of the participants.

The number of hidden states in the LSTMs was set to 32,
the learning rate to 10−3 and the number of training epochs
to 300. The training was performed using the RMSProp op-
timizer [17] with categorical cross-entropy as a loss func-
tion [18]. Given that LSTMs require a random initializa-
tion, the experiments were repeated R = 20 times and, at
each repetition, the weights were initialized differently. For
such a reason, all performance metrics are reported in terms
of average and standard deviation across the R repetitions.
Parameters and training procedure were the same for both
LSTM-based versions of the approach (BL-LSTM and MLA-
LSTM). The number of hidden neurons in the MLP was 32
and the training process was the same as the LSTMs.

Table 2 shows the recognition results in terms of Accu-
racy, Precision, Recall and F1 Score. All approaches were
compared to a random classifier assigning an unseen sample
to class c with probability corresponding to the prior of c. The
accuracy of such a classifier is α̂ = p(n)2+p(d)2, where p(n)
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Fig. 2. The upper plot shows the accuracy obtained when con-
sidering only the speakers showing the r highest confidence
scores. The lower plot shows the relationship between accu-
racy and the number of frames (50 is the maximum of frames
that every participant has) used for depression detection. The
vertical bars correspond to the standard error of the mean ob-
served across R repetitions.

is the prior of class control and p(d) is the prior of class de-
pressed (α̂ = 50.0% in this work). Precision, Recall and F1
Score correspond to the prior of the positive class (depression
in these experiments) which is 50.4%.

According to a two-tailed t-test, all approaches outper-
form the random classifier to a statistically significant extent
(p < 0.001 in all cases after Bonferroni correction). In addi-
tion, MLA-LSTM outperforms both BL-LSTM and BL-MLP
and the difference is statistically significant (p < 0.001 ac-
cording to a two-tailed t-test). Table 2 further shows that
MLA-LSTM achieves results comparable to those obtained
in previous studies involving the same speakers considered in
this work. Overall, the results appear to confirm that vectors
closer to the local average should be “trusted” more, the key-
assumption behind the proposed Multi-Local Attention.

Section 3 shows that the approach associates a confidence
score s to its classification outcomes. Therefore, it is possible
to measure the performance of the approach when taking into
account only the participants corresponding to the r greatest
values of s, i.e., when taking into account only the top r rank-
ing speakers in terms of the confidence score. The upper plot
of Figure 2 shows how the accuracy changes as a function

of r (the vertical bars correspond to the standard error of the
mean over the R repetitions of the experiment). The curves
show that, after the application of the Multi-Local Attention,
the accuracy improves at any point of the ranking (p < 0.001
according to a two-tailed t-test). This means that the Multi-
Local Attention improves the effectiveness of the confidence
score at identifying speakers more likely to be classified cor-
rectly. In this way, it is possible to accept the response of
the system when s is high enough, while requesting the atten-
tion of a doctor when s is too small. As a consequence, the
workload for the doctors can be reduced while keeping the
accuracy of diagnosis approach high enough.

The lower plot of Figure 2 shows how the accuracy
changes as a function of the number of frames used to perform
the classification. The comparison between the two curves
shows that MLA-LSTM outperforms the other approaches
to a statistically significant extent (p < 0.001 according to a
two-tailed t-test) for every number of frames. Given that in-
creasing the number of frames means to increase the amount
of speech time used to classify a speaker, this means that
MLA-LSTM can reach a predefined accuracy earlier than the
baselines. This is important because depression patients tend
to speak less and find it difficult to keep speaking for long
time. Therefore, it is desirable to perform the classification as
early as possible.

5. CONCLUSIONS

This work shows that the performance of a depression detec-
tor can improve after the application of the Multi-Local At-
tention, an attention mechanism emphasizing the input data
expected to carry task-relevant information. Furthermore, the
results show that the detector improves under two other im-
portant respects. The first is that the confidence measure ac-
companying detection outcomes becomes more effective at
identifying correctly classified speakers. This is important
because it makes it possible to identify participants for which
the actual condition (depression or the lack of it) is evident
enough to be recognized automatically. In this way, doctors
can concentrate on difficult and ambiguous cases. The sec-
ond is that the detector reaches its best accuracy by using less
speech and this is important because depression speakers find
it challenging to speak long time.

Another positive effect of the Multi-Local Attention is
that the fraction of correctly classified frames tends to in-
crease (hence the higher confidence scores for the correctly
classified speakers). Such an observation is consistent with
the thin slices theory (the tendency of people to manifest their
inner state through short behavioral displays) [21] and it is the
probable explanation behind the effectiveness of the majority
vote. Given that such an aggregation approach is basic, future
work will focus on the attempt to develop better methodolo-
gies to combine the classification outcomes obtained at the
level of individual frames.
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