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ABSTRACT

The mergers of supermassive black hole binaries (SMBHBs) can serve as standard sirens: the gravitational wave (GW) analog of
standard candles. The upcoming space-borne GW detectors will be able to discover such systems and estimate their luminosity
distances precisely. Unfortunately, weak gravitational lensing can induce significant errors in the measured distance of these
standard sirens at high redshift, severely limiting their usefulness as precise distance probes. The uncertainty due to weak lensing
can be reduced if the lensing magnification of the siren can be estimated independently, a procedure called ‘delensing’. With
the help of up-to-date numerical simulations, here we investigate how much the weak-lensing errors can be reduced using
convergence maps reconstructed from shear measurements. We also evaluate the impact of delensing on cosmological parameter
estimation with bright standard sirens. We find that the weak-lensing errors for sirens at z; = 2.9 can be reduced by about a factor
of two on average, but to achieve this would require expensive ultra-deep field observations for every siren. Such an approach
is likely to be practical in only limited cases, and the reduction in the weak-lensing error is therefore likely to be insufficient
to significantly improve the cosmological parameter estimation. We conclude that performing delensing corrections is unlikely
to be worthwhile, in contrast to the more positive expectations presented in previous studies. For delensing to become more
practicable and useful in the future will require significant improvements in the resolution/depth of weak-lensing surveys and/or
the methods to reconstruct convergence maps from these surveys.
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1 INTRODUCTION

A promising method to obtain accurate cosmological distance mea-
surements in the future is to observe gravitational waves emitted by
merging supermassive black hole binaries (SMBHBs). Schutz (1986)
showed that measuring the GW signals of the inspiraling binary with
a network of interferometers could estimate its luminosity distance,
independently of the cosmic distance ladder. That is why these bina-
ries are coined as ’standard sirens’ — the gravitational wave analog of
standard candles.

However, the redshift cannot be measured from the gravitational
waves alone, so identifying an electromagnetic (EM) counterpart is
also crucial for cosmological purposes (Dalal et al. 2006). Such an
electromagnetic counterpart would exist if the merging source was
a binary neutron star (BNS), in which case a potentially detectable
gamma-ray burst would be associated with the merger (Nakar 2007),
or may exist if the merging source was an SMBHB, in which case the
accretion disk surrounding the black holes may give off an electro-
magnetic signal (Milosavljevi¢ & Phinney 2005; Tanaka et al. 2012;
Yuan et al. 2021). If the EM counterpart of the coalescence can be
observed, and thus the redshift of the host galaxy determined, the
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cosmological parameters can then be estimated by analyzing the re-
lationship between the luminosity distance and the redshift of these
standard sirens.

In this work, only GWs generated by the coalescence of supermas-
sive (or massive) black hole binaries are considered. These systems
are expected to be luminous in GWs such that these systems may
be detectable even up to z = 5. However, the frequency of the ex-
pected GW signals from SMBHBs lies below the sensitive band of
ground-based GW detectors and is thus better suited for space-based
detection.

Scientists have proposed several space-borne GW detector projects
to extend the GW spectrum to the millihertz band, such as Laser
Interferometer Space Antenna (LISA) (Amaro-Seoane et al. 2017)
and TianQin (TQ) (Luo et al. 2016). GW detectors in space benefit
from their long baselines and the absence of seismic noise. A baseline
of 2.5 million kilometers (Thorpe et al. 2019) between spacecraft
allows the detection of GWs in the millihertz band.

The expected number and redshift distribution of SMBHBs that
LISA and TQ will observe are very uncertain and strongly dependent
on details of our model for the mergers of galaxy nuclei (Arun et al.
2009). However, observing even a handful of SMBHBs could con-
strain the standard cosmological model with impressive accuracy,
as was first demonstrated by Holz & Hughes (2005). The expected
measurement errors of the luminosity distance from the SMBHB
merger can be dramatically small compared with the scatter present
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Figure 1. An illustration of the effect of weak gravitational lensing on the GWs emitted by binary black hole systems (SMBHBs in our case). We show here both
the host galaxy of the binary and the circumbinary accretion disk! that may be responsible for the EM counterpart. The dark matter haloes around the intervening
galaxies will (de)magnify the GW signals, adding uncertainties to the amplitude of the original waveforms. The GW signals will be measured by space-borne
GW detectors (LISA in the illustration as an example) and the EM counterpart will be observed by electromagnetic telescopes.

for other cosmological probes. At the same time, many SMBHBs are
anticipated to be detected at high redshift. These data will, therefore,
potentially be of great value for the measurement of cosmological
parameters such as H( and the dimensionless densities of dark matter
and dark energy.

However, as was also pointed out in Holz & Hughes (2005), there
is a huge caveat: GW signals from the SMBHBs would be affected
by weak gravitational lensing, which is caused by fluctuations in the
density of matter along the line of sight to the siren. When the sky
position of the targeted siren coincides with a foreground galaxy or
cluster, then strong lensing takes place, which can provide much more
information than a standard siren alone (Pang et al. 2020; Hannuksela
etal. 2020). While such strong lensing events will be very useful, their
probability of occurring is extremely small. Besides, the uncertainties
in the lens model also limit their usefulness. Consequently, only
weak gravitational lensing will be considered in this work. Weak
gravitational lensing is caused by extended dark matter halos that
lie along the line of sight to the siren; the effect is weaker yet more
prevalent for high-redshift standard sirens like SMBHBs (See Fig. 1
for illustration). The error induced on the luminosity distance by
the weak-lensing effect is expected to be a few percent for sources
at high redshift, which is comparable to the scatter of the SMBHB
siren luminosity distance estimate itself (Holz & Linder 2005; Kocsis
et al. 2006). Therefore, the weak-lensing effect substantially limits
the power of the SMBHB sirens as precise cosmological distance
probes.

To improve the performance of SMBHB sirens, corrections from
EM observations may be applied to reduce the impact of weak-lensing
errors. Shapiro et al. (2010) proposed a method based on estimating
the weak-lensing signal in the direction of each siren using maps
of the shear and flexion reconstructed from surveys of foreground
galaxies. In this way we can infer the weak-lensing error affecting

1 We neglect possible circum-single disks around each black hole and a
probable binary cavity in the illustration, which may also help identify the
EM counterparts.

MNRAS 000, 1-20 (2022)

each siren from the reconstructed maps and hence correct for that
error on the siren’s luminosity distance estimate — a procedure called
‘delensing’.

In previous studies of delensing (Shapiro et al. 2010; Hilbert et al.
2011), the authors assumed a model for the matter fluctuations across
cosmic time either from analytical formulae or numerical simula-
tions. In Shapiro et al. (2010), the analytical formulae used had
been extended beyond their accepted range of accuracy to reach the
required higher resolution. On the other hand, the numerical simula-
tions used in Hilbert et al. (2011) had an adequate resolution, but the
values of the cosmological parameters adopted by the simulations
deviate from the more recently accepted values.2 As pointed out in
Hilbert et al. (2011), the optimal smoothing strategy and outcomes
of delensing should be cosmologically dependent, so a revisit is nec-
essary to investigate the reliability of the predictions made in that
work.

Now with the availability of up-to-date numerical simulations, a
more complete and consistent treatment can be applied to evaluate
the potential of delensing by weak-lensing reconstruction. Compared
to the previous studies, we focus on making the evaluation more real-
istic, and more in line with the expected performance of future galaxy
surveys. Due to the uncertainties in the advances of technology, here
we adopt optimistic settings for the measurement uncertainties to
explore the optimal ability of delensing in the future. Moreover, in
this paper we also use up-to-date SMBHB siren mock catalogs, al-
lowing an explicit investigation of the impact of weak-lensing error
reduction on cosmological parameter estimation. However, we do not
perform a joint standard siren + weak gravitational lensing analysis,
which has been discussed in other studies (Congedo & Taylor 2019;
Mpetha et al. 2022; Balaudo et al. 2022). We also do not exploit the
non-Gaussianity of the lensing distributions.

The goal of this paper is, therefore, to evaluate the potential of
weak-lensing reconstruction for reducing weak-lensing errors on

2 The cosmological parameters used in the backbone N-body simulations in
Hilbert et al. (2011) are: Qp,, =0.25,Q4 =0.75,h =0.73,n =1, 0g = 0.9.
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SMBHB sirens, and to investigate the impact on cosmological pa-
rameter estimation. We attempt to strike a balance between optimistic
and realistic assumptions on future surveys so that the predictions
could be more useful and reliable in the future. In Sec. 2.1 and 2.3, we
introduce the necessary background information for standard siren
cosmology and weak-lensing reconstruction. A Bayesian analysis to
investigate the impact of delensing on cosmological parameter esti-
mation is then described in Sec. 2.2, and the construction of the best
estimator of weak-lensing error is presented in Sec. 2.4. In Sec. 2.5,
we introduce the numerical simulations adopted in our analysis. In
Sec. 3, we compute the reduction in the weak-lensing error under
different observational schemes. We discuss the outcomes of the pre-
vious delensing studies and compare them to ours in Sec. 4. Finally,
we conclude in Sec. 5 along with a discussion about topics for further
investigation.

2 METHODOLOGY
2.1 Standard siren cosmology
2.1.1 Standard sirens

For the inspiral of a compact binary system with component masses
mq and my, the frequency domain GW waveform can be expressed
as (Sathyaprakash & Schutz 2009),

1[5 (GM,)>/®

D_L ﬁ7r2/3—c3/2]‘_7/6exp(—iCI)(f;Mzﬂ])) )]

h(f) =
where G is the gravitational constant, M = %M is the chirp mass,
n= mlmz/M2 is the symmetric mass ratio, M = m| + my is the
total mass, and @ is phase of the waveform. The source luminos-
ity distance Dy directly appears in the waveform, which provides
luminosity distance information free from the ‘cosmic distance lad-
der’. Therefore, these compact binary systems are coined as ‘standard
sirens’ and their measured luminosity distances may have small sys-
tematic and statistical errors compared to other approaches. One type
of standard siren is the SMBHB system that generates GW signals
detectable by space-borne GW detectors. We refer to SMBHB sirens
simply as (standard) sirens hereafter.

However, according to Eq. (1), only the redshifted chirp mass
M, = M(1 + 7) is accessible in the waveform, and the redshift z
is therefore degenerate with the chirp mass M. Consequently, mea-
surements of redshift must rely on extra information. In this work,
the EM counterparts of the GW signals are assumed to be accessible
so that the degeneracy between redshift and mass is broken — i.e. a
scenario where the sirens are ‘bright’.

Possible EM counterparts from SMBHBs include the broadband
nonthermal EM emission from electrons accelerated at the external
forward shock expected in post-merger relativistic jets from the coa-
lescence (Yuan et al. 2021). If the binary’s tidal torques are able to
open a central cavity in the accreting gaseous disc, the SMBHB might
have an unusually low soft X-ray luminosity and weak ultraviolet and
broad optical emission lines, as compared to an AGN powered by
a single supermassive black hole with the same total mass (Tanaka
et al. 2012). This could also help identify the EM counterparts of the
sirens.

2.1.2 Estimating cosmological parameters

In this paper, we focus on the estimation of dimensionless density
parameters of dark matter and dark energy respectively, labelled 2,

and Q,, without assuming a flat universe> under the ACDM model.
This is because the SMBHBs are detectable even for redshift up to
z = 3, where the difference in the expansion history becomes more
distinguishable for different values of Q4 and €,,, compared to the
low-redshift case.

Once the luminosity distance D, and redshift z of each siren have
been measured, we can use the theoretical relation between D, and z,
which depends on the expansion history of the universe, to estimate
the cosmological parameters. The theoretical relationship is given
by,

1 Z H
Vg_sinh(\/QKA H(g’) d7’)  forQg >0
K
c(l+z) | (% Ho
DL:TO o md, for Qg =0
z
! sin(\/|QK|/ ﬂdz’) for Qg <0
ViQk| o H()
(2)

where Hy = H(z = 0) describes the current expansion rate of the
Universe and c is the speed of light in vacuum. The Hubble constant
for different redshifts H(z) is governed by the normalized Friedmann
equation,

H(2) = Hoy@u (1+2)° + Qx (1 +2)% + Qp, 3

where Qp7, Qg, and Q, are fractional densities of the total matter,
curvature, and dark energy with respect to the critical density p. =
3H§ /87G respectively.

The observed luminosity distance of each siren D °° is subject to

various sources of noise that include measurement uncertainties, the
impact of host galaxy peculiar velocities and the effect of weak grav-
itational lensing. Measurement noise could be reduced by advances
in the relevant GW detector technologies, while the SMBHBs are
assumed to be distant enough so that the effect of peculiar velocity is
negligible. In this work, we concentrate on the weak-lensing effect.

2.1.3 Weak gravitational lensing & delensing

Unlike the impact of peculiar velocities, which will reduce with dis-
tance, the uncertainties due to weak gravitational lensing become
more dominant for high-redshift sirens (Hirata et al. 2010). GWs
generated from those sources have a larger probability to be signifi-
cantly lensed by the intervening dark matter halos as they propagate
through the universe. Therefore, reducing the errors from weak grav-
itational lensing for the high-redshift sirens should be important. A
brief introduction about the weak-lensing effect and the idea of ‘de-
lensing’ is as follows. A more detailed and technical introduction is
given in Section 2.3.

In the weak-lensing and geometrical optics limit, the observed
luminosity distance to a siren is related to its true luminosity distance
by

D™ =Dy /VE ~ Dr(1-6u/2), 4)

where p is the lensing magnification and 6u = u — 1 is the deviation
from the unlensed case (Holz & Hughes 2005; Takahashi 2006). Note
that 6u = 0 if the siren is not lensed. If the lensing magnification ex-
perienced by each siren can be estimated from other measurements,

3 However, the simulations used in this paper all assumed true values of the
cosmological parameters consistent with a flat universe, i.e. Qg = 0, when
generating the data.

MNRAS 000, 1-20 (2022)
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then we can compensate for the weak-lensing errors and obtain cor-
rected observed luminosity distances D‘ibs. This is the fundamental
motivation of this work and the origin of the name ’delensing’.

2.2 Bayesian analysis on impact of delensing

In this section, we introduce a Bayesian analysis to quantify the im-
pact of delensing on cosmological parameter estimation by standard
sirens. The posterior on the cosmological parameters is given by4

P(QIDgw , s , diens) o p(Q| Zs , diens) P (Dgw | Q, Zs , diens) »  (5)

where Q is e.g. a two-dimensional vector consisting of Qps and Q,,
Dgw is the vector of GW data, zs is the vector of siren’s redshifts
determined by EM counterparts, djep is the lensing data used for de-
lensing. In this paper, the lensing data djep,¢ include the sky positions,
observed ellipticities, and redshifts of galaxies.

Note that here we are assuming that Hy) is already known and fixed
in value; we could also consider the joint inference of Hy and the
other cosmological parameters, but we expect that the H tension will
be resolved and H(y can be approximated as a fixed parameter by the
time LISA operates5 . Even if the tension between far- and near-field
observations remains, the precision of the near-field measurements
will be sufficient to narrow down the prior for Hy to the degree
that the approximation is reasonable and LISA can only marginally
improve the inference of Hy.

For parallel channel checking, the ground-based GW detectors
should already have detected many BNS events to constrain the value
of Hy by that time (Califano et al. 2023), so LISA could only con-
tribute weakly and H( could be approximated as a fixed parameter
again. In principle, BNS and SMBHBs serve in the same way as
standard sirens and thus experience similar systematics. However,
SMBHBs are much more luminous than BNS and thus detectable up
to higher redshift with stronger power in constraining €2,,, and Q.
Therefore, we focus on inferring Q,,, and Q, in this paper.

In this paper we also do not perform joint cosmological inference.
Therefore, we may write p(§2| Zs , dieps) = p(ﬁ) and we assume for
simplicity flat priors on the cosmological parameters. The posterior
on cosmological parameters then becomes

P(QIDGw . 2s . diens) « p(Dw | Q. 25 , diens) - (6)

The Dgw term includes the observed luminosity distance DOLbs and
their measurement uncertainties op, , where the latter are obtained
from the Fisher matrix formalism with first-order approximation (Zhu
et al. 2022; Chassande-Mottin et al. 2019). Therefore, the likelihood
p(Dgw | Q, Zs , djens) can be derived as®

p(Dow| Q, Zs, djeps) o
l_[ / exp [Di‘"(fz, Zss 1 — Mest) = DOLbS’C()r)2/20%L
i

X p(i — pest| diens 2s) du
)]

4 See Appendix A for a detailed derivation.

5 As pointed out by Lahav & Liddle (2022), while the tension remains highly
significant, its severity has somewhat lessened in the past two years. Many
recent near-field observations yield similar results as the CMB measurements
for Hy, including one using Type Ia supernovae but with a different calibration.
The hope that the Hubble tension will be resolved in the coming years is
reasonable.

6 See Appendix A for a detailed derivation.

MNRAS 000, 1-20 (2022)

where piest 1 the estimated magnification, u is the true magnification,
and z; is the redshift of each siren. The corrected luminosity distances

Dzor(fl, Zs, M — Mest) and D(I"bs’cor are determined by,

D§ (9, 25, 1 = pres) = DL(R, 26) X (14 (est = 1)/2),
D;bs,cor — D(ibs ,_/Jest

where D L(ﬁ, Zg) is the luminosity distance calculated by Eq. (2).

The p(u — pest| diens» 2s) term is the conditional distribution of
the error in magnification estimation p — pest given the lensing data
djeps at redshift zg. The construction of peg and the estimation of
p (1 — pest| denss 2s) is given in Sec. 2.4.

(®)

2.3 Weak-lensing reconstruction simulation

In Section 2.1.3, it was noted that the weak-lensing error is con-
nected with the observed luminosity distance D‘ibs by means of the
magnification y. The magnification is further related to the lensing
convergence k by (Takahashi 2006; Shapiro et al. 2010),

u=1+2k. &)

Therefore, if we can resolve the convergence by constructing an
accurate convergence map around the siren’s location, then we can
estimate the siren’s weak-lensing error. The convergence map can
be constructed from other weak-lensing fields, which is a method
called weak-lensing reconstruction. Here we only focus on the use
of weak-lensing shear fields, leaving a discussion about using other
lensing fields like flexion until Sec. 4.

In this paper, we make use of the simulated weak-lensing maps
from the extended Scinet Light Cone Simulations (SLICS) (Harnois-
Deraps et al. 2018). The SLICS contain flat sky weak-lensing maps
constructed by ray-tracing with the Multiple-Lens-Plane technique
(Vale & White 2003) under the Born approximation (Schneider et al.
1998; White & Vale 2004). It has been shown that these approxima-
tions are in good agreement with the full treatment and only deviate
slightly at the smallest scale (Harnois-Déraps & van Waerbeke 2015;
Hilbert et al. 2020). The lensing maps neglect baryonic effects and
consider lensing by dark matter only. A brief introduction to the Born
approximation and Multiple-Lens-Plane technique, together with the
reconstruction algorithm, is as follows.

2.3.1 Ray-tracing

The trajectories of photons are deflected gravitationally by inter-
vening matter inhomogeneities before they reach the observer. This
deflection is called gravitational lensing, which causes position shifts
in the observed image (Schneider et al. 2006). Therefore, the weak-
lensing simulations are generally constructed by integrating over null
geodesics to calculate the total deflection along the past light cone
(Harnois-Déraps & van Waerbeke 2015). Under the Born approxima-
tion, the integrations are simplified to be calculated on straight lines
(rather than photons’ trajectories). Then the weak-lensing conver-
gence k(@) can be obtained by integrating over the density contrast
6(0, x) along the line of sight:

2
C3HGQm X (s - x)
K(asXS) - o

202 6(0, x)(1+2)dy, (10)

where y is the comoving distance and y; is the comoving distance to

the source plane in which the targeted siren is embedded. The density

contrast 5(6, y) is defined by

PO, x)
p(x)

N

6(6,x) =

1, an
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where p is the matter density and p = 3H§Qm / 87Ga3 is the mean
density of the universe at different time. Hy and w,,, are the present-
day values of the Hubble constant and density parameter.

Furthermore, the matter distribution in the light cone can be ap-
proximated as a set of discrete lens planes. Then the 3D matter density
distribution can be collapsed into planes of two-dimensional density
fluctuations, given by,

1 /\/]ens+§AX
N (12)
Xlens— 3 8%

where Ay denotes the comoving length of the collapsed region. This
effectively turns the integration along the light ray into a discrete sum
at the lens locations and manifests the name of the technique. The
convergence  is then computed by,

2
3H; Qm Z X(Xs

X=X1

521)(9 X)(1+2(x)Ax, (13)

K(G,XS) -

where y is the comoving distance to the first lens plane and y;, is
the comoving distance to the last lens plane before the source.

2.3.2 KS inversion method

The weak-lensing shear and convergence are both combinations of
derivatives of a scalar lensing potential field ¢ (). The two compo-
nents of the shear can be written in terms of () by,

1
7 =§(512—522)¢, Y2 =010, (14)

where the partial derivatives d; withi = 1, 2 correspond to the angular
coordinates 6;. The convergence «(6) can also be expressed in terms
of ¥ (6) by

K= 3@+ B (15)

Then the shear maps 1 2(6) can be computed via Fourier transfor-
mation by,

P12=kP12, (16)

where the hat symbol denotes Fourier transform and Pj (£), P (€)
are given by,
a-6 20,6
1 i 8
Y {) = , 17
VE Py(0) = 2 (7

Pi(0) =
with £2 = K% + fg and ¢; being the wave numbers with respect to the
angular coordinates 6;.

The order is reversed in practice as the convergence map is not
directly observable in a galaxy survey. By contrast, the shear maps
71,2(0, z) can be derived from the weighted average ellipticities of
the galaxies around the position 6 in the image’ . The weighting takes
factors like the redshift distribution of galaxies into consideration and
more details will be provided in the second half of Sec. 3.1. Then
the KS inversion method (Kaiser & Squires 1993; Bartelmann &
Schneider 2001) can be used to reconstruct the convergence mapg‘
The KS inversion method is simply the inverse of Eq. (16),

& =Py + Py, (18)

7 The ellipticity of a galaxy is a point estimate for the reduced shear at that
sky position and redshift, which is the only real observable in galaxy surveys.
We ignore the reduced factor as it is close to one in the weak-lensing regime.
8 1If there is no available information about some line-of-sights (due to spar-
sity of galaxies or masks), then advanced methods, such as the one in Pires
et al. (2020), should be applied to overcome the missing-data problem.

where the hat symbol denotes Fourier transforms and P (£), P5(f)
are the same as above. According to Eq. (18), the shear maps y1 2(6)
are related to the convergence map k(@) by simple algebraic equations
in the Fourier domain. Then the reconstructed convergence map can
be obtained by inverse Fourier transforms.

2.3.3 Mass-sheet degeneracy problem

There is a degeneracy when reconstructing « from 7yj > when
{1 = &, = 0. Consequently, the mean value of the reconstructed
convergence field ¥ cannot be determined only from shear infor-
mation, which is the so-called mass-sheet degeneracy (Bartelmann
1995). In practice, the observational area is finite, resulting in a lower
bound ¢,,;, for the wave numbers of the reconstructed Fourier modes.
Basically, the reconstructed convergence would differ from the true
convergence field by a constant determined by fluctuations larger
than the field area.

For wide-field surveys, we often set the reconstructed modes with
€ < {min to zero, as the fluctuations larger than the field area are neg-
ligible. This is a reasonable assumption for wide-field reconstruction
(Massey et al. 2007). For deep-field surveys, the observation area is
much smaller and thus the error from mass-sheet degeneracy must
be treated seriously.

In principle, the mass-sheet degeneracy problem for deep-field
surveys may be alleviated if additional wide-field surveys around
that region are available (Shapiro et al. 2010). The basic idea behind
this is that the deep images will be used to measure small-scale
convergence fluctuations, while the wide images will pick up modes
larger than the size of the deep images. In practice, the effectiveness
of hybridizing wide and deep survey maps is subject to weak-lensing
shape noise, which highly depends on the size of the deep-field survey
as well as the galaxy density ngy (0, zga1) of the wide-field survey.
It is possible that the hybridization has no improvement because
the galaxy density of the wide-field survey is not enough to obtain
a satisfying signal-to-noise ratio (SNR) even in probing large-scale
fluctuations.

2.3.4 Weak-lensing shape noise

The gravitational shears can be derived from the ellipticities €] 5 of
the background galaxies. However, in reality, the projected shapes
of galaxies are not intrinsically circular. The measured ellipticity
is a combination of their intrinsic ellipticity and the gravitational
lensing shear. The shear is also subject to measurement noise and
uncertainties in the PSF (point spread function) correction. All these
effects can be modelled as additive noises® to both components of
the shear field (Pires et al. 2020),

€ =v; +N;, (19)

where i = 1, 2. The noises N1 and N, are assumed to be Gaussian and
independent of each other, with zero mean and standard deviation
given by,

oi(9) = —2—, (20)

\/”g(a)

9 In reality, the measurement noise and uncertainties in the PSF correction are
much more complicated and highly detector dependent. The effects should
be a combination of additive or multiplicative errors/biases. Here, we are
evaluating the potential of delensing under very ideal conditions.

MNRAS 000, 1-20 (2022)
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where ng,1(0) is the number of galaxies within the pixel at 6. The
shear dispersion per galaxy, oy, arises both from the measurement
uncertainties and the intrinsic scatter of galaxy shapes. The Gaussian
assumption is reasonable (Hirata et al. 2010) in the weak-lensing
regime and here we further assume that the shear dispersion for each
galaxy is independent of each other. In other words, we ignore the
intrinsic alignment of neighbour galaxies which can bias the shear
estimate. In light of Eq. (19), we derive in Fourier space,

ROIY = 2 4 BN + PoN,. 21

Then the reconstructed convergence map is also subject to an additive
noise Ny by,

NK=P1*N1+P2*N2, (22)

where the asterisk denotes convolution, P; and P, are the inverse
Fourier transforms of P and P.

When the shear noises N| and N, are Gaussian and independent
across the field with a constant standard deviation, then the induced
noise in convergence maps is also Gaussian and independent at each
position, with a standard deviation oy = o-s1 = 0'32 according to
Eq. (21). In reality, the number of galaxies varies slightly across the
field. Even at the same position, the variances of Ni and N, might
also be slightly different. These effects introduce noise correlations
and variations in the reconstructed convergence maps, but they were
found to remain negligible compared to other effects studied in this
paper.

The pixelation of the observed ellipticity fields already smooths
the fields with a smoothing scale equal to the pixel size. However,
it may be insufficient to obtain a satisfactory signal-to-noise ratio
for the estimated convergence. Then the raw estimated convergence
should be further smoothed by a Gaussian filter with filter scale 65,

(6-6')*
Ksmooth (6) o / exP(_T

A

Ykraw (87) d*0’ (23)

where the integration is conducted on the whole field area and the pro-
portionality constant is determined by normalization. The smoothing
can also be done by using Wiener filters, but it turns out that the im-
provements are marginal (Hilbert et al. 2011). There should exist an
optimal smoothing scale determined by a trade-off between recon-
structing small-scale features of the convergence and reducing shape
noise by averaging over galaxy images (Dalal et al. 2003).

2.3.5 Redshift distribution of galaxies

Finally, the galaxies do not all lie at the redshift zs of the standard
candle/siren but have a certain redshift distribution ng, (6, zg,)) that
depends on their intrinsic redshift distribution and on the depth of
the survey. A smoothed version of the effective convergence will be
reconstructed if the individual galaxy redshifts are not utilized:

Kefr (6) = / ngal(a’ Zgal) (8, Zgall) dzgal~ (24)

If the redshift distribution of the galaxy number density
Ngal (6, Zga1) is not sharply peaked around the redshift zs of the stan-
dard siren, the effective convergence «.(6) may deviate substan-
tially from the true convergence (6, z). Variations in the redshifts
of galaxies contribute to an additional noise source.
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2.4 Estimator of magnification from noisy convergence maps

The reconstructed convergence maps from shear measurements can
be converted directly into the estimated magnification maps simply
by Eq. (9).10

However, as pointed out by Hilbert et al. (2011), this simple esti-
mate might fail if the estimated convergence kg (@) deviates substan-
tially from the true convergence « (8, zs). We quantify this deviation
by the residual magnification,

Mres = M — Mest- (25)

The difference may originate from the weak-lensing shape noise,
mass-sheet degeneracy, or realistic redshift distribution of galaxies.
These effects make the simple estimate perform even worse than just
using the lensing prior in certain cases (i.e., assuming peg(6) = 0).

To improve this, one should construct an unbiased magnification
estimator which minimizes the residual dispersion o, (Hilbert
et al. 2011). If the conditional distribution p(u|kest) of the true
magnification y for a given estimated convergence kegt is known,
then the estimator satisfying the above requirements can be derived
as,

Hest(0) = (1) py|uey (Kest(0)), (26)

where (1) )., (Kest) is the expectation value of the true magnifica-
tion u for a given estimated convergence Kest:

HMmax
) s (Kest) = /0 4 p(uliest) i, @7)

where {tmax is the maximal allowed value of the magnification which
remains in the weak-lensing regime. In the subsequent discussions
and analyses, umax = 1.5 is chosen so that all the data above that
value are abandoned.

The conditional distribution of the true magnification given the
estimated convergence can be inferred from numerical simulations,
thus allowing the optimal magnification estimator to be constructed.
However, the magnification estimator constructed in this way will be
dependent on the values of the cosmological parameters (and other
settings, e.g. the galaxy biasing scheme) adopted by the numeri-
cal simulations that are used. Strictly, therefore, this magnification
estimator ought to account for uncertainties in these model param-
eters and settings through appropriate marginalisation — with the
result that, in practice, the optimal magnification estimator would
likely perform somewhat more poorly than considered here. In what
follows, however, we will not consider this issue further since our
purpose in this work is to investigate the limitations of delensing
methods in a realistic setting but under more favourable conditions.

In Appendix A of Hilbert et al. (2011) it is shown that this esti-
mator is optimal in the sense that no other magnification estimator
based on the estimated convergence keg yields a smaller dispersion
in the residual magnification. For instance, the residual magnifica-
tion dispersion o7, for the best estimator is never larger than the
dispersion in the uncorrected case.

The conditional distributions p(/.lreS|Kest)11 characterizes the ac-
curacy of the weak-lensing reconstruction and is equivalent to
p(u — test| diens» zs) in Sec. 2.2. The redshift dependence does not
show explicitly in p (uyres|kest) for simplicity of notation. To evaluate

10 Here we assume the weak-lensing limit, where the lensing convergence,
shear and rotation are small.

1 P (pres | Kest) and p (p|kest) only deviate in their mean and have the same
standard deviation 0 |xes = T u|ies DY CONStruction.
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the general delensing performance, p(pres|kest) could be marginal-
ized to obtain the distribution p(ures) for the specific observation
scheme at a particular redshift.

Although the lensing distributions like p(ures) and p(u) are in
principle non-Gaussian (Hirata et al. 2010; Shang & Haiman 2011),
we approximate them as Gaussian and only focus on the standard de-
viations o, when discussing the weak-lensing error and delensing
performance.

2.5 Simulations
2.5.1 SLICS Catalogs

The SLICS (Scinet LIght Cone Simulations) (Harnois-Déraps &
van Waerbeke 2015) were designed as a massive upgrade of the
CLONE simulations (Harnois-Deraps et al. 2012). In our work, we
used the expanded version of the SLICS suite (Harnois-Deraps et al.
2018), including hybrid mock catalogs that represent future lensing
data at the level of LSST (Large Synoptic Survey Telescope, now
designated the Vera Rubin Observatory) (Ivezi¢ et al. 2019). The
most significant advantage of the LSST-like hybrid mock catalogs is
that they simultaneously contain lensing and galactic properties.

The SLICS are based on 1025 N-body simulations produced by
the high-performance gravity solver CUBEP3M (Harnois-Deraps et al.
2013). The series of N-body simulations were used to construct dark
matter halo catalogs, which later served as the galaxy catalogs’ skele-
ton. Then mock galaxy catalogs are produced from Halo Occupation
Distribution (HOD) models with only mass dependence. The lumi-
nosity of the whole galaxy in the r-band is also given for each galaxy
in the catalogs, consistent with the HOD used.

Throughout this work, we neglect the higher-order correction
caused by wave optics lensinglz. The reason is that the mass res-
olution of SLICS is not adequate to resolve the matter fluctuations
with scales sensitive to the wave nature of GWs at LISA frequen-
cies (Takahashi 2006; Oguri & Takahashi 2020; Harnois-Déraps &
van Waerbeke 2015). In reality, the wave optics effect would slightly
suppress the lensing magnification experienced by the GWs detected
by LISA.

The same set of N-body simulations of dark matter was used to
construct shear and convergence maps via the ray-tracing algorithm
with the multiple-plane tiling technique. The maps were all flat-sky,
100 dt:g2 maps with 77452 pixels, computed on specified lens planes.
The redshifts of the lens planes zje,s and source planes Zgource are
listed in Table 1. Once the galaxy catalogs are given, the lensing
information can be linearly interpolated at the galaxy coordinates
and redshifts from the lens planes. The interpolation is only done
along the redshift direction since the resolution of the lens maps al-
ready approaches the limitation in the mass resolution of the N-body
simulations. In addition to the shear, the observed ellipticity is also
included in the LSST-like hybrid catalogs. The observed ellipticity
€1,2 deviates from the true shear y; > by a Gaussian error with width
oy = 0.29 per galaxy, where the error takes both the intrinsic shape
noise and measurement errors into account.

All the information about the LSST-like hybrid catalogs (LSST-
like catalogs hereafter) related to our work is summarized in Table 2.
For details of the SLICS catalogs, please refer to the extended SLICS
paper (Harnois-Deraps et al. 2018).

12 Wave optics lensing refers to the suppression of magnification when the
gravitational-wave wavelength matches approximately the Schwarzschild ra-
dius of the gravitational lens.

2.5.2 Siren Catalogs

Catalogs of standard sirens are necessary to emulate the realistic
delensing outcomes. The construction of these catalogs depends on
our understanding of the universe, specifically on the SMBHB merger
models. Apart from modelling the sources, the observed GW signals
vary with the detector configurations. In this paper, we used the
siren catalogs generated by Zhu et al. (2022), which consider all the
factors mentioned above and include all the ingredients needed for
our purpose.

The siren catalogs in Zhu et al. (2022) began with catalogs of
SMBHB mergers. These preliminary catalogs depend on possible
formation models of supermassive black holes (SMBHs) including
‘poplll’, ‘Q3d’ and ‘Q3nod’. Basically, the redshift and mass dis-
tributions as well as the average number of mergers depend on the
formation models. An introduction to the formation models can be
found in Zhu et al. (2022) and they are not our main focus in this
paper. Note that for both ‘poplIl’, ‘Q3d’ and ‘Q3nod’, the evolution
of the SMBHs should be deeply correlated with the evolution of their
host galaxies (Ferrarese & Merritt 2000; Ding et al. 2020).

Then the GW waveforms were generated from the IMRPhe-
nomPv2 (Hannam et al. 2014) according to the merger catalogs. After
the waveform generation, the siren catalogs were constructed based
on the waveforms and multiple configurations for the space-borne
GW detectors. The detector configurations included individuals and
combinations of potential space-borne GW detectors. Here we con-
centrate on the detector configuration T7Q+LISA. Only sirens with
redshift z; < 3 and producing GW signals with SNR p > 8 were
presented in the siren catalogs'>.

Each realization of the siren catalogs includes the following in-
formation about each siren: the true luminosity distance Dy, the
measurement error of the luminosity distance op, , the source red-
shift zg, and the total mass of the SMBHB M;y. For more details
about the siren catalogs, please refer to Zhu et al. (2022).

2.5.3 Combining two simulations

In Section 2.5.2, we pointed out that the evolution of the SMBHs is
deeply coupled with the evolution of their host galaxies. Therefore,
the siren catalogs should be correlated with the LSST-like galaxy
catalogs in a complicated way. However, the catalogs of standard
sirens that we are using are based on a statistical description of the
formation models and the detector configurations without referring
to any specific galaxy catalogs. This freedom enables us to tailor the
siren catalogs to the LSST-like hybrid catalogs —i.e. we can choose
host galaxies that are appropriate to the sirens as long as their redshift
and mass distributions are consistent.

Here we adopt an empirical relationship reported by Ding et al.
(2020) to match sirens with their host galaxies. The empirical rela-
tionship connects the mass of the central SMBH with the luminosity
of its host galaxy in the r-band, shown in Eq. (28):

log(

M L
BH ) _ 0.49+0.90log(——2—) (28)
107 Mo 10107,

13 For signals with SNR just below the threshold, lensing might help the
signals to be detected by slightly magnifying their waveforms. However, the
probability of such events occurring should be small and the errors in the
distance estimation should be large even after being magnified. Therefore,
we ignore this issue in our analysis. Notice that this is not the case in the
strong-lensing regime as the magnification can be very large so that lensing
can significantly increase the SNR of the signals.

MNRAS 000, 1-20 (2022)
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Zlens 0.042 0.130 0.221 0.317 0418 0.525 0.640 0.764 0.897 1.041 1.199 1.373 1.562 1.772 2.007 2.269 2.565 2.899

Zsource 0.086 0.175 0.268 0.366 0.471 0.582 0.701 0.829 0.968 1.118 1.283 1.464 1.664 1.886 2.134 2.412 2.727 3.084

Table 1. The redshift of lens and source planes used for ray-tracing with the Multiple-Lens-Plane technique to construct the weak-lensing maps.

LSST-like hybrid catalogs contain information about each galaxy:

sky position x, y ; redshift z ; Luminosity in r-band L, ; convergence « ; shear | > ; observed ellipticity €] >

Total area of the field ~ The redshift range

Galaxy number density

Resolution of lensing maps ~ Shear dispersion (single galaxy)

2

10 x 10 deg? 0-3 28.3 arcmin™

~ 4.6 arcsec oy =0.29

Table 2. Relevant information about the LSST-like hybrid catalogs.

In general, there should be a considerable time lag between the
merger of galaxies and the merger of their embedded SMBHs (Volon-
teri et al. 2007). Therefore, we assume that the galaxy has reached its
new equilibrium before the inspiraling phase of the SMBHB. Then
the properties of the siren are highly correlated to the properties of its
host galaxy. Therefore, the above empirical relationship holds with
the mass of central SMBH equal to the total mass of the binary.

We interpret the empirical relationship as a loose constraint with
respect to the siren catalogs. We start by binning the galaxies into
redshift intervals with bin size Az = 0.1. Then we implement the
empirical relationship to find the most suitable host galaxy for each
siren within the redshift bin.

However, many expected host galaxies of the detected sirens would
lie below the luminosity threshold for observation associated with the
SLICS catalogues. The sirens that produce GWs detectable by LISA
and TQ have a total mass that is approximately independent of red-
shift, even in the high redshift region. Thus, the expected luminosity
of those host galaxies does not change too much. This presents a
problem as we go to higher redshifts, where those galaxies would
be too dim to be observed. Furthermore, the empirical relationship
might not be valid at high redshift in any case. These issues require
future study, and for the present work we simply assign the galaxy
with the closest redshift as the host for siren where there is no more
suitable choice. We will discuss this problem later in Sec. 5.

The more technical problem is that the two suites of simulations
(i.e. those underpinning the SLICS catalogs and our siren catalogs)
have slightly different sets of cosmological parameters. From Eq. (13)
and Eq. (19), it is clear that the weak-lensing maps depend on the
cosmological parameter configurations. Since we focus more on the
impact of weak gravitational lensing in this paper, for our sirens we
adopt a flat ACDM model with cosmological parameters taken to
be the same as in SLICS. As mentioned above, the redshift and mass
distributions are the core assumptions for the statistical behaviors
of standard sirens. Hence we recompute the luminosity distance of
each siren with its redshift z unchanged but with the cosmological
parameters re-tuned to match those of the SLICS configurations.

The cosmological parameters adopted in SLICS relied on the best
fit WMAP9 + BAO + SN parameters (Hinshaw et al. 2013): Q,, =
0.2905, Q4 = 0.7095, Q5 = 0.0473, h = 0.6898, og = 0.826 and
ns = 0.969. This choice lies close to the mid-point between the
cosmic shear and the Planck best-fit values in the [og — ©Q,,] plane.
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3 RESULTS

3.1 Perfect delensing

We first consider the case of perfect reconstruction, which can be
regarded as a hard limit for the more realistic delensing scenarios
that we consider later. In this case, the noise-free shear information
around the siren at the same redshift zg is directly accessible, and
the information for each line-of-sight is viewed as a sample from the
underlying distribution p (gres|Kest)-

Fig. 2 shows the outcomes of perfect delensing. The uncorrected
case (est = 1) has a standard deviation o, = 0.12 for standard sirens
at redshift zg = 2.9. In contrast, the perfectly corrected case has five
times smaller standard deviation for the residual o, = 0.024. Note
that the dispersion of residual magnification in the perfect case is
small but non-vanishing. This discrepancy originates from the in-
terpolation setup in SLICS, where the shear maps are constructed
by Fast Fourier Transform from the convergence maps, but the in-
terpolation on the pixels is done at the very end, on the shear and
convergence maps all at once (Harnois-Deraps et al. 2012). There-
fore, this small error may be interpreted as the contribution from
small-scale fluctuations beneath the resolution of the simulation.

Although the residual error inherited from the numerical simula-
tion, o, , is annoying, Fig 3 shows that o, decreases rapidly with
smoothing. In realistic cases, smoothing is inevitable to suppress the
noise, and hence the interpolation errors are negligible. Therefore,
this error will be ignored hereafter unless otherwise specified.

Even with perfect measurements for individual galaxies, a magni-
fication estimate involves a certain amount of pixelation and smooth-
ing of the shear observation maps, since the inversion algorithm only
applies to smooth fields. Also, in realistic cases, the noises in the
shape measurements can be reduced by smoothing and averaging.
According to Eq. (18), the smoothing on the shear measurements
eventually propagates into the constructed convergence fields and
thus leads to errors in estimating the magnification. The impact of
smoothing on the dispersion of the residual magnification o, at
z = 2.9 is shown in Fig. 4, where the interpolation error has already
been neglected. As shown in Fig. 4, the magnification correction
is already degraded substantially (reaching 50% of the uncorrected
dispersion) if the convergence map is smoothed with a filter scale'*
05 ~ 10 arcsec. This illustrates that it is necessary to reconstruct
the convergence on scales of a few arcseconds in order to reduce the

14 The definition of smoothing filter scale 6y is given in Eq. (23).
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—uncorrected
—=—-perfect delensing

redshift z

Figure 2. The dispersion of the residual weak-lensing magnification o7, for
the uncorrected case (uest = 1, solid line) and the perfectly corrected case as
a function of redshift z. The perfectly corrected case has a much smaller but
non-vanishing standard deviation for the residual . The small dispersion
is due to interpolation error o7, in SLICS.

z=2.9
- simulation error
0.025
0.020
£
:2 0.015
b .
0.010
0.005

T T T T T
0 5 10 15 20

O [arcsec]

Figure 3. The dispersion due to interpolation uncertainties o, asafunction
of the smoothing scale 6y, for a siren atredshift z = 2.9. The o7, decreases
rapidly with smoothing and thus can be ignored in realistic cases.

lensing error by a factor of two or better, compared to the uncorrected
case.

The perfect case also helps to reduce the error caused by the real-
istic redshift distribution of galaxies. As pointed out in Eq. (24), if
the redshift information of the galaxies is not available, only an effec-
tive convergence ke (6) can be deduced from the realistic redshift
distribution of galaxies, which may deviate substantially from the
actual convergence at the sirens (@, zs). This error further propa-
gates into the estimation of magnification. If the redshift information,
either photometric or spectroscopic, about the galaxies is accessible,
the variations of the lensing properties as a function of redshift can
be exploited to perform a three-dimensional reconstruction of the
estimated magnification maps. However, the correlation across lens
planes has been explicitly broken due to the way of construction in

0.12

0.10

0.08 - "
|-~
1 0.06_Illlllllllll " 2 2 E EEEEEEEEEEEEEEEEEEEEEEEE

o} /,’
0.04 7 / —=—-perfectly corrected
0.02 - ,I —— uncorrected
J ==--50% error
4~
0.00 | | | |
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Os[arcsec]

Figure 4. The dispersion of residual magnification o, (dashed line) for
sirens at redshift zg = 2.9 as a function of the smoothing filter scale 65 from
a perfect reconstruction. The smoothing wipes away the small-scale fluctua-
tions and hence the non-vanishing o, is contributed from the modes with
scale below 6s. The solid horizontal line marks the magnification dispersion
without correction and the smoothing scale corresponding to 50% of the un-
corrected dispersion is denoted in the figure by the dotted horizontal line. The
interpolation errors o, have already been eliminated.
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Figure 5. The joint distribution of the shear component y; at redshift
z = 1.562 and redshift z; = 2.9, at the same sky position. Lighter areas
correspond to higher probability densities on a logarithmic scale. The joint
distribution of +y at different redshifts along the same line of sight is highly
correlated and well approximated by a linear relation. Note that the joint dis-
tribution for the second shear components > (z) and y,(zs) is the same as
for the first shear components.

SLICS, hence any 3D reconstruction should be performed only inside
individual lens sub-volumes. Here, we take a simpler approach that
is similar to Hilbert et al. (2011), which does not attempt to construct
the 3D matter structures causing the lensing along the line of sight
but only exploits the statistical relation between lensing quantities at
different discrete redshifts.

As Fig. 5 illustrates, the shear values at two different redshifts
along the same line of sight are strongly correlated and the shear at
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Zga/ = 2.9
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Figure 6. The ratio 7, (zy;zs) between the mean shear at redshift z; of
the siren and the shear at redshift zgy = 2.9 of the source galaxies. The
redshift of the source galaxies is fixed and the r(zs, zga1) is calculated by
(y(zs) )/(7(zgal)> to the shear maps in SLICS.

lower redshift is smaller on average, so there should be some non-
vanishing systematic error introduced by including galaxies with
redshift far from that of the siren. Also, Fig. 5 shows that the joint
distribution of y at different redshifts along the same line of sight
is highly correlated and well approximated by a linear relation. This
motivates the expression for the unbiased estimates of the shear at
siren’s redshift z¢ given the shear of the source galaxies with redshift
Zga]y

'Y(Zs)|y(zga]) =r(zs, Zgal)'y(zgal) (29)

where r(zs, Zgal) = (y(zs))/(y(zgal)> is a factor that depends on
both the redshift of the siren and the source galaxies. Then the shape
noise of the galaxies at different redshifts is scaled by the ratio
r(zs, Zgal)- Fig. 6 shows the redshift dependence of the ratio factor
r(zs, Zga1) With a fixed redshift of the source galaxies at zgy = 2.9.

Galaxies from different redshift bins could provide separate esti-
mations on the shear at the siren’s position with errors that are also
different from each other. Prior to smoothing and finite truncation of
the observation field, the errors in estimating the shear at the siren’s
position are composed of two parts: the equivalent shape noise o7
and the scatter around the linear relation o7, given by Eq. (29). The
equivalent shape noise o, is given by,

Ty

Ous = r(zs, Zgal)—
\[ngal(zgal)

where oy is the effective shape noise for one single galaxy and ngy

(30)

is the average number of galaxies within one pixel'>. According
to Eq. (29), oy, is sensitive to both the galaxy density ng, (z) and
ratio factor 7 (zs, zga1), leading to different values for different redshift
intervals. The scatter around the linear relation o7, also has a distinct
value for different redshifts, and it has spatial correlation prior to
smoothing originated from the intrinsic spatial correlation of the
shear at a single redshift.

15 Although the galaxy number varies among pixels at the same redshift, the
difference is marginal for the purpose of this paper, especially after smoothing.
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Because estimations from different redshift bins have different er-
rors, proper weighting must be applied to optimize the integrated
results. In principle, the optimal weighting should depend both on
oy, and o,_, but the latter error is affected uniquely by smoothing at
different redshifts since the intrinsic spatial correlation varies for dif-
ferent redshifts. Fortunately, it turns out that the latter is much smaller
than the equivalent shape noise for the smoothing scales and galaxy
number densities considered in this paper. Thus we approximate the
redshift weighting by,

1

05 (2s- Zgal)
where 0y, (25, 2ga1) is given by Eq. (30). Since the shape noise does
not have spatial correlation prior to smoothing and the magnitude
of the shape noise is the same for pixels at the same redshift, the
smoothing only adds a fixed proportionality constant in front of the
equivalent shape noise o, (zs, zga1) at every redshift zgy, leading
to unchanged weighting after normalization. Therefore, the optimal
weighting is independent of smoothing if o7,_ is ignored, which is
a valid assumption and simplifies the problem significantly. We will
follow this choice of the weighting w2,y (zs, Zga) and ratio factor
r(zs, zga1) for the subsequent analyses.

In practice, the weightings should also reflect the image quality of
individual galaxies. However, the SLICS catalogs do not emulate the
observational details of weak-lensing measurements. Therefore, we
neglect technical observation caveats such as the neighbour-exclusion
bias (Harnois-Deraps et al. 2018) as well as the magnification and
size bias (Liu et al. 2014), leaving them to future studies.

WZ,)’(ZS,Zgal) = (€20

3.2 Wide-field delensing

As introduced in Sec. 2.5.1, the LSST-like galaxy catalogs can serve
well as a test of the delensing procedure using wide-field surveys
in the near future. The conditional distribution p (ures|kest) used to
estimate the siren’s magnification can be sampled by the simulated
galaxies in the LSST-like galaxy catalogs because it is assumed that
each siren has a host galaxy (Sec. 2.5.2). In principle, galaxies inside
the catalogs should be weighted by factors during the construction of
P (res|kest) depending on the properties of the targeted siren since
the properties of the siren are expected to be highly correlated to
the properties of its host galaxy (Sec. 2.5.2 and Sec. 2.5.3). These
weightings can in principle be used to study the selection effects
on sirens with different properties. However, here we only adopt an
equal weighting for all galaxies and sirens within the same redshift
bin, leaving the discussion on selection effects until the end of Sec. 4
and middle of Sec. 5.

The key features related to the reconstruction behaviours are listed
in Table 2. Additionally, the redshift dependence of the galaxy num-
ber per arcmin? is shown in Fig. 7. To emulate what happens in
practice, the galaxies in the LSST-like catalogs are divided into 17
redshift bins according to their true redshift. The choice of the bin
number and bin edges are consistent with the SLICS lensing simu-
lation setup (Harnois-Deraps et al. 2018), where the bin edges are
placed at the redshifts of the source planes zgource in Table 1.

In more realistic situations, only the photometric redshifts of the
galaxies are accessible and thus it would be possible to have the
galaxies categorized into the wrong redshift bins. Here we ignore
this effect and do not explore the optimal choice of the redshift bins.
The exploration of the optimal choice of redshift bins should rely
on some weak-lensing simulations that do not have the same set of
special redshifts for all realizations (such as different sets of zsource
and zjeps) and treat the weak-lensing properties along redshift more
seriously, i.e. not just linear interpolation.
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Figure 7. The galaxy distribution ng, along redshift z for the LSST-like
catalogs. The galaxy number denotes the total number of galaxies within one
square arcminute and redshift bin. The red curve shows the corresponding
density distribution function. The peak of the distribution is between z = 1
and z = 1.5.

In another more realistic scenario, the observed ellipticities of the
galaxies in the mock catalogs are noisy due to measurement error
and shape noise. Thus, certain smoothing must be applied to reduce
the noise level. Fig. 8 quantifies how much the dispersion of the
residual magnification o, for a standard siren at zgz = 2.9 can be
reduced with an LSST-like futuristic wide-field survey for particular
choices of the filter scale 65. With the optimal filter scale 65 ~ 50
arcsec, Fig. 9 then shows how o, changes as a function of the
siren’s redshift zs. As Fig. 9 illustrates, the weak-lensing errors are
only reduced by about 10% compared to the uncorrected case at all
redshifts. There is little benefit from delensing using an LSST-like
wide-field survey.

Since the total area of the field is large enough (10 X 10deg2),
the mass-sheet degeneracy problem is negligible. The poor perfor-
mance of the LSST-like wide-field surveys mainly originates from
the inadequate number density of the galaxies. Since the equivalent
shape noise o, within one pixel depends on the galaxy density and
can only be suppressed by smoothing, an insufficiently high galaxy
density will lead to a large filter scale 65 to obtain an acceptable
signal-to-noise ratio for our magnification estimate. The large filter
scale smooths away the small-scale contributions to the magnifica-
tion, resulting in very poor performance of delensing. To significantly
improve the delensing result, we therefore must have a deep and ded-
icated survey that points to the targeted siren.

3.3 Golden siren selection

The end of Sec. 3.2 demonstrates that an LSST-like futuristic wide-
field survey is not sufficient to reduce the weak-lensing error signifi-
cantly. Therefore, we must turn to a deep-field survey with sufficient
resolution and depth to obtain images with adequate galaxy number
density. Because such a deep-field survey is very expensive in prac-
tice, it may only be feasible to conduct the deep-field survey around
one specific siren.

We refer to the best siren inside a catalog for carrying out the
delensing process as a ‘golden siren’ 0. The siren is chosen based
on how well the delensing process can improve the accuracy of

16 This terminology has already been introduced in the literature (Nissanke
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Figure 8. The dispersion of residual magnification o, (dashed line) for
sirens at redshift zg = 2.9 as a function of the smoothing filter scale 65 for an
LSST-like wide-field survey. The solid horizontal line marks the magnification
dispersion without correction. The optimal smoothing filter scale is around
50 arcsecond with a reduction of the residual dispersion being less than 10%.
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Figure 9. The dispersion of residual magnification o, (dashed line) as a
function of the siren’s redshift z. The dispersion without correction (pest = 1,
solid line) is compared to the residual dispersion with convergence recon-
structed from an LSST-like wide-field survey under the optimal filter scale
(dashed line). The weak-lensing errors are only reduced by about 10% at all
redshifts.

parameter estimation, after reducing the dispersion of the residual
magnification for the siren. The performance of the siren is affected
by the measurement error on its estimated luminosity distance and
the redshift of the siren. With a smaller measurement error, the siren
can better constrain the cosmological parameters. On the other hand,
given the same measurement errors, a siren can generally better con-
strain the cosmological parameters when the siren is further away,
according to Eq. (2). Therefore, we only consider sirens with zg > 1

et al. 2013) to refer to a particularly well-localized, nearby bright siren, and
we adapt the term to the current context.
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as candidates for being the ‘golden siren’. We note, however, that the
siren with the highest redshift may not have the smallest measure-
ment errors. The trade-off between smaller measurement errors and
higher redshift is complicated. We attempt to reweight the parame-
ter estimation results using the likelihood of individual sirens with
reduced o7, to select the golden siren from each of our siren cat-
alogs, and investigate the improvements in cosmological parameter
estimation for different o7,.

The likelihood of parameter estimation after correction can be
expanded as

reduced o,
i

pldy--d o dp|D)

reduced oy,

(d; |2) (32)

=P
o p(dy - dnl€) X =
p(dilQ)

reduced o,

where p(d; 52) /p(d; |§2) is the factor used to reweight the
estimation results. Here d; is the GW data of the chosen siren, and
d i is the GW data of other sirens. Q is the vector of cosmological
parameters and other information such as z is not shown explicitly.

By comparing the contour area in the posterior of the cosmological
parameters, one can evaluate quantitatively how the reduction of o7
for the chosen siren improves the cosmological parameter estimation.

Fig. 10 shows examples of the credible regions obtained for the
cosmological parameters17 before (labelled ‘Uncorrected’, shown in
the right panels) and after (labelled ‘Golden siren’, shown in the left
panels) delensing of the golden siren identified in each mock siren
catalog. Example results are shown for each of the three formation
models considered in our analyses: popllI (top), Q3d (mid), Q3nod
(bottom). In each case the residual dispersion is fixed to o, = 5%,
i.e. a factor of two lower than the uncorrected o, ~ 10%. These
plots show that reducing o, for the golden siren can not reduce the
contour area of the posterior of the cosmological parameters appre-
ciably, as the change is marginal and insignificant. Moreover we note,
again, that these results are for the case where the Hubble constant is
fixed to equal its true value — i.e. this parameter is considered to be
already known (or very tightly constrained) from other observations.
Even in this idealised case, the delensing of the golden siren does not
result in any significant reduction in the area of the credible region
for the other cosmological parameters. In practice, the uncertainty in
Hj can be considered as an extra error on the estimated luminosity
distance and the effect of delensing is more insignificant.

Fig. 11 shows how the area of the credible region contour inferred
for the cosmological parameters changes with increasing dispersion
of the residual weak-lensing magnification. The left, middle and right
plots are for the poplll, Q3d and Q3nod models respectively. The
overall increasing trend of the contour area as the dispersion increases
is clear, although there are some random Poissonian errors from the
sampling processes for high residual dispersions. However, even after
delensing the golden siren, the contour area is comparable in size to
the uncorrected case when o, ~ 5%, and shows a significant
(factor of two or greater) reduction in size only if oy,., < 2%. The
feasibility of reducing o7, to such a level using convergence maps
reconstructed from deep-field surveys is evaluated quantitatively in
the following sections.

17 We show here contours for the dimensionless density parameters only, in
the idealised case where the value of the Hubble constant is considered to be
known already.
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Figure 10. Examples of credible region contours for the inferred cosmologi-
cal parameters before (labelled ‘Uncorrected’, right panels) and after (labelled
‘Golden siren’, left panels) delensing of the golden siren identified in each
mock siren catalog. Examples are shown for each of the three formation
models considered: popllI (top), Q3d (mid), Q3nod (bottom). The residual
dispersion is fixed to o, = 5%, i.e. a factor of two lower than the uncor-
rected o, = 10%. The blue square shows the true values of the cosmological
parameters. The change in the contour areas of the credible regions is marginal
and insignificant.

3.4 Deep-field delensing
3.4.1 Construction of deep-field survey

The SLICS simulations do not contain deep-field mock galaxy cat-
alogs, so the construction of such catalogs proved necessary. To
emulate state-of-the-art technologies, here we adopt a configuration
similar to the James Webb Space Telescope (JWST) ultra-deep field
(UDF) for the construction of the deep-field survey.

The observational setup and the redshift distribution of galaxies
that we adopt follow the simulated JWST UDF catalogs (Yung et al.
2022). Since the satellites might be too dim to perform accurate
measurements of their shapes, only the field galaxies within the
catalogs are counted towards the galaxy number density. Fig. 12
shows how the galaxy density (i.e. galaxy number within one arcmin?
and redshift bin) changes with redshift in our simulated deep-field
survey. Note that the measurement errors in galaxy shape for the
JWST UDF are complicated and small compared to the shape noise.
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Figure 11. The area of the credible region contour as a function of the dispersion of residual magnification o7, for the delensed golden siren under formation
models poplII (left), Q3d (mid) and Q3nod (right). The horizontal dotted line denotes the area in the uncorrected case. The plots show the increasing trend of
the contour area with growing o .. Random Poissonian errors from the sampling processes are responsible for the fluctuations at high o, . To improve the
cosmological parameter estimation significantly (factor of two or greater reduction), the residual dispersion o, for the golden siren after delensing should be

less than 2%.
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Figure 12. The galaxy distribution ng, as a function of redshift z for the
JWST-like galaxy catalogs used in our study. The galaxy number denotes the
total number of galaxies within one square arcminute and redshift bin. The
blue curve shows the corresponding density distribution function. There is a
sudden truncation at z = 3, aligning with the maximal redshift for lensing
maps in SLICS.

For simplicity, therefore, only the shape noise will be counted in
determining the shear dispersion per galaxy, i.e. 0 = Ogpape = 0.26
(Schaan et al. 2017). Other information about the simulated deep-
field survey is summarized in Table 3. Note that the underlying weak-
lensing maps are the same as in the LSST-like wide-field survey.

To make a consistent construction of the deep-field survey with
respect to the lensing maps, we produced deep-field mock galaxy
catalogs so that the positions of the galaxies trace the underlying
dark matter distribution with a fixed bias. We do this by utilizing the
projected 2D density contrast 6, (6, z) defined by Eq. (12) such that
the density distribution of galaxies in each redshift bin is proportional
to the mass distribution projected within the bin (Harnois-Deraps
et al. 2018). The proportionality constant is the linear galaxy bias
which is assumed to be b = 1.18, the same as the bias in the KiDS-

HOD mocks included in SLICS.!8 The redshifts of the galaxies
within a bin follow a random uniform distribution for each line-of-
sight.

This construction has the advantage that both the lensing maps and
deep-field galaxy catalog arise from the same set of density contrasts
62p (0, 7). However, the bias here is a fixed parameter instead of being
redshift, scale and mass dependent. The linear bias model might
also not be sufficient for explaining the small-scale galaxy/matter
distribution. Future studies are necessary to investigate these effects.

The augmented galaxies added to our deep-field catalog could be
interpreted as galaxies too faint to be observed in a wide-field survey.
However, since the approach to simulate the augmented galaxies is
too simplistic, these galaxies are not considered as the potential host
galaxies for SMBHBs and hence not viewed as samples towards
the distributions p(res|kest). This issue will be further discussed in
Sec. 5.

3.4.2 Deep-field delensing results

The high number density of galaxies strongly suppresses the shape
noise and only a small smoothing scale is required to obtain an ac-
ceptable signal-to-noise ratio. This is very beneficial for extracting
small-scale signals in reconstruction and thus allows one to sub-
stantially reduce the residual dispersion o, for standard sirens. In
Sec. 3.3, the golden siren is assumed to have redshift zg > 1 and
hence the distribution p (pres|kest) Will be investigated at z > 1 only.

As Fig. 13 shows, the residual dispersion o, can be reduced by
delensing to around 60% of the uncorrected dispersion at z; = 2.9
with the optimal filter scale 85 ~ 8 arcsec. Under the best filter scale
0s ~ 8 arcsec, the redshift dependence of the residual dispersion
Oy 18 shown in Fig. 14. Obviously, the delensing outcomes are
significantly better than the LSST-like wide-field surveys.

Apart from smoothing, which wipes away the small-scale fluctua-
tions, the mass-sheet degeneracy originating from the limited size of
the deep survey also contributes to the residual dispersion o, . The
size of the JWST UDF is much larger than the Hubble Space Tele-
scope UDF, but it is still not sufficient for the mass-sheet degeneracy

18 Both the LSST-like mock catalogs and the KiDS-HOD mocks are straight-
forward extensions of a single HOD model.
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Total area of the field ~ The redshift range ~ Galaxy number density =~ Resolution of lensing maps  Shear dispersion (single galaxy)
11 x 11 arcmin? 0-3 ~ 2500 arcmin 2 ~ 4.6 arcsec oy =0.26
Table 3. Relevant information about the JWST-like deep-field catalog used in this study.
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Figure 13. The dispersion of residual magnification o, (dashed line) for
sirens at redshift zg = 2.9 as a function of the smoothing filter scale 6y
from a JWST-like deep-field survey. The solid horizontal line marks the
magnification dispersion without correction. The optimal smoothing filter
scale is around 8 arcsecond, resulting in a 42% reduction of the residual
dispersion.
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Figure 14. The dispersion of residual magnification o, (dashed line)
as a function of the siren’s redshift z. The dispersion without correction
(uest = 1, solid line) is compared to the residual dispersion with convergence
reconstructed from a JWST-like deep-field survey under the optimal filter
scale (dashed line). The weak-lensing errors are reduced by around 30 ~ 40%
at all redshifts, significantly better than the outcomes from LSST-like wide-
field surveys.
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Figure 15. The logarithmic band power of the convergence field at z = 2.9.
The area under the curve at different intervals of the wavenumbers A for
the fluctuation modes quantifies their contribution to the total variance. The
fluctuation modes with wavenumbers A¢ =~ 80 arcsec contribute the most.
The detection window for the fluctuation modes limited by smoothing (lower
limit) and finite size of the field (upper limit) is also denoted. Note that the
log scale in the x axis has been compensated so that the proportion of the
area under the curve is the same as in linear scale. However, no manipulations
have been carried out on the y axis.

problem to be negligible. Basically, the smoothing and finite size of
the observation field put lower and upper bounds on the detectable
scale in convergence fluctuations. Fig. 15 illustrates the logarithmic
band power of the convergence field at z = 2.9, which illustrates the
contribution at different fluctuation scales to the total convergence
variance by the area below the curve. The best window of detection
is also denoted in Fig. 15.

Although the peak in the logarithmic band power of convergence
has been included in the window, signals out of the detection window
are not inconsiderable, especially the part from the large-scale fluc-
tuations. Fortunately, as mentioned in Sec. 2.3.3, fluctuations larger
than the deep survey area can be partially eliminated by an accompa-
nying wide-field survey. The large-scale fluctuations beyond the size
of the deep images can be picked up by a wide-field survey that has
an adequate field size. We will present the method and results of this
combination in the following section.

3.5 Hybrid observation delensing

Sec. 3.2 demonstrated that LSST-like wide-field surveys are blind
to sub-arcminute convergence fluctuations that would require sig-
nificantly high galaxy densities to probe them. However, they have
the potential to detect fluctuations larger than a few tens of arcmin-
utes since wide-field surveys of this type have enough width and the
shape noise problem is less serious for these scales of consideration.
To take full advantage of the potential of delensing, we can therefore
estimate the siren’s magnification from a hybrid observation com-
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posed of both deep- and wide-survey data, similar to the composite
approach considered in Shapiro et al. (2010). The wide survey is
dedicated to probing fluctuation modes larger than the size of the
deep image and the deep survey is able to recover fine features.

Although the underlying matter fluctuations are non-Gaussian in
principle, we assumed that the fluctuation modes larger than the size
of the deep survey do not couple to the modes within the deep image.
This can be partially justified by the relatively large area of the JWST-
like UDF (11x11 arcmin®) where the fluctuations beyond the size of
the UDF are within an almost linear regime and well approximated
by a Gaussian random field. Future studies should investigate this
caveat and how it depends on the specific choice of the deep field
survey.

In this scenario, we are unconcerned about small-scale fluctuations
in the LSST-like wide-field survey. Therefore, the pixel size used in
reconstruction for the dedicated wide-field survey should be the same
as the field size of the deep survey. Then the number of galaxies within
one pixel increases dramatically, making the shape noise less severe.

However, the galaxy density may not be sufficient to obtain an
acceptable signal-to-noise ratio even under this chosen pixelation
and certain smoothing can be helpful to reduce the noise level. To
quantify the ability of a wide-field survey for removing the mass-sheet
degeneracy of the deep survey, we defined the residual mass-sheet
degeneracy as,

Hres(ms) = Hms — Hest(ms) (33)

where pnys is the part of magnification contributed from the fluc-
tuation modes larger than the deep survey size and peg(ms) is the
estimated value for ypys from the wide-field survey.

Fig. 16 quantifies how the dispersion of the residual mass-sheet
degeneracy oy, changes as a function of the filter scale 05 for a
siren located at z = 2.9. It illustrates that the mass-sheet degeneracy
uncertainty in aJWST-like deep-field survey can be reduced to ~ 60%
with the help of an LSST-like wide-field survey.

With the optimal filter scale 6, Fig. 17 illustrates the dispersion of
the residual magnification o, as a function of the siren’s redshift
zs under different observation schemes. The weak-lensing errors
can be reduced by half for sirens at zg = 2.9 on average under a
futuristic hybrid observation (JWST-like + LSST-like surveys). A
similar but smaller reduction is achievable for sirens in the range
1 < z < 3. Itis clear from this Figure that the mass-sheet degeneracy
problem in a JWST-like deep-field survey is not dominant, since the
total elimination of mass-sheet degeneracy by an (artificial) perfect
wide-field survey does not improve the results significantly, and an
LSST-like wide-field survey already produces results close to the
perfect case and hence is good enough for breaking the mass-sheet
degeneracy in a JWST-like deep-field survey. This conclusion may
change if the total area of the adopted deep-field survey deviates from
the JWST UDF configuration, and the galaxy density of the chosen
wide-field survey is also important to this conclusion.

In a Bayesian approach, one might prefer to use the individual
probability distributions p (res|kest) of the residuals pres given the
individual estimate of convergence keg rather than using a common
residual distribution p(ures). The probability distribution of esti-
mated convergence p(kest) at z = 2.9 is represented in Fig. 18. It
is clear that the median is less than zero, i.e. it is more probable to
obtain an estimated convergence less than zero. Fig. 19 quantifies
the value of O ptges | ey 35 @ function of the estimated convergence Kest
from different observation schemes at z = 2.9. As Fig. 19 depicts,
low estimated convergence corresponds to small residual dispersion,
which appears more encouraging than the marginalized residual dis-
persion. The vertical dashed line indicates the median of «eg, which
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Figure 16. The dispersion of the residual mass-sheet degeneracy o7, (ms)
(dashed line) for sirens at redshift zg = 2.9 as a function of the smoothing
filter scale 65 from an LSST-like wide-field survey. The solid horizontal line
marks the residual mass-sheet degeneracy without correction. The optimal
smoothing filter scale is ~ 5.5 arcminute with a ~ 40% reduction.
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Figure 17. The dispersion of residual magnification o, as a function
of the siren’s redshift z under different observational schemes. Solid: the
dispersion without correction (uest = 1). Dashed: the residual dispersion with
convergence reconstructed from a JWST-like deep-field survey. Dotted: the
residual dispersion with convergence reconstructed from a hybrid observation
consisting of a JWST-like deep-field survey and an LSST-like wide-field
survey. Dot-dashed: same as the dashed case but free from the mass-sheet
degeneracy problem. The filter scale in all cases is tuned to be optimal.

is the same as the dashed line in Fig. 18. Therefore, under a futuris-
tic hybrid observation scenario, there is a 50% probability that the
weak-lensing error for a siren at z = 2.9 can at least be reduced by
half and the reduction can reach ~ 65% in the most fortuitous case.

4 DISCUSSION

In Sec. 3.5, the main conclusion presented is that, even for sirens at
zs = 2.9, the weak-lensing errors can be reduced by about a factor of
two on average using convergence maps reconstructed from galaxy
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Figure 18. The probability distribution of estimated convergence ke at
z = 2.9. The black solid curve shows the corresponding probability density
function. The red dashed line denotes the median of the estimated convergence
which is clearly less than zero.
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Figure 19. The dispersion o7 |x.q (Kest) Of the conditional distribution
P (tres | Kest) Of the residual magnification pres = pt — Hest as a function of the
estimated convergence ke at redshift z = 2.9. Different observation schemes
are considered and the vertical dashed line is the same as in Fig. 18. The solid
red line indicates the dispersion of the uncorrected magnification. There is a
50% probability that the weak-lensing error for a siren at z; = 2.9 can at least
be reduced by half and the reduction can reach ~ 65% in the most favourable
case.

shape information, provided we have access to future hybrid observa-
tions that combine wide- and deep-field surveys. Similar results were
obtained in Shapiro et al. (2010) but with a much lower expectation
on the depth of the deep-field survey. The deep-field survey adopted
in Shapiro et al. (2010) has galaxy density ng, = 1000 arcmin™2
while the JWST-like UDF adopted in our work assumes a galaxy
density ngy & 2500 arcmin~2. Moreover, Shapiro et al. (2010) only
assumed 2D galaxy shape maps while we make use of the redshift
information for individual galaxies. The reason why Shapiro et al.
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Figure 20. Comparison between the uncorrected magnification in Shapiro
et al. (2010) and in SLICS (Harnois-Deraps et al. 2018). The uncorrected
magnification is larger in SLICS at all redshifts, indicating that Shapiro et al.
(2010) underestimated the small-scale fluctuations according to their assump-
tions.

(2010) could achieve essentially an equivalent result but with simpler
requirements is that some assumptions made in that work turn out to
be invalid.

First, Shapiro et al. (2010) did not make use of any numerical N-
body simulations to obtain the matter fluctuation distribution, instead
extending the Smith et al. (2003) fitting formula for the matter power
spectrum beyond its accepted range of validity and assuming that
matter fluctuations remain Gaussian even at the smallest scales. This
approximation should be tested by numerical N-body simulations
like SLICS, which compute the non-linear evolution of dark matter
under gravity and thus resolve the structure formation deep in the
non-linear regime.

As Fig. 20 shows, the uncorrected magnification in Shapiro et al.
(2010) is smaller at all redshifts than the uncorrected magnification
in SLICS. This indicates that the approximation and extension made
in Shapiro et al. (2010) appears to underestimate the matter power
spectrum, especially at the small scales where the fitting formula is
no longer valid. This also appears to render the shape noise problem
less serious than it is in reality. Thus, the galaxy density required to
achieve a factor of two reduction of the weak-lensing error appeared
to be lower than it is found to be in our case.

Shapiro et al. (2010) also underestimated the shear dispersion for
a single galaxy o. They assumed o, = 0.2, which incorporates
intrinsic shape dispersion, background noise from the sky and the
camera, and noise due to an imperfect deconvolution of the PSF. As
the paradigm has shifted over the past decade, now the consensus is
that the intrinsic shape dispersion for each galaxy is up to Tgpape =
0.26, and higher for oy since other noises are included (Schaan et al.
2017).

Finally, Shapiro et al. (2010) made use of the first weak gravita-
tional flexion # and second weak gravitational flexion G maps to
reconstruct the convergence maps. The weak gravitational flexions
are derived from the third derivative of the lensing potential y () and
hence they are more sensitive to small-scale fluctuations than is shear.
Including flexion allows one to supplement the shear measurements
when reconstructing the small-scale modes.

However, in practice, only the reduced flexion fields F and G
are directly observable and measurements of the second reduced
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flexion G are extremely delicate and generally dominated by noise
(Rowe et al. 2013). Furthermore, the reduced flexion dispersion per
galaxy is underestimated in Shapiro et al. (2010). The first flexion
dispersion per galaxy is assumed to be o = 0.5/arcmin while a
later paper demonstrated that o = 1.56/arcmin 19 inferred from the
outcomes of Hubble’s Advanced Camera for Surveys with realistic
galaxy morphology (Rowe et al. 2013). Other works based on the
Hubble Space Telescope (HST) including Cain et al. (2011) and
Lanusse et al. (2016) reported or adopted the same value for of.

In principle, or should be different in distinct deep-field surveys
due to the unique PSF and PSF correction for each survey, but the
values are expected to be around the same level. Further studies are
needed to confirm this hypothesis. Nonetheless, given that the recent
estimate of o for the Hubble UDF is already three times larger than
the estimate in Shapiro et al. (2010), we expect that the inclusion of
flexion maps would not improve the result significantly and hence we
have discarded the use of flexion in this analysis. Therefore, Shapiro
et al. (2010) overestimated the contribution from flexions ¥ and
G in weak-lensing reconstruction. All of the reasons above account
for why Shapiro et al. (2010) obtained similar delensing outcomes
but with a much lower expectation value for the depth and number
density of the deep-field survey.

Hilbert et al. (2011) also investigated the accuracy of weak-lensing
reconstruction to infer the siren’s magnification. They made use of
galaxy shear and flexion maps to reconstruct the convergence maps,
following the same assumptions for the single galaxy shape disper-
sion as in Shapiro et al. (2010). Therefore, Hilbert et al. (2011) also
underestimated the values for oy, o and og. Their analysis in-
dicated that the weak-lensing error for a siren with zgz = 3 can be
reduced to 72% if only the shear data is available.

Although Hilbert et al. (2011) underestimated the single galaxy
shape dispersion, they obtained worse error reduction results com-
pared to our outcomes mainly because their adopted weak-lensing

survey had a much lower galaxy number density, i.e. ng =

500 arcmin™2.

Another possible reason for their worse performance is because of
the adopted N-body simulation. The backbone dark matter N-body
simulation used to generate the weak-lensing maps in Hilbert et al.
(2011) is the Millennium Simulation (MS) by Springel et al. (2005).
While the comoving side length of a grid cube in the MS, Ly,
is comparable to SLICS, the MS has a smaller dark matter particle
mass mp and a higher particle number n), within one comoving
cube. However, the difference in m, and n, is not significant, so the
resolution of MS is only slightly higher. The higher mass resolution
in the backbone N-body simulation enables Hilbert et al. (2011)
to build weak-lensing maps with higher resolution. Therefore, the
resolution of weak-lensing maps in Hilbert et al. (2011) is 3.5 arcsec,
slightly higher than the resolution of 4.6 arcsec of the weak-lensing
maps in SLICS.

However, the adopted cosmological parameters in the MS are
somewhat outdated: Q,, = 0.25, Qx = 0.75, h = 0.73, ng = 1 and
og = 0.9, which differ from the recent best-fit values20. Hilbert et al.
(2011) used these parameters and simulated weak-lensing maps via
the Multiple-Lens-Plane ray-tracing algorithm. Since the techniques
and resolution are similar, the deviations in the weak-lensing maps
are expected to be the consequence of differences in cosmology.
These will lead to different initial amplitudes and evolution of the
matter density fluctuations. Moreover, the comoving distance as a

19" The reduced factor is negligible in the weak-lensing regime.
20" See the end of Sec. 2.5.3 for the best fit values from current observations.
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Figure 21. Comparison between the uncorrected magnification in Hilbert
et al. (2011) and in SLICS (Harnois-Deraps et al. 2018). The uncorrected
magnification in Hilbert et al. (2011) is slightly larger at all redshifts. The
small deviation is expected to originate from differences in the cosmological
model, as the adopted o7g is somewhat larger in Hilbert et al. (2011).

function of redshift will also be affected by cosmology, which plays
a vital role in calculating the lensing properties at specific redshifts.
Therefore, the cosmology dependence of the weak-lensing maps is
rather complicated.

As shown in Fig 21, the uncorrected magnification in Hilbert
et al. (2011) is slightly larger than the uncorrected magnification
in SLICS at all redshifts, which is expected as the oy is larger in
Hilbert et al. (2011). Fig. 22 further demonstrates that the excess
of the uncorrected magnification in Hilbert et al. (2011) compared
to SLICS is specifically contributed from small-scale fluctuations.
Note that the shear measurements are less sensitive to small-scale
fluctuations due to shape noise. Therefore, even if Hilbert et al.
(2011) could have adopted the same deep-field survey used in our
work, we would anticipate that the outcomes would still be worse
compared to ours.

Surprisingly, we find that the statistical relations between lensing
properties at different redshifts have similar trends regardless of the
different cosmologies adopted in the two studies. This can be demon-
strated by comparing Fig. 5 and Fig. 6 to the corresponding figures in
Hilbert et al. (2011) (Fig. 16 and Fig. 17). Therefore, the correlations
between lensing quantities at different redshifts may be insensitive to
cosmology, which would be interesting to investigate further in the
future.

One more issue in Hilbert et al. (2011) is the lack of simulations
of wide-field surveys to break the mass-sheet degeneracy for the
simulated deep-field survey. Hilbert et al. (2011) assumed perfect
removal of mass-sheet degeneracy by a wide-field survey, and hence
the reduction of the weak-lensing errors should be even smaller in
practice.

Finally, Shapiro et al. (2010) and Hilbert et al. (2011) studied only
the homogeneous galaxy distribution at one specific redshift slice.
By contrast, the galaxy catalogs used in our work consider both
configurations of the observational program and the underlying mat-
ter distribution. Thus, the distribution is generally inhomogeneous
at each redshift slice. Therefore, we believe that the shape noise,
which is related to the number of galaxies within one pixel, is better
modelled in our work.

Furthermore, the selection effects in estimating lensing distribu-
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Figure 22. The dispersion of residual magnification o, at redshift z = 1.5
as a function of the smoothing filter scale 65 from a perfect reconstruction
in Hilbert et al. (2011) (dot-dashed) and SLICS (Harnois-Deraps et al. 2018)
(dashed). Same as in Fig 4, o7 is contributed from the modes with scale
below 6. The horizontal lines mark the magnification dispersion without
correction in Hilbert et al. (2011) (dotted) and SLICS (Harnois-Deraps et al.
2018) (solid). The dot-dashed line is higher than the dashed line, especially at
small 6y, indicating that the convergence maps in Hilbert et al. (2011) have
larger small-scale fluctuations compared to SLICS.

tions for standard sirens was not investigated carefully in both Shapiro
et al. (2010) and Hilbert et al. (2011). The selection effects are in-
duced by the correlation between the siren’s total mass and the un-
derlying mass density field since a high-mass siren will tend to be
located in the denser part of the density field. Hence the lensing dis-
tributions for sirens with different total masses are distinct. However,
Shapiro et al. (2010) assumed that every line-of-sight in the obser-
vation field can serve as an equal sample towards the distributions
of weak-lensing properties for the sirens. Hilbert et al. (2011) made
a similar assumption but weighted each line-of-sight by its inverse
magnification to account for this selection effect.

To model the selection effect more carefully, we made use of the
empirical relation given in Eq. (28) to correlate the total mass of the
SMBHB with the luminosity of the host galaxy in the r-band. The
luminosities of galaxies in the LSST-like catalogs are simulated by a
HOD method and hence trace the underlying matter distribution and
lensing fields. By selecting galaxies with a specific range of luminosi-
ties, we can model the selection effects and evaluate the dependence
of lensing distributions on the siren’s total mass. Nonetheless, a com-
plete treatment using this approach will require future studies, which
will be discussed further in the following section.

5 CONCLUSIONS AND OUTLOOK

SMBHB systems are standard sirens that can provide accurate dis-
tance measurements based on their well-understood GW signals.
However, gravitational lensing induces significant errors in the mea-
sured luminosity distances of high-redshift SMBHBs and the lensing
errors are in general comparable to their measurement errors. More-
over, the lensing errors can not be averaged out due to the paucity
of SMBHBs. Therefore, gravitational lensing of SMBHBs severely
limits their usefulness as standard sirens and their power to constrain
cosmological parameters.

MNRAS 000, 1-20 (2022)

In this work, we investigated how much the weak-lensing errors
can be reduced by weak-lensing reconstruction, making use of the
latest numerical simulations. We then considered the potential impact
of ‘delensing’ strategies on cosmological parameter estimation.

The main conclusion of our work is that the weak-lensing errors
for sirens at zg = 2.9 can be reduced by about a factor of two on
average, under a futuristic hybrid observation involving wide- and
deep-field galaxy surveys. However, such a hybrid observation re-
quires an expensive ultra-deep field and hence might only be feasible
for one particular siren in practice. Consequently, performing such
a correction is unlikely to be worthwhile since the reduction of the
error on the estimated luminosity distance for just one siren is likely
insufficient to significantly improve the inference on the cosmologi-
cal parameters.

Our analysis suggests that galaxy surveys can not sufficiently re-
cover lensing structures at small scales due to the shape noise and
thus the delensing performance is not satisfactory. Nonetheless, our
conclusions might change if for example CMB lensing maps were
incorporated. Other EM observations that can infer the density field
along the trajectories of GW, such as tomographically-reconstructed
galaxy density fields, might also be helpful for delensing. Future
developments in the application of high-precision flexion measure-
ments may also improve the outcomes significantly.

However, as pointed out at the end of Sec. 2.4, we do not fully
consider the non-Gaussian nature of the weak-lensing fields as we
ignore the discussions about higher moments of the lensing distri-
butions, which should be addressed in future work. Additionally, we
have ignored higher-order weak-lensing effects such as reduced shear
and flexion. The contaminating effects such as intrinsic alignments
are also neglected in our work.

Another limitation of this work is related to the modelling of the
selection effects. As demonstrated in Sec. 2.5.3, many high-redshift
sirens do not have appropriate host galaxy candidates within the
LSST-like catalogs since the suitable galaxies are below the lumi-
nosity threshold at the siren’s redshift. This can be solved by con-
structing HOD-based deep-field catalogs from the same set of dark
matter N-body simulations. Note that the mock deep-field catalogs in
our work only simulate the galaxies in a simple way and do not con-
tain information about the mass or luminosity of the galaxies. This is
the reason why we do not consider the galaxies in the deep-field sur-
vey as SMBHB candidates and do not investigate the dependence of
lensing distributions on the siren’s total mass. Therefore, a complete
treatment of the selection effects should rely on future deep-field
catalogs that simultaneously include weak-lensing maps and dim
galaxies with the necessary properties.

Furthermore, the lensing convergence power spectra at different
redshifts are related to cosmology. Therefore, the construction of an
optimal magnification estimator should depend on the cosmology and
the misalignment of the assumed cosmology to the real cosmology
might also introduce a bias in the analysis. Additionally, the accuracy
of the estimated magnification might also be cosmology-dependent.
In this work, we only compare outcomes between two sets of cosmo-
logical parameters. The cosmology dependence of error reduction
should be further explored in future studies.

Besides, future studies might incorporate weak-lensing data di-
rectly into the estimation of cosmological parameters by making use
of their cosmology dependence. The weak-lensing data can be ob-
tained solely from the lensing of the GW signals (Congedo & Taylor
2019) or derived from the synergy of galaxy surveys and GW experi-
ments (Balaudo et al. 2022). The cross-correlation of the GW lensing
signals with the cosmic density field probed by EM observations has
the potential to validate the standard model of cosmology and also
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the general theory of relativity (Mukherjee et al. 2020b; Mukherjee
et al. 2020a).

Moreover, the effect of masks in the observed shear maps should
also be accounted for properly. Since the KS inversion method is
non-local, then realistic weak-lensing reconstructions suffer from
the missing-data problem even if the targeted siren lying outside
the mask. To solve the problem, methods equipped with inpainting
techniques like the KS+ method can be helpful (Pires et al. 2020).

Finally, the weak-lensing reconstruction can be improved by new
approaches for galaxy shear measurements such as the kinematic
lensing method (S. et al. 2022). The kinematic lensing method com-
bines photometric shape measurements with resolved spectroscopic
observations to infer the intrinsic galaxy shape and directly estimate
the lensing shear. The kinematic lensing method has an order of mag-
nitude improvement over the traditional method, which is very useful
in the context of weak-lensing reconstruction. Methods for 3D weak-
lensing reconstructions might also help to reduce the weak-lensing
errors for standard sirens (Leonard et al. 2014).
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APPENDIX A: DERIVATION OF THE POSTERIOR AND LIKELIHOOD

The posterior on the cosmological parameters should be derived as,

P(Q|Zs , diens) p(Dow | 2, Zs , diens)
P(Dgwlzs , diens) .
where the Bayesian evidence p(Dgw|Zs,djens) is ignored as it is irrelevant to the derivation. zg,dje,s can be regarded as background
information.
The Dgw includes the observed luminosity distance D‘ibs and their measurement uncertainties op, . In this paper, we only consider bright
sirens, so we ignore the errors in redshifts since they are expected to be much lower than the errors in luminosity distance measurements. We
also ignore the dependence of op, on other parameters for simplicity. Then the likelihood becomes

P(DGw| Q. 25, dien) < | | p(DS™ |0, , Q. 25, diens) (A1)
i

P(§| Dgw > Zs , diens) =

We ignore the cosmology dependence of the weak-lensing data as assumed in Sec. 2.2 and assume that weak gravitational lensing does not
affect the measurement uncertainties op L21' The observed luminosity distance is related to the lensing magnification by 4. Then the likelihood
is

& / I_l p(D2b5| ODy,» é’ Zs, Qiens» /l) p(.”' diens, ZS) du, (A2)
i

where y is the true lensing magnification for each siren. The lensing data dje,s can yield an estimate of the magnification pegst to correct the
luminosity distance. Therefore,

o / l_[ P(Dzbs| IDy.» é’ Zs, Hests 1) P (1] Qiens. Zs) dpt - (A3)
i

Since the measurement uncertainties op, are obtained from the Fisher matrix formalism with first-order approximation, the measurement
error distribution should be Gaussian. The predicted luminosity distance Dy (Eq. (2)) and observed luminosity distance D%bs for each siren
should be corrected by the estimated magnification pest, then

[ 1 [ exp (D1 @20 R X VFw - D3 x VB2 203, | (1l e 25 (Ad)

Since both u and pest are close to one with high probability (within 207), then /test/it = (1 + (pest — )/2). Let Di‘“(fl, Zss 1 — Hest) =
Dy (Q,zs) X (1 + (test — p)/2). Finally, the likelihood is given by,

o] f exp [ (DS (S, 25, 1 = prest) = DY 120, | X 1 = pestl s, 25) dit (A5)
i
where DOLbS’Cor = D‘ibs X A[test and p (u| dieps, zs) is equivalent to p(u — est| dienss Zs) since pest depends only on diepg and zg.

This paper has been typeset from a TEX/I&TEX file prepared by the author.

21 For high SNR signals, the ratio of the measurement errors op ;. for the unlensed and lensed signals is equal to the ratio of their SNRs, by the Fisher
Information Matrix formalism. The SNR of the original signal and the (de)magnified signal only differ by a factor of y/u. Therefore, weak lensing will only
induce a small change (probably within a few percent) in the measurement error o, of the luminosity distance, which we regard as negligible.
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