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Abstract 
Surveillance practices have become increasingly widespread in Higher Education. Students and staff are monitored both physically 
and digitally, using a range of technologies and for a variety of purposes. Many technologies and systems introduced for other 
reasons (e.g., for resource sharing, communication, or collaborative work) offer additional surveillance capacities, either as 
designed-in or incidental features. These surveillance practices, whether already realised or present as possibilities, have the 
potential to profoundly change Higher Education both as a sector and as a process. There is thus a need for those working (and 
studying) in the sector to recognise and thus have the opportunity to question or resist these changes. This paper describes an attempt 
to use participatory speculative fiction to enable this recognition and articulation. It illustrates the power of the surveillance 
imaginaries that emerge from this approach to reveal deep and complex connections between surveillance, anonymity, knowledge, 
and power. 
 

Introduction: Surveillance Technologies in Higher Education 

The prevalence of surveillance practices (Zuboff 2019) in Higher Education (HE) can be associated with 
the increasing technologisation and datafication of the sector (Beetham et al. 2022). While it might be argued 
that there has always been an element of surveillance in education, with students’ progress monitored and 
performance tracked over time, shifts to more digitised practices have increased both potential and actual 
surveillance. Actors at all levels of the sector are drawn into these practices. Students’ presence and 
movements in both virtual and physical campuses are increasingly the subject of close monitoring. Staff 
work patterns and outputs in all spheres of work, from academic to support services, are increasingly 
recorded and used in appraising individual and institutional performance. The data that allow for 
surveillance are generated and captured from many sources, including visits to university websites, 
engagement with institutional learning management systems, assessment submission and outcomes data, 
library use, extension requests, email traffic, use of software such as Microsoft Teams, and more.  

There are many reasons for the spread of these surveillance practices. A combination of funding pressures, 
massification, and changes in perceptions of the purposes and social function of HE have led many 
universities to embrace New Managerialist thinking and practices (Deem 2020) that embed market 
principles into institutional governance, leading to a belief that the continuous and pervasive collection of 
data concerning student and staff work practices is essential for the creation of new efficiencies. As state 
funding decreases in many countries, universities have begun to emulate the corporate world, in particular 
seeking to adopt Business Intelligence practices (Guster and Brown 2012) in order to identify both business 
optimisation opportunities and new business opportunities. Data collection and processing have become 
intrinsic to universities’ knowledge management, strategic planning, institutional decision-making, quality 
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assurance and enhancement, and efforts to ensure student participation and retention (Bouwma-Gearhart 
and Collins 2015; Fong and Caldwell 2016). This is resulting in the objectification, quantification, and 
recording of a very wide range of HE practices, including learning (Beetham et al. 2022; Williamson 2018; 
Wilson et al. 2017a, 2017b). 

The shift to remote working and remote teaching that occurred during 2020 as a result of the COVID-19 
pandemic accelerated the already-existing trend towards increasing digitisation of HE practices and 
processes. Some of the new practices introduced during this period (such as remote proctoring of exams 
undertaken in students’ own homes) may be temporary. Others (such as hybrid working and teaching, 
reduced face-to-face contact hours, and increased attendance monitoring) are likely to be here to stay, as 
universities identify advantages in what are seen as more flexible and agile ways of working. Not all digital 
practices have surveillance or monitoring dimensions, but many do, whether as core, design-in, or incidental 
features and whether realised and acted on or existing as latent possibilities. 

There are several aspects of the surveillance practices emerging in the HE sector that give cause for concern. 
In this context, surveillance practices are often introduced as a solution to perceived problems, with 
insufficient consideration for longer term and unintended consequences. Their introduction is treated as a 
technical and administrative matter, rather than one based on ethical and pedagogical considerations. There 
seems to be a belief that technologies do only what is asked of them, yet the consequences of introducing 
them can be “surprising and at odds with their original intent” (Knox 2010: 5). Even the well-meaning use 
of these tools can have consequences for staff and student privacy, and for relations of trust (Beetham et al. 
2022). Equally importantly, the rendering of student and academic activities as data signals a return to a 
rather behaviourist perspective, which is deeply at odds with models of learning that emphasise conceptual 
development and social interactions. It raises the risk of valuing what we can measure rather than measuring 
what we value (Biesta 2009). The management and movement of data raise an additional concern: control 
over data may be lost as universities increasingly purchase externally provided systems such as Amazon 
Web Services, and existing power inequalities between data owners/companies and the people whose data 
are being collected, analysed, managed, and shared may be exacerbated (Caines and Silverman 2021). These 
practices may create new inequalities emerging from the uneven distribution of knowledge of how to use 
(and take advantage of) new surveillance capacities. Thus, HE as a sector and as a process risks undergoing 
profound changes in relation to conceptions of learning and academic work, ownership, and power relations 
without the acceptance or perhaps even awareness of those working within it. There is thus a need for 
research that brings some of these issues and risks into the foreground and thus allows the possibility of 
challenge and resistance.  

In this paper, we describe findings from the Data Stories project, which set out to do just this through 
participatory speculative fiction (Wilson et al. 2022). We first describe speculative fiction and its use in 
researching surveillance; we explain how our approach builds on and extends existing speculative fiction 
approaches by temporarily engaging participants as “local” or “community-based” researchers who actively 
participate in the research process by creating their own speculative futures. We then describe our approach 
to both eliciting and analysing participant-authored stories, using two detailed examples to illustrate both 
the analytic process and some of the insights the research has yielded. Our work attempts to pool the 
creativity and imagination of our participants to generate a collective, if fragmentary, fractured, and at times 
contradictory, surveillance imaginary. It thus contributes to a growing body of research using creative 
approaches to surveillance studies, including sava saheli singh’s Screening Surveillance project,1 the 2021 
special issue of this journal dedicated to speculative fiction (Cahill and Newell 2021), and the “Dialogue” 
section of this journal. 

  

                                                   
1 https://www.screeningsurveillance.com/  
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Speculative Fiction and Surveillance Imaginaries 

Sociotechnical imaginaries are increasingly recognized as critical drivers of both change and stasis in an 
increasingly technologized world (see, e.g., Jasanoff and Kim 2015; Sismondo 2020). From popular science 
fiction to scholarly speculations, the ways we imagine our relationships with technology shape and are 
shaped by public discourses and expectations (Haraway 2019). The use of technology in education is tied 
to what Watters (2019) calls the “ed-tech imaginary”: stories that we tell ourselves about the role that 
educational technology plays in preparing students for the future. Teaching staff and learning technologists 
are both subject to and generative of ed-tech imaginaries, as they make daily use of the technologies that 
are already available to them and imagine and enact technology-mediated and technologically-facilitated 
pedagogies and learning environments. However, both teaching staff and educational technologists may 
increasingly be employed in precarious, relatively low-status positions within HE. Frequent use of digital 
collaboration, communication and learning, and teaching technologies and software in both work and leisure 
contexts may mean that such people are more aware than most of the surveillance capabilities that they are 
subject to. Such knowledge may render them simultaneously more able to understand and use the 
technologies available to them and more effectively subject to and suppressed by these technologies. This 
raises critical questions about how people who work and learn within an environment that is saturated with 
surveillance capacities, and whose relationship to the instruments of surveillance is ambivalent and 
ambiguous, can be enabled to talk about surveillance.  

There has been growing interest in the use of speculative fictions to understand the potential social impact 
of technological developments on education (e.g., Cox 2021; Markham 2021; Priyadharshini 2019; Selwyn 
et al. 2020). However, as with the use of speculative fictions in surveillance research more broadly (Cahill 
and Newell 2021), most of this work has involved researchers, rather than participants, in speculation and 
fiction-writing. From the start of the Data Stories project, we wanted to innovate by shifting authorship of 
these fictional stories from researchers to research participants. While there is a strong tradition of digital 
storytelling as a method in qualitative social sciences and arts-based research (see, e.g., De Jager et al. 2017), 
this has historically been dominated by factual storytelling in which participants are enabled to tell their 
own stories and have their voices heard. Here, we deliberately sought a way for participants to avoid relating 
straightforwardly true or factual accounts, to step away from the confessional or the accusatory, which might 
feel unfair, disloyal, or even risky. Instead, we wanted participants to be able to express themselves by 
imagining what might happen rather than describing what has happened. 

We aimed to facilitate the creation of short pieces of speculative fiction by teaching staff, learning 
technologists, and other participants with an interest in the growing use of technologies that might be (or 
are being) used to exercise some form of surveillance in HE. The aim was to create stories that explored 
possible futures in order to give expression to perhaps un-recognised hopes, concerns, and fears. Our 
approach to both story-generation and analysis is grounded in a Deleuzian perspective that focuses on 
interconnectedness and emergence, conceptualising both encounters between people and ideas/objects, and 
stories themselves, as assemblages. When people and ideas/objects connect in an assemblage, knowledge 
and affect flow. These flows may be shaped by lines of articulation (created by well-established patterns of 
expectation, response, behaviour, and routinized thought) and/or by lines of flight (moments of spontaneous, 
wild imagination that may open up new possibilities but also risk chaos). The interaction between these 
lines of articulation and flight creates opportunities for stories to emerge as a blend of the routine and the 
new, fact and fiction. In this project, our intention was to use participants’ own experiences of working with 
technologies to provide the stimuli for such assemblages. We also conceptualise the stories themselves as 
fluid assemblages emerging from the initial assemblages between people and stimuli. That is, stories are 
assemblages of actors and actions/interactions, which may be broken up and re-configured to form new 
stories. 
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Eliciting Surveillance Stories 

The research described in this paper took place in the context of the development of an international Higher 
Education After Surveillance initiative. The After Surveillance network consists of expert contributors from 
HE institutions, educational technology, and related contexts. It seeks to include researchers, teachers, 
technologists, students, and administrators in its work, and it aims to “analyze current surveillance practices 
in the higher education sector… to understand what post-surveillance futures might be desirable and how 
to work toward these” (Collier and Ross 2020). Useful research and commentary, and consequently new 
perspectives on data ethics, are continually emerging and evolving (McMillan Cottom 2019; Ross and 
Macleod 2018), but there has been little attempt to provide a central research hub or source of the kinds of 
insights and information researchers, educators, and activists need to make decisions about their approaches 
to surveillance in universities. One of our first goals has therefore been to create ways in which the diverse 
groups of stakeholders might talk openly (and perhaps anonymously) about their hopes and fears (what we 
might call their surveillance imaginaries) in this complex context. At present, the After Surveillance network 
is predominantly UK and North American-based, but the workshops described below tapped into our wider 
international networks. 

We took as our starting point the potential of storytelling offered by web-based technologies. However, we 
needed to clearly signal a desire to depart from the norms of “truthful” storytelling usually associated with 
web-based technologies. Rather than confessional or accusatory modes, we wanted to create a space in 
which stories and representations could side-step these overly-simplistic narratives and allow for more 
nuanced descriptions, recognising the potential tensions between risks and benefits, different loyalties and 
priorities, and different versions of right and wrong. 

In practice, this led us to design and create a Data Stories Creator: an online tool that enabled anonymous 
authoring of stories that probe surveillance imaginaries. The design of this tool took into account the limited 
scope for anonymity in most, if not all, free platforms used for storytelling (for example, Instagram, 
Snapchat, and Reddit). To produce an anonymous online storytelling space required building a tool rather 
than repurposing one. 

Following research into other story-generating tools, we developed a process to use prompt questions to 
generate the initial story-objects. The prompt questions were scripted following a detailed analysis of 
research literature on surveillance in HE (Adams 2010; Costa et al. 2018; Hall 2013; Hyslop-Margison and 
Rochester 2016; Knox 2010; Lorenz 2012; Macfarlane 2013; Melgaço 2015; Picciano 2014; Prinsloo and 
Slade 2015; Ross and Macleod 2018; Rubel and Jones 2016; Watson et al. 2017; Wilson et al. 2017a, 
2017b). We analysed this literature to identify repeated themes and concerns, and we drafted a series of 
questions that prompted respondents to explore whether these themes or concerns were relevant in relation 
to an experience they had personally undergone.  

Initial versions of the questions were trialled with seven participants in sessions conducted over video calls. 
These resulted in stories of varying degrees of development, with some participants more quickly able than 
others to take the story-objects generated by answering a few of the prompt questions and turn them into a 
narrative. The questions were then further refined. The questions used in the initial version of the online 
Data Stories Creator are listed in Table 1 together with an indication of how they were intended to help 
participants build stories. 
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Table 1: Prompt questions for the Data Stories Creator 

Question Rationale 

Who is being scrutinised? Exploring the actors involved in the data story 
(those subject to and conducting scrutiny, and the 
focus of the scrutiny). The intended or unintended 
advantages and disadvantages for actors are also 
invited for consideration. These questions focus 
attention on a particular episode or occurrence of 
surveillance. 

What is being scrutinised/quantified? 

Who is doing the scrutinising? 

Who else might have access to the data? 

Who benefits? What are the benefits? 

Who is disadvantaged? What are the disadvantages? 

What technologies enable the scrutiny? Pinning down the nature and location of the scrutiny 
(physical or digital, localised or widespread, 
ostensible and implicit purposes). Where is it taking place? 

Is the scrutiny regulated or unregulated? 

What is the purpose (e.g., monitoring, audit, resource 
allocation, control, comparison, correlation)? 

What are the motives (e.g., transparency, distrust, 
care)? 

Are the processes hidden or in full view? Describing the visibility and scope of processes and 
products of surveillance, including how 
personalised and overt they are. Are the processes targeted or all embracing? 

Are the data individualised or aggregated? 

Are the data identified or anonymised? 

What might trigger an action or intervention? Exploring the mechanisms of surveillance and its 
potential outcomes. 

What form might an action or intervention take? 

Is the scrutiny resisted, acquiesced to, or embraced? Imagining or articulating the affective and 
responsive dimensions of surveillance. 

What feelings might be aroused or associated with 
the scrutiny? 

What feelings might be aroused or associated with 
the scrutiny? 
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We then worked with a web developer in an iterative process of building, testing, and refining the story 
creator tool. The online tool included features that would allow for the breaking and remaking of 
relationships between different story-elements generated in response to the prompt questions, a 
reconfiguring the story assemblage. The texts of answers entered in response to the prompt questions were 
automatically transferred to a mapping page where they were displayed as movable elements on a blank 
canvas. This part of the tool allowed story-creators to make and break connections between these movable 
elements, and thus to reassemble their story. The final element of the tool was a “writing” page where 
story-creators could write an anonymous multimedia story (text, images, video, tweets, and GIFs are all 
possible elements of the story). The finished story could be saved and (optionally) submitted to be shared 
publicly on the website that housed the tool. Screenshots of the key pages of the tool are shown in Figures 
1–3. 
 

 
Figure 1: The “Prompts” page of the story tool 

 

 
Figure 2: The “Mapping” page of the story tool 
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Figure 3: The “Write” page of the story tool 

The tool was launched in mid-September 2020 and promoted using social media and via the HEAS network. 
However, the timing of the launch meant that most potential story-creators (teaching staff and learning 
technologists) were under exceptional pressures as they attempted to switch from the emergency remote 
teaching that had characterised the second half of the previous semester to a more sophisticated and well-
planned online mode (Hodges et al. 2020). Only a few stories were contributed spontaneously. As a result, 
we also conducted two synchronous online sessions designed to elicit contributions. The first of these was 
held as part of the Association for Learning Technology 2021 conference, and thus was predominantly 
attended by learning technology professionals. The second was organised as part of the seminar series 
organised by the Centre for Research in Digital Education at the University of Edinburgh and was attended 
by a mix of academics, casual teaching staff, learning technologists, and graduate research students. 

Reading Surveillance Stories 

At the time of writing, thirty-three stories have been created and published using the data stories tool. These 
stories include a range of characters, including students, academics and teaching staff, cleaners, and 
university security. They describe a range of technologies, both currently existing and imagined. They have 
also been set in both proximal and distal futures.  

As noted above, we view these stories as assemblages created out of interactions between participants and 
stimuli such as the prompt questions and their own direct experiences. The analysis that follows draws on 
assemblage analysis approaches (Feely 2020; Wilson 2021a, 2021b), recognising our own role as meaning-
makers in our readings of the stories and the contingency of both the stories and our readings of them. This 
sensitivity to contingency and interpretation does not mean, however, that we cannot learn from the stories. 
Although they could undoubtedly have been written in different ways (and indeed would probably be written 
differently by the same authors, if they were asked to do so at a different moment and in a different place) 
they act as an expression of beliefs, attitudes, and concerns that are real and important at the time of writing. 
They reveal what the writers imagine may be possible and how they imagine they and others might respond 
to increased surveillance cultures. In the version of assemblage analysis developed here and illustrated 
below, we treat the stories as assemblages of actors, actions, and contexts within which dynamics of 
knowledge and affect flow driven by “potential differences” of fear and hope. 

Taken as a collection, the stories suggest responses to surveillance that include acquiescence, obfuscation, 
resistance, and enculturation/adoption. These are, to a large extent, consistent with the responses to 
surveillance in other contexts that have been identified by other researchers (Lyon 2007) and we describe 
other story dynamics elsewhere (Ross and Wilson, forthcoming). Here, we examine the ways in which these 
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short fictions may reveal both noticed and unnoticed power dynamics by focusing on two stories. These 
were submitted on the same day, following the second synchronous online workshop, and thus were likely 
to have been created quickly, without time for extensive development and editing. The authors of these 
stories gave them the titles “Altruistic Academics” and “A motorboat in Ireland.” We have selected these 
two stories because they both address a key and recurring theme: anonymity. In the following, we illustrate 
the process of assemblage analysis, identifying and describing the affective power of different elements of 
the story assemblages. In so doing, we show how such an analysis helps to reveal complex relationships 
between anonymity, knowledge, and power. 

“Altruistic Academics” 
As readers, we start with the title, although the structure of the story creator tool means that, for the writer, 
this was probably chosen after the initial prompt and mapping processes generated the initial assemblage of 
story elements. The use of the word “altruistic” immediately positions the story as being concerned with 
moral action that involves some degree of selflessness on the part of the academic protagonists. The body 
of the story then starts as follows: 

The democracy activists requested that the video recording of their panel discussion 
not be posted on the conference website. 

This single sentence paragraph concisely establishes the key characters (democracy activists, whom we 
assume are also academics in light of the title) and the location in which the story takes place (a conference). 
The request not to post the recording suggests a fear of potential negative consequences if the contents of 
their panel discussion is made publicly available.  

The story continues: 

The conference organizers responded, “We’ll honor your request, exceptionally.” 
There were over 200 panels and it was impossible to attend every session. Recording 
the talks and posting them would allow speakers to reach so many more conference 
attendees. 

This paragraph, and particularly the word “exceptionally,” suggests that the protagonists’ concerns about 
consequences are shared by the conference organisers (and to quite a significant extent). Despite the high 
value attached to sharing ideas, the organisers agree not to post the recording of the session. We are left to 
imagine whether they are protecting the presenters or themselves, an authorial move that suggests a cultural 
expectation of monitoring and potential reprisal. 

The democracy activists thought, “Wait a minute. Why should we have to censor 
ourselves for fear of government reprisals, while other academics with less at stake 
could freely broadcast their views?” They had an idea. They hacked into the virtual 
repository where the conference videos were kept and remixed all the recordings, 
modifying voice and image so that it would be impossible to ever pin a name and face 
to a presentation. 

This complex paragraph acts on several affective levels. The explicit mention of government reprisals re-
emphasises the sense of danger associated with speaking out, suggesting that these democracy activists are 
operating within an authoritarian context. The reference to other academics with less at stake suggests a 
hierarchy of compliance and a distorted version of free speech where self-imposed constraint replaces 
externally imposed restrictions. This paragraph confirms the title’s suggestion that the main protagonists are 
heroes rather than victims, villains, or collaborators. They are resistant, creative, and resourceful. They are 
also in possession of specialist technical knowledge that confers upon them the power to subvert attempts 
at surveillance. 
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The author concludes the story as follows: 

All the attendees were delighted. Knowledge from the conference flowed openly like 
this, unencumbered by individual egos, career ambitions, and disciplinary boundaries. 
A generous meeting of minds! 

This final paragraph reinforces the heroic character of the main protagonists, adding a dimension of altruism 
as their actions not only protect themselves but also create a space in which everyone is freed through a 
deep form of de-identifiability. 

There are several important elements in this surveillance imaginary. The dystopic vision of a controlling 
observer is common to many of the stories created and published using our story creator. However, the 
vision encapsulated in this short fiction includes a reclaiming of power through specialist technical 
knowledge and, perhaps more importantly, a subversion of the notion (central to surveillance technologies 
such as Turnitin) that attribution is an essential element of academic work.  

In less than 400 words, this short speculative fiction manages to express a complex, nuanced, and multi-
layered awareness of the potential consequences of a widespread and unaccountable surveillance culture in 
HE. We now turn to our second example, which approaches anonymity and power from a dramatically 
different perspective. 

“A motorboat in Ireland” 
When first encountered, the title is incomprehensible. Perhaps this is a deliberate attempt to intrigue readers, 
who must read further in order to understand. 

Call me Ishmael 

It was the third of times, it was the second time 

It was a MOOC, capitalised because of shame and formality. It had happened for 
three years, but this had happened for two years now. One student, no participant, no 
thing. For they never studied, or participated, merely posted in the fora insulting the 
course. Each time I would try to assuage or refute or placate - all things you can do 
with trolls right? - screw grammar - - - - - ; ! ?  

AND ORTHOGRAPHY 

The opening line is taken from the opening of Herman Melville’s novel Moby Dick, a novel that tells a tale 
of monomaniacal obsession and of a hunt-to-the-death pursued by a captain who has come to see an animal 
as his nemesis. The second line references Charles Dickens’s A Tale of Two Cities, a novel in which the 
main protagonist is an anti-hero exposed to constant life-threatening danger, and through which Dickens 
explores themes that are central to much of his work such as injustice, inequality, and social anarchy. 
However, instead of announcing an age of wisdom and foolishness, the author uses this perhaps intentionally 
grandiose gesturing at two literary classics to let us know that the story deals with a repeat experience. The 
third and fourth paragraphs situate the story in a specific and highly public teaching context (a Massive 
Open Online Course, or MOOC), effectively express the narrator’s mounting frustration and irritation, and 
identify the cause of their irritation (an online troll). The story continues: 

They never changed, they kept going, on and on and on and on and on.  

Then, one reply, they said I’d said but so often i sounded like a motor boat (but but but 
but but but but but - for those needing some sounds). 
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These two short paragraphs convey both the relentlessness and casual cruelty of the taunts experienced by 
the narrator. The public nature of MOOC teaching, and thus trolling, multiplies the impact of what is, in 
effect, harassment and bullying. The MOOC tutor feels doubly vulnerable, knowing that both this constant 
abuse and their own futile attempts at rational interaction and reasoned self-defence are witnessed by 
everyone present in the fora where it unfolds. Finally, this element of the story-assemblage also offers an 
explanation for the title. 

Now the story takes a new turn: 

I decided I had had enough. 

This line tells us that we have reached a pivotal moment. The author continues: 

So the coursera fora had a button admins could click to get the student’s email. Then i 
moved over to the coursera tracking data, and got all the IP addresses they had ever 
connected with. I fed those IP addresses into an IP geolocating tool. All of them came 
back in a relatively small geographic area.  

Note, at this point, I merely had an email and IP addresses. 

Clearly, the story now takes quite a different turn. These two paragraphs reveal the power (and powerful 
knowledge) of the narrator.  

So with this area in mind, and the theory this troll was a troll of many bridges and 
many goats, I opted to do some searches for his email address on other fora. A few 
good results, and i’d say a clear pattern, but why stop at pattern when modus operandi 
is available. So I checked these posts, and there was (as fora sometimes do) leave IP 
records in their posts). And those IP addresses led me to IP addresses from a 
University.  

This paragraph reinforces our new understanding that the narrator has specialist knowledge that imbues 
them with power. There is also a suggestion that they are a hero, fighting not only for themselves but also 
for other MOOC teachers who have been subjected to similar trolling. 

Then with some magic, and I won’t reveal my tricks, I got a name.  

And when they next appeared on the fora, and another student asked what he meant. I 
said “oh that’s just -NAME- from -UNI-” 

These two paragraphs are the last to narrate action elements of the story. In them, the narrator moves from 
a position of specialist technical knowledge to one of magical and fundamental power: the ancient power of 
naming. The author concludes the story: 

Never heard from again 

All victories are beautiful, pyrrhic victories don’t exist. 

On first reading, these final two lines seem like unnecessary gloating. However, perhaps gloating is the 
point? 

This story thus imagines a very different response to immersion in a surveillance culture compared to that 
described in “Altruistic Academics.” Rather than resisting surveillance, the narrator exploits data that are 
generated through default surveillance practices and uses their special knowledge and skills to effectively, 
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but perhaps unethically, stalk the troll. Ultimately, they locate and publicly name their adversary, removing 
the possibility of anonymity. 

Discussion 

These two stories reveal some of the tensions and complex power relationships associated with anonymity 
and attribution in a context of pervasive surveillance opportunities. As Zuboff (2019) points out, we are not 
operating freely within digital cultures. Platform capitalism and its almost ubiquitous model of data-for-
access ensures that, in most digital environments, the possibilities for genuine anonymity are slim. In 
addition, digital participation itself should increasingly be understood as non-optional as “data traces speak 
for and about individual lives in ways that go beyond individual choice or control” (Barassi 2019: 415). It 
seems that the price of participation in digital life, and thus in HE, is a loss of privacy and the removal of 
the possibility of anonymity.  

Along with this reality has come a powerful rhetoric against digital anonymity as a concept, with online 
abuse and other anti-social behaviours laid at the feet of “faceless” individuals (or bots) who hide behind 
pseudonyms or avatars (Sardá et al. 2019). “A motorboat in Ireland” presents a surveillance imaginary that 
is haunted by this rhetoric. This story is based on an expectation that anonymity leads to irresponsible, 
undesirable behaviours that would not be indulged in if people were unable to hide their identities. As Sardá 
et al. (2019) point out, however, this is not always the case, including in HE contexts. The rise and fall of 
the social platform YikYak, and its use amongst university students, illustrates this. Bayne et al. (2019) 
describe how the platform was redesigned to require usernames and logins, ostensibly in response to 
accusations that its anonymity (combined with its hyperlocal functionality) facilitated harassment and 
abuse.2 Contrary to this rhetoric, they observe that Yik Yak produced opportunities for “peer support, 
empathy and community building” and was widely and extensively used by students until the point where 
it was no longer completely anonymous (Bayne et al. 2019: 99). Bayne et al. (2019: 103) argue that 
“anonymity was a major source of value of the app to its users… anonymity as freedom from surveillance, 
accountability and social constraints; and anonymity as a space apart from the ‘commodification of the 
social.’” These observations contrast with the imagined MOOC of “A motorboat in Ireland,” which follows 
a classic narrative arc of victim-turned-victor or prey-turned-hunter. Perhaps the desire for revenge and the 
exercise of power that runs through this story is symptomatic of the precarity experienced by many MOOC 
tutors, who are often employed on temporary, part-time contracts and who occupy a relatively low position 
in the academic hierarchy. 

As illustrated by “Altruistic Academics,” the future of privacy is tied up with questions about visibility, 
anonymity, and openness. This surveillance imaginary conceives an alternative for participation in the space 
between visibility and anonymity. Bachmann, Knecht, and Wittel (2017) describe a range of such 
alternatives including forms of critical disengagement, challenges to social media practices of value 
extraction, avoidance of controversy, and strategic concealment. “Altruistic Academics” describes a 
technologically enabled form of strategic concealment that has the additional features of blurring both 
identities and ownership of knowledge. It also involves what Duffy and Chan (2019: 127) call the 
“‘renovat[ion]’ of conventions of digital space,” suggesting new ways of thinking about and enacting 
authenticity.  

Conclusions 

In the formal education sector, there are many digital tools and technologies that are involved in surveillance 
culture, even though they may at least ostensibly have different goals (supporting students, improving 
efficiency, guiding academic practice, managing classrooms, and so on). In developing an approach through 

                                                   
2 Less was said at the time about the limited possibilities for monetisation of YikYak data, as they were not tied 
directly to digital identities that could be tracked, advertised to, or mined for insights (Bayne et al. 2019: 97). 
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which those working within the sector can create and share genuinely anonymous and unattributed fictions, 
we have created an opportunity for those using our storytelling tool to become co-researchers into the space 
of possible HE surveillance futures. In the present work, we have shown how anonymity itself features as 
an important part of this emerging space. Teachers, staff, and students often do not have the choice to be 
invisible, partly-visible, or anonymous in their university lives any more than in their social ones. Bayne et 
al. (2019: 104) propose that universities need to “re-visit anonymity, and put into place principles and 
frameworks which respect its social value.… There is scope, as we move further into the data age, to 
normalise alternatives by recognising the value of the sensibilities of anonymity, ephemerality and 
unreachability.” The surveillance imaginaries described here suggest that anonymity, attributability, 
identity, ownership of knowledge, and power are important elements in both the presents and futures 
experienced and anticipated by our participants. Together, they highlight an important tension at the heart 
of twenty-first-century academic work: an absolutist agenda of attribution and transparency introduced in 
the name of fairness that is morphing into a tool for the suppression of critique and academic freedom.  
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