
The Effects of Omitting
Components in a
Multilevel Model With
Social Network Effects

Thomas Suesse1 , David Steel1

and Mark Tranmer2

Abstract

Multilevel models are often used to account for the hierarchical structure of

social data and the inherent dependencies to produce estimates of regres-

sion coefficients, variance components associated with each level, and accur-

ate standard errors. Social network analysis is another important approach

to analysing complex data that incoproate the social relationships between

a number of individuals. Extended linear regression models, such as network

autoregressive models, have been proposed that include the social network

information to account for the dependencies between persons. In this art-

icle, we propose three types of models that account for both the multilevel

structure and the social network structure together, leading to network

autoregressive multilevel models. We investigate theoretically and empiric-

ally, using simulated data and a data set from the Dutch Social Behavior

study, the effect of omitting the levels and the social network on the esti-

mates of the regression coefficients, variance components, network autocor-

relation parameter, and standard errors.
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Introduction
In the quantitative analysis of social data it is increasingly recognized that
people are not independent of each other and any analysis should account
for their social contexts and connections. Multilevel analysis is carried out
routinely to take into account group dependencies arising from people
being members of groups such as households, geographical groups such as
neighborhoods and organizational groups such as hospitals or schools.

Another source of dependencies for individuals, which may cross the other
groups to which they belong, is their social network. While social network
analysis (SNA) has recently received much attention in the social sciences,
SNA researchers often ignore other aspects of the multilevel population struc-
ture. Moreover, most multilevel modelers consider group dependencies (e.g.,
students in schools), but tend to ignore social network dependencies in their
analysis (e.g., students’ friendship networks). In this article, we develop a
new class of models called network autoregressive multilevel models
(NAMLMs), which include both social network effects and multilevel
effects that account for group dependencies when undertaking a regression
analysis of a response variable on a set of explanatory variables. It is
common to include only some of these effects in an analysis, either
because they are not considered or because of data limitations. Our aim is
to assess the effects of omitting the social network or group dependencies,
both theoretical and empirically.

If groups, such as households, local areas, or networks, are present in a
population, two people within the same group tend to be more similar than
two people, each from a different group. Multilevel models (MLMs) allow
for modeling this similarity. These models often focus on hierarchical
groups, although through cross-classified models non-hierachical groupings
can be included (Goldstein 2011). MLMs are usually specified that assume
the group effect is the same for all individuals in a particular group, although
more complex models can be used. An example of three inter-connected
groupings of individuals is people within households, neighborhoods and net-
works. Another example is students within classes and schools and friendship
networks.
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Failure to account for dependencies in a population usually leads to incor-
rect estimation of standard errors (SEs), leading to incorrect inferences
(Berkhof and Kampen 2004; Moerbeek 2004). In some circumstances,
such as in non-linear models, it may also lead to bias in the estimates of
regression coefficients. Non-independence of observations was initially
seen as a nuisance by statisticians, who developed methods to account for
the structure of the data, such as complex survey analysis methods, see
Chambers and Skinner (2003). However, the dependencies between people
are often of direct substantive interest. MLMs and network autoregressive
models (NAMs) provide information about these dependencies through the
estimates of the parameters in these models that reflect the correlations
between people, these being the variance of the group-level random effects
and the associated intra-group correlations that they explain in an MLM,
and the autocorrelation parameter in a network model.

In Section “Models for Multilevel Data and Social Networks,”we describe
regression models that include several levels, such as households and neigh-
borhoods or classes and schools. In Section “Models for Social Network
Dependencies,” we consider popular regression models that account for
dependencies induced by a social network. In Section “Extended Models
That Include Social Network and Group Dependencies: Network
Autoregressive Multilevel Models,” we propose three regression models
that take into account the levels and a social network, and outline
maximum likelihood estimation. In Section “Theoretical Impact of
Omitting Some Part of the Population Structure in the Analysis,” we consider
theoretically the likely impact of omitting some part of the population struc-
ture, such as levels or a network, in the analysis. A simulation study is con-
ducted in Section “Simulation Study.” Then in Section “Example With
School Data,” the models are applied to the Dutch Social Behavior Study
modeling delinquent behavior of school students. This article finishes with
a summary and conclusions.

Models for Multilevel Data and Social Networks

Households and Neighborhoods

A key feature of social structure is the household. Sample designs often
involve the household. It is common to select one person, or all people per
selected household, although other options are available (Clark and Steel
2002). Analysis of data from surveys in which all people or more than one
person is selected from a household may ignore the household, which will
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lead to incorrect variance estimates. In some cases, both individual and
household-level estimates or effects may be of interest. MLMs have also
been applied in a limited way to consider the household level for phenomena
such as voting behavior (Johnston et al. 2005).

Sometimes the household is ignored in analysis because a household iden-
tifier is not available, or because one person per selected household has been
sampled; in this case, the household and person-level effects cannot be sepa-
rated in the analysis.

Consider individual i, who has response variable Yi and a vector of p
explanatory variables xi, for i = 1, · · · , N. A standard two-level linear
regression model including a household random effect for individual i in
household j, for j = 1, · · · , M2, is

Yi = x⊤i β+ u(2)j + εi, (1)

where β is the vector of p regression coefficients, εi ∼ N(0, σ21) and u(2)j ∼
N(0, σ22) are the individual (level 1) and household (level 2) random
effects, respectively.

Individuals can be grouped into geographical areas. Statistics are produced
for geographical areas, such as local authorities, post-codes, or census output
areas. Geographical areas may be used in the selection of the sample for a
survey, through the use of cluster or multistage sampling. Multilevel model-
ing has been used for individuals grouped in areas, possibly incorporating
contextual variables such as area level means of explanatory variables
(Goldstein 2011), with respect to health, see, for example, Subramanian,
Jones, and Duncan (2003), for unemployment, see Fieldhouse and Tranmer
(2001), and other social outcomes. Standard MLMs assume constant within
area correlations between individuals and no correlations across areas,
although the latter assumption can be loosened.

A random effect can be added to (1) for areas, where the individual is
indexed by i, the household by j, and the area by k, for k = 1, · · · , M3:

Yi = x⊤i β+ u(2)j + u(3)k + εi, (2)

where u(3)k ∼ N(0, σ23) is the area (level 3) random effect. Let Y =
(Y1, · · · , YN)⊤ and X = (x1, · · · , xN)⊤, then this model can be written as:

Y = Xβ+ Z2u(2) + Z3u(3) + ε, (3)

where u(l) ∼ N(0, σ2l IMl ) and ε ∼ N(0, σ21IN) and Z2 and Z3 are matrices with
a “1” in the row corresponding to the household and area to which individual i
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belongs, respectively. The notation IN stands for the identity matrix of size
N × N. The linear mixed model (3) implies the mean is E(Y) = Xβ and the
covariance matrix is V = V(Y) = σ21IN + σ22Z2Z⊤

2 + σ23Z3Z⊤
3 . The

intra-group correlation of two individuals in the same group at level l due
to the level l random effect is σ2l /(σ

2
1 + σ22 + σ23) for l = 2, 3.

Setting Z = [Z2, Z3] and u = ((u(1))⊤, (u(2))⊤)⊤, the model is:

Y = Xβ+ Zu+ ε, (4)

with D = V(u) =
[
σ22IM2 0
0 σ23IM3

]
. Hence the covariance matrix can be

written as V(Y) = σ21IN + ZDZ⊤.

Classes and Schools

For educational data on students, the information on the classes and schools is
incorporated into the MLM, as students are nested within classes and classes
within schools. The MLM has students as level 1 units, classes as level 2
units, and schools as level 3 units (Berkhof and Kampen 2004). The residual
errors, ϵi ∼ N(0, σ21), refer to students, the lowest level, the random effects,
u(2)j ∼ N(0, σ22), to classes and the random effects, u(3)k ∼ N(0, σ23), to
schools. The model can also be written as (2), (3), or (4).

Models for Social Network Dependencies
People can also be grouped by their social network, and there is growing
interest in SNA following the publications of the books by Wasserman and
Faust (1994), Carrington, Scott, and Wasserman (2005) and Scott (2012).
Considerable work has been carried out to develop models for networks,
such as exponential random graph (p*) models (Snijders et al. 2006).
Reviews of statistical models for social networks were also given by
Snijders (2011) and Amati, Lomi, and Mira (2018). The importance of
social networks with respect to health is discussed by Kawachi and
Berkman (2000, 2003), Haines, Beggs, and Hurlbert (2011) and Lusher,
Koskinen, and Robins (2013).

Network Effects and Network Disturbance Models

Our interest is not in the modeling of the social network itself, but in account-
ing for the dependencies induced by the social network when modeling a
response variable. We consider two models that allow for the effects of
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social network dependencies on a response variable and allow for covariates
in the model. These are generally described as network autocorrelation
models (NAMs) in the social network literature (Leenders 2002).

A network effectsmodel allows for autocorrelation directly in the response
variable (Leenders 2002). For a population of N individuals, one way of
incorporating social network dependencies, but not other group dependen-
cies, is via the network effects model:

Y = Xβ+ ρWY+ ϵ, (5)

Here,W is the N × N social network connection or weight matrix for the indi-
viduals, also referred to as an adjacency matrix. If W is a connection matrix,
an elementWij takes a value of 1 if individuals i and j are connected and 0 if i
and j are not connected. “Connected” usually means a relationship, such as
being a best friend, exists between individual i and j. In general, the diagonal
elements, Wii, of W are set to equal 0. Sometimes W is not a series of con-
nections, but is a standardized version of the binary connection matrix, or
some other type of weight matrix. Leenders (2002) points out that the
choice ofW affects the results of using the model, and also makes recommen-
dations on whichW should be used. In this model, the response for individual
i is directly related to the responses of those people connected to individual i,
through the matrix W, and the parameter ρ reflects the extent of this relation-
ship. IfW is a connection matrix, the relationship between the response of the
focal individual and the response of each individual connected to them is
assumed to be the same.

A network disturbance model allows for autocorrelation in the error term,
see Leenders (2002) for a review. HereW can be incorporated into the model
through the error term νi, as shown in the network disturbance model (6)
below. The term ϵi is an additional error term to account for any noise that
is not reflected by the network dependencies (as νi, is assumed to do). As
before, ϵi is assumed to be normally distributed, with variance σ21, then the
network disturbance model in vector form is:

Y = Xβ+ ν,
ν = ρWν+ ϵ,

(6)

with ν = (ν1, · · · , νN)⊤.
In the geographical literature, (5) and (6) are both examples of spatial auto-

regressive regression models (Lesage and Pace 2009), where the connection
matrices represent geographical connections such as contiguity, or some other
type of geographical link, rather than social network dependencies. In this
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literature, model (5) is often described as a spatially lagged dependent vari-
able model, and model (6) as a spatial error model (Ward and Gleditsch
2008). As noted by Leenders (2002), this model can also be labeled as a
spatial moving average model, see Muir (1999). Model (5) is a simultaneous
autoregressive model. An alternative approach in the spatial statistics litera-
ture is a conditional autoregressive model; see Cressie (1993: section 6.3)
for a discussion of these two different approaches. For this article, we gener-
ally use the terminology from the social network literature.

In the geographical literature, Ward and Gleditsch (2008:70) argue, from a
social science perspective, that “if we expect to see, or are interested in, feed-
back, then the spatially lagged/network effects model seems most appropri-
ate, and that the spatial error/network disturbance model is appropriate
primarily when researchers believe that there is some spatial (or more gener-
ally dependence) pattern that will be reflected in the error term, but the
researchers are unwilling or unable to make assumptions about the origin
of the error.”

The models specified by (5) and (6) differ according to whether the
network dependence is in the regression or error terms part of the model.
Model (5) accounts for autocorrelation directly in the response variable,
after allowing for the covariates, and would be useful when we suspect
such effects exist and are substantively interested in them. In model (6),
the autocorrelation is in the individual-level error terms and any apparent
autocorrelation in the response variable is due to this.

The theoretical and practical similarities and differences in these two
models can be clarified by considering the variance and mean structure that
they imply. Set A(ρ) = IN − ρW, then for both models
V(Y) = σ21A

−1(A−1)⊤. The main difference is that for the network effects
model (5) the mean is given by E(Y) = A−1Xβ, whereas for the network dis-
turbance model (6) it is E(Y) = Xβ. If ρ is small we can approximate
A−1 ≈ IN + ρW, so that E(Y) ≈ Xβ+ ρWXβ. The matrix WX = �X can be
termed a network contextual variable since the ith row contains the totals
(binary W) or means (W weighted with row-sums of 1) of the explanatory
variables for the set of individuals connected to individual i. The product
of the parameters, ρβ, can be termed the corresponding network contextual
effects. Hence, our consideration in choosing these two models is whether
there is reason to believe network contextual effects are present or of substan-
tive interest. It also suggests that a simple diagnostic to check which model is
appropriate is to undertake a standard regression analysis that includes �X in
the regression part of the model. An alternative is to adopt a network disturb-
ance model, with X and �X in the regression part of the model, although this
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doubles the number of regression parameters to be estimated. The role of con-
textual effects and considerations relevant to whether effects should be treated
as random or fixed are discussed for the standard MLM, for example, by De
Leeuw andMeijer (2008), and Snijders and Bosker (2012), and the arguments
used are also applicable here.

Multiple Membership (MM) Models

Tranmer, Steel, and Browne (2014) and Tranmer and Lazega (2016) consider
an alternative to NAMs using a particular linear mixed model, the MMmodel,
to model the dependencies arising from the network. The MM model is:

Yi = x⊤i β+
∑

j∈group(i)
Wijuj + εi; i = 1, · · · , N; group(i) ⊂ 1, · · · , J (7)

where uj ∼ N(0, σ2u) is the jth random effect associated with the jth ego-net
out of J total ego-nets, and where εi ∼ N(0, σ21) are the individual error
terms. The term group(i) is the set of ego-nets to which i is a member. In
the MM model σ2u/(σ

2
u + σ21) is the analog of ρ in the NAMs. The weight

that is given to each individual for their ego-net membership is Wij. In prin-
ciple the same matrix, W, used for the NAMs could be used for the MM
model.

The MM model can be written in matrix form as:

Y = Xβ+Wu+ ε. (8)

This model imposes a different covariance structure compared to NAMs; see
Online Appendix A for details and comparisons. Our focus is on the standard
NAMs and their extension to incorporate multilevel group dependencies via
random effects.

Extended Models That Include Social Network and
Group Dependencies: Network Autoregressive
Multilevel Models
Bringing together the ideas of statistical models in social network analysis
and MLMs, we can consider how the multiple dependencies associated
with households, social networks, and geographical groups, for example,
can be considered in the same analysis and the consequences of omitting
one or more of them in an analysis. In general, we have an individual-level
outcome, Y , and various individual-level explanatory variables, x. We need
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to recognize that both Y and x for person i are embedded in, and influenced
by, the second level (households/classes) and third level units (neighbor-
hoods/schools), and the other people to whom the individual is connected
socially. Hence we have three types of connections:

1. Within household/class connections.
2. Connections due to proximity, which may be approximated by geo-

graphical groups with a particular scale and boundary, or connections
to the same school.

3. Connections via social networks.

We can add random effects for households and neighborhoods, or for classes
and schools, in the two social network models considered inSection “Network
Effects and Network Disturbance Models.” As in Section “Network Effects
and Network Disturbance Models,” the social network dependence may act
directly on the response variable, giving a network effects MLM.
Alternatively, the network dependence may apply to the error terms,
leading to a network disturbance MLM. Once random effects for the higher
levels are included in the model, the network dependence may affect both
the individual level and higher level random effects or just the individual
level error term, leading to two versions of the network disturbance MLM.
The three resulting models are described in more detail below. All these
extended models combine NAMs with MLMs to produce NAMLMs.

Model I: Network Effects MLM. In this model, the social network dependence
acts on the response variable:

Y = Xβ+ ρWY+ Zu+ ϵ. (9)

For this model, E(Y) = A−1Xβ, which depends on the network through the
matrix A = IN − ρW. The covariance matrix is V(Y) = A−1(σ21IN +
ZDZ⊤)(A−1)⊤ in which the network and random effects are multiplicative.

In the network disturbance model, the random effects may or may not be
affected by the social network, leading to two types of models.

Model II: Type I Network Disturbance MLM. In this model, the network
dependence affects both the individual level and higher level random effects:

Y = Xβ+ ν, ν = ρWν+ Zu+ ϵ. (10)

For this model, E(Y) = Xβ, which does not depend on the network.
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The covariance matrix is V(Y) = A−1(σ21IN + ZDZ⊤)(A−1)⊤ in which the
network and random effects are multiplicative, as they are in Model I.

Model III: Type II Network Disturbance MLM. In this model, the network
dependence affects only the individual level error term:

Y = Xβ+ Zu+ ν, ν = ρWν+ ϵ. (11)

For this model, E(Y) = Xβ, which does not depend on the network. The
covariance matrix is V(Y) = σ21A

−1(A−1)⊤ + ZDZ⊤ in which the network
and random effects are additive.

Maximum likelihood estimation of the parameters β, ρ, and σ2l for
l = 1, 2, 3 for each of the three NAMLMs is outlined in Appendix B.

Which of these models is appropriate in a particular situation depends on the-
oretical and empirical considerations that are similar to those expressed in
Section “Network Effects and Network Disturbance Models.” If there are sub-
stantive reasons or empirical evidence from considering diagnostics involving
the network contextual variable �X, to believe that the regression term is affected
by the network then Model I can be considered. If not, then choosing between
Models II and III depends on whether there are substantive reasons, or empirical
evidence, to suspect that the impact of the network and random effects behave in
a multiplicative or additive fashion on the covariance matrix, which would lead
to Models II and III, respectively. Standard model selection methods, such as the
Bayesian information criterion (BIC) or alternatively goodness-of-fit tests can
also be applied to help choose the most appropriate NAMLM.

We have considered the common situation where the groups are hierarchal.
More general relationships between individuals and non-nested groups can be
incorporated in a multilevel framework using MM and multiple classification
(MMMC) models (see Browne, Goldstein, and Rasbash 2001). Cross-classified
MLMs can be used to analyze data in which individuals belong to two or more
types of groups that are not nested, for example, schools and neighborhood.
The MMmodel can be used to allow an individual to be a member of several dif-
ferent groups at the one level and weights can be applied to reflect the importance
of each of these groups to the individual, for example, a student attending two
schools in a time period. These MMMC models can be analyzed using standard
multilevel modeling software, such as MLwiN. The random effects in NAMLMs
can also be extended to incorporate MMMC population structures.

As mentioned in Section “Multiple MMs,” Tranmer, Steel, and Browne
(2014) and Tranmer and Lazega (2016) show how MM models provide an
alternative to NAMs. They also consider NAMs, but only include group
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effects as fixed effects, which limits the number of levels and the number of
groups at each level that it is feasible to include. The NAMLMs developed
here fully combine the autoregressive and multilevel structures and allow
for the complexity of multilevel effects.

Lazega and Snijders (2016), and the chapters in it, consider a range of issues
associated with multilevel network analysis. The focus is on multilevel network
analysis, where there are networks within groups, and also analysis of multilevel
networks that may involve modeling links across levels. In these situations, the
aim is modeling the network structure, so the network is the dependent variable.
The focus in this article is in modeling the attributes of actors, that is, individuals
and how those may be affected by network and group effects. The chapter by
Snijders (2016) also reviews multivariate models used in modeling attributes
of actors, and mentions NAMs as an alternative approach, and the chapter by
Tranmer and Lazega (2016) considers the use of MM models, as described in
Section “Multiple MMs.” The NAMLMs developed here combine the multilevel
and autoregressive approaches in one model and can be considered a standard
approach to combine existing NAMs and MLMs.

Theoretical Impact of Omitting Some Part of the
Population Structure in the Analysis
Regardless of whether the dependencies between individuals are of substan-
tive interest, or are regarded as a nuisance that needs to be recognized in the
analysis, an MLM-based approach can be applied. However, the social net-
works of individuals have not commonly been considered in such analyses;
largely a reflection of data availability, but also because the importance of
social networks is still to be fully realized. If an important level or grouping
is ignored then the model is misspecified. However, the effect on the variation
in the outcome variable due to the omitted level does not disappear, rather it
affects the estimates of variation for the levels that are included in the ana-
lysis, see Tranmer and Steel (2001).

If the impact of both social networks and random effects are of direct inter-
est, we should attempt to include them in the model underpinning our ana-
lysis, for example, using one of the NAMLMs in Section Extended
Models That Include Social Network and Group Dependencies: Network
Autoregressive Multilevel Models.” However, this is not always feasible.

Ignoring the effect of important groupings or social networks can lead to
biases in estimates of the regression parameters that reflect the impact of dif-
ferent variables on social and health outcomes, alter variances on estimates of
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key parameters and result in incorrect inferences. Omitting a component of
the variance structure can also lead to biases in the estimates of components
that are included. We consider the consequences of omitting levels and social
networks in the more complex NAMLMs.

These issues can lead to incorrect social analysis and models and incorrect,
ineffective, or counterproductive social policies. For example, in a study of
obesity, an analysis of individuals that does not take into account the influ-
ence of other people in the household, characteristics of the neighborhood
in which a person lives, and the influence of their social network may miss
or overstate the impact of important factors that affect obesity, and exaggerate
the impact of purely person-level attributes.

It is important to explicitly recognize the potential simultaneous roles of
households, neighborhoods, and social networks, for example, but in practice,
we may omit one or more of these components. Hence, understanding the
impact of omitting a component is important.

Mathematically, omitting an effect will involve the estimation being based
on a model that does not include the omitted effect. So, for example, omitting
the network effect would mean estimation is based on a standard MLM,
which would usually be done using software, such as MLwiN. Omitting
the effects for each level would involve an analysis based on a pure NAM,
using appropriate software, such as the R package sna (Butts 2020).

Results From Standard MLMs

Firstly, we summarize the results that have been established for standard
MLMs (Tranmer and Steel 2001; Berkhof and Kampen 2004; Moerbeek
2004; Van Landeghem, De Fraine, and Van Damme 2005).

For random intercept-only models and balanced data, the effects of omit-
ting a level are relatively easy to describe and can be derived algebraically.
For unbalanced data, the effects are more difficult to summarize, but are
similar to the balanced case. The following general rules apply. The variance
estimate σ̂2l of the level l that is omitted is divided between the flanking levels
σ̂2l−1 and σ̂2l+1. If all the higher levels are omitted, the estimate of the
individual-level variance is increased. Similarly, the estimates of the SEs of
the fixed and the random parameters may change. Effects on the SEs of
fixed effects are usually almost exclusively found at the omitted and the adja-
cent level(s). For a balanced design, the omission of the kth level random
intercept leads to underestimated SEs of the kth level predictors and overes-
timated SEs of the (k − 1)th level predictors (Van Landeghem, De Fraine, and
Van Damme 2005).
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Re-expressing the Covariance Matrix of NAMLMs

The covariance matrix for Models I and II is V(Y) = A−1(σ21IN
+ZDZ⊤)(A−1)⊤, where A = IN − ρW. The term σ21IN + ZDZ⊤ can be
re-expressed as σ2111 + σ2212 + σ2313, where 1l is a block-diagonal matrix
with the block matrices being matrices of ones and of a size equal to the
size of the units at level l. For example, the block matrices in 12 are of a
size equal to the households or classes and 13 has blocks of ones of sizes
equal to the sizes of areas or schools, and 11 = IN .

The true covariance matrix for Models I and II is:

V = σ21A
−111(A−1)⊤ + σ22A

−112(A−1)⊤ + σ23A
−113(A−1)⊤.

A Taylor-series expansion of A−1 is A−1 = IN +∑∞
k=1 ρ

kWk. Hence we can
write:

V =
∑L
l=1

σ2l
∑∞
j=0

∑∞
k=0

ρ j+kW j1l(Wk)⊤.

A first-order Taylor series approximation gives:

V ≈ σ2111 + σ2212 + σ2313 + σ21ρ(W11 + 11W⊤)+ σ22ρ(W12 + 12W⊤)

+ σ23ρ(W13 + 13W⊤),

(12)

which has the structure of a standard MLM with additional terms. These
terms can produce correlations between people at, below, or above the
levels in the MLM, depending on how the network and the levels interact.
This makes the theoretical prediction of the effect of omitting a level or the
network difficult. In some situations, the network may act much like a
level. For example, suppose W mainly connects people in different groups
of level 3 units, then W can be considered as an approximate level 4
random effects design matrix. When W connects only people within level
l, then W1l + 1lW⊤ is also of level l. When W is at level k with k < l, then
W1l + 1lW⊤ refers to level l. In these cases, adding a network to an MLM
is similar to adding additional terms to an MLM, possibly affecting multiple
levels. If the network is at level k with k ≤ L, then adding the network implies
adding terms from levels k to L, where L is the highest level. When k > L, that
is, people in different level L units are connected through the network, then
adding a network is like adding another higher level. In these cases, the stand-
ard rules for the effect of omitting one or more levels may apply. However,
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the coefficients for W1l + 1lW⊤ are products of ρ and σ2l , and are not inde-
pendent. Due to the dependence of these coefficients, we may not necessarily
observe the standard rules when omitting a level or the network.

Similarly, for Model III, the first-order approximation is:

V ≈ σ2111 + σ2212 + σ2313 + σ21ρ(W11 + 11W⊤). (13)

Here due to the additivity of the random and network effects, the joint
dependence issue appears less problematic compared to (12), as there is
only one additional term reflecting the network.

Impact of Omitting Network Dependencies
Fixed effects. The impact of omitting the network dependencies on the esti-
mates of the regression parameters differs for the different NAMLMs
described in Section “Extended Models That Include Social Network and
Group Dependencies: Network Autoregressive Multilevel Models.” For the
network effects MLM given by (9), the expectation of the vector of response
variables depends on the network dependencies through A−1. Hence the
expectation of the OLS estimate of the regression coefficients is
(X⊤X)−1X⊤A−1Xβ. Using a first-order Taylor-series approximation, the
resulting bias is (X⊤X)−1X⊤ �Xβρ and depends on the network contextual vari-
able, �X, and ρ. Similar results can be obtained for generalized least squares
estimates of β.

For the network disturbance Models II and III, the network dependencies
do not affect the expectation of the vector of response variables, and so omit-
ting them does not introduce bias into the estimation of the regression
coefficients.

Random effects. The covariance matrix for Models I and II can also be
re-expressed as

V = σ21A
−111(A−1)⊤ + σ22A

−112(A−1)⊤ + σ23A
−113(A−1)⊤

= σ21M1 + σ22M2 + σ23M3, (14)

a linear combination of three matrices M1, M2, and M3 with
Ml = A−11l(A−1)⊤. This also shows that the variance associated with each
level is modified by the social network dependencies.

Comparing the true covariancematrixwith the one omittingnetwork depend-
encies, we find that (some of) the estimates of the variance components of the
MLM will be overstated, when ρ > 0. This is because using a Taylor-series
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expansion of A−1, it can be shown that V ≥ σ2111 + σ2212 + σ2313 for ρ ≥ 0,
becauseMl ≥ 1l. This means that when using the true values of σ21, σ

2
2 and σ23

and ignoring the network, the implied variance, σ2111 + σ2212 + σ2313, is less
than the true variance V. Because 1l ≥ 0, then at least some of the estimates,
σ̂2l , of the variance components omitting network dependencies will be over-
estimated compared to the true σ2l of the full model to compensate for the other-
wise underestimated variance V. Only for the unusual case of negative ρ can
under-estimation occur for some levels.

Appendix C provides some details of this argument. Generally, an analysis
that does not account for the network gives estimates of the variance compo-
nents that are too large, when ρ > 0. Using only the first-order term in the
Taylor-series Ml ≈ (I+ ρW)1l(I+ ρW)⊤ ≈ 1l + ρ(W1l + 1lW⊤), which
suggests that the amount by which σ2l is over-estimated depends on ρ and
how the level and network are related as reflected by W1l + 1lW⊤.

When using the arguments of Section “Re-expressing the Covariance
Matrix of NAMLMs,” the additional terms refer to a certain level or levels.
Ignoring a network should lead to different variance estimate at the affected
level and at adjacent levels and likewise for SEs. For example, when the
omitted network is above the highest level (level 3), then the level 3 variance
estimate component should change. Since the fixed intercept can be consid-
ered as a level 4 predictor, then the SE of the fixed intercept should also be
affected. However, due to the joint dependence of ρ and σ2l , other levels
may still be affected.

For Model III, similar results can be obtained by noting that for this model:

V = σ21M1 + σ2212 + σ2313. (15)

For this model, only the variance associated with the individual level is modi-
fied by the social network dependencies.

Impact of Omitting Multilevel Dependencies

To assess the impact of omitting a level in the NAMLMs the method of
moments is applied, following Berkhof and Kampen (2004). First let us
assume the network parameter can be estimated consistently, which may
not always hold, but the simulation study (Section “Example With
School Data”) indicates that the estimates of the network parameters
are roughly the same regardless of the number of levels used in the
model. For Model II, the residuals are r = Y− Xβ̂ where β̂ = β̂OLS.
Then r is approximately zero mean normal with covariance
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V = σ21A
−1(A−1)⊤ + σ22A

−112(A−1)⊤ + σ23A
−113(A−1)⊤. Let r̃ = A(ρ)r.

Provided a consistent estimate of ρ exists (or alternatively the estimate of ρ
is the same when a level is ignored compared to the full model), the variance
of r̃ is approximately σ2111 + σ2212 + σ2313 (consistency of ρ̂ implies consist-
ency of ˆ̃r), that is, the transformed residuals have the same form as those from
a standard MLM. Estimation of the random intercept variances can now be
based on the transformed residuals r̃. Therefore, the same rules for omitting
a level in a MLM apply, see for example, Tranmer and Steel (2001) and
Berkhof and Kampen (2004). For example, omitting the area level will
give an inflated estimate of the household-level variance, whereas omitting
the household level will lead to increased area-level and individual-level var-
iances. Also, similar rules apply to SEs, as for standard MLMs. If ρ is esti-
mated correctly then these rules apply.

However, as we have seen in Section “Re-expressing the Covariance
Matrix of NAMLMs” by re-expressing the covariance (12), adding the
network to a standard MLM is equivalent to adding other terms related to
existing or higher level(s) and the coefficients of these terms are functions
of ρ and σ2l . Ignoring the joint dependence, we would expect that ignoring
a level only affects estimates of the same level or adjacent levels. For
example, if the network is at level 4 and level 3 is ignored, then we would
expect level 2 and level 3 variance estimates to be affected and also the ρ esti-
mate, but not level 1 estimates, that is, σ21 and SEs of level 1 predictors to be
unaffected, since level 1 is not adjacent to level 3. Using that argument, we
would expect the level 4 estimate to change, that is, we would expect ρ̂ to
change as well, and hence the above situation (ρ̂ to remain the same) is not
always valid.

Simulation Study

Setup of Simulation Study

In this section, we consider a situation involving people within households,
which are located within areas and are involved in a social network. To
assess the impact of omitting one of the components (network, household,
and area) of the model, we conduct a simulation study.

For Models I, II and III, we randomly generate 200 areas, and each area
has 10 households. The size for each of the 10 households is randomly
chosen using the probabilities 0.294, 0.332, 0.136, 0.146, 0.063, 0.020,
0.006, and 0.002 for household sizes 1,2,3, …, 8. Those probabilities are
taken from the Household, Income and Labor Dynamics in Australia
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(HILDA) survey using the observed frequencies from wave 8 (2008)
(Summerfield et al. 2015). The simulations take the number of households
in an area as fixed, which is often the case in social surveys. The theoretical
results do not assume groups of equal size, nor does the analysis of real data in
Section “Example With School Data.”

The data are generated under Models I, II, and III to assess the effect of
omitting any combination of the three components. The variance parameters
are set to σ21 = 1.0 (individuals), σ22 = 0.3 (households), and σ23 = 0.1
(areas). As covariates we consider a household level covariate represented
by X(2), an area level covariate X(3), and a individual-level covariate X(1).
The models also include an intercept, so x = (1, X(1), X(2), X(3))⊤, and
β = (− 1, 2, 0.2, 0.3)⊤.

The covariates were all generated from the standard normal distribution,
that is, X(k) ∼ N(0, 1). To assess the effect of a positive and a negative
network parameter ρ, we consider the values ρ = 0.3 and ρ = −0.3 for all
three models. The number of simulated data sets is 10,000. The empirical
mean for the 10,000 simulations of the estimates of the fixed effects β, the
random effects parameters σ2l , l = 1, 2, 3, and ρ were calculated, as well as
the empirical standard deviations (SDs) of the estimates of the fixed effects
parameters. These means and SDs of the regression coefficient estimates
give the expectation and the true SEs of the estimates of the regression coef-
ficients, respectively.

In practice, the SEs of the regression coefficients will be estimated for a
model or sub-model using the available data. The SE estimates may be
biased and not estimate the true SEs well when the network or one or more
levels are omitted, which can affect statistical inferences. The effect of omit-
ting the network or levels on statistical inference for the regression coeffi-
cients was evaluated in the simulations by examining the relative bias of
the SE estimates and coverage of the associated nominal 95 percent confi-
dence intervals (i.e., proportion of times the true regression parameter is
included). SEs were estimated in a standard way, using the inverse of the
Fisher information matrix (see Appendix B.2) and confidence intervals con-
structed by adding and subtracting 1.96 times the estimated SE to the esti-
mated regression coefficient. A negative bias will lead to underestimation
of the true SEs and overstate the statistical significance (i.e., p-value too
small) and reduced coverage of the true regression coefficients by the asso-
ciated 95 percent confidence intervals.

For each of Models I, II, and III, results were generated for the full model
and for all submodels, that is, for any combination of the components
referring to the household and area level and the network. That means in
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total 23 = 8 submodels (including the full model) were fitted for each data set
for each of the three NAMLMs, for the parameter values specified. Further
simulation studies could use other parameter values.

The network comprising all individuals was generated by an ERGM
(Snijders et al. 2006) with a GWESP (geometrically weighted edgewise
shared partner) statistic, or sometimes called distribution, and an edge statistic
with the parameters set to 1 and −4 to have on average approximately 4.5
links per individual. This was done using the ergm R package (Handcock
et al. 2010). We also considered a scenario in which the network was
limited to within areas, similar to the inter-school network in Section
“Example With School Data.” For this scenario, the two parameters were
set to 1 and −2 in order to have roughly the same number of links for both
cases.

Results of Simulation Study

Table 1 shows the results for the three models with ρ = 0.3 and the network
comprising all individuals, allowing network dependencies between indivi-
duals in different areas. Table 2 shows the results when ρ = 0.3 but with
the network connections restricted to within areas. Tables S1 and S2 (see
Supplemental Material) are similar to Tables 1 and 2, except that ρ = −0.3
is negative, which is a less common situation.

Effect of omitting levels on estimates of variance components and network
parameter. The results in Table 1 show that when the social network is
included, omitting one or more levels has a very similar effect on the esti-
mates of the remaining variance components as in a standard MLM described
in Section “Re-expressing the Covariance Matrix of NAMLMs.” There is no
appreciable effect on the estimation of the network parameter, ρ, except in
Model III, where there is some reduction when the household level is ignored.

Effect of omitting network dependencies on estimates of variance components.
When no network is included, there is no appreciable effect on the estimates
of the variance components when all are included. However, the omission of
the area level component decreases the household level and increases the
individual-level variance components considerably. When the household
level is omitted, the area-level variance component increases considerably.
This does not happen when the network is included, suggesting that it
plays a role in the effects of omitting a level.
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Effect of omitting network dependencies or levels on estimates of regression
parameters. The mean of the estimates of the regression parameters is not
affected at all by omitting the social network or levels in Models II and III.
Even in Model I, where an effect might be expected when the network is
omitted, there is no impact on the individual-level regression parameter and
very small effects for the regression parameters of household and area level
covariates, although the estimation of the intercept is affected.

Effect on SEs and inferences for regression coefficients. The SEs of the regres-
sion coefficients estimates shown in Table 1 reflect the loss of efficiency as
levels or the social network are omitted from the variance structure, V(Y ),
used in estimating these coefficients. For a particular submodel, the loss of
efficiency is the ratio of the square of the SE to that of the full model (i.e.,
ratio of variances). When only the network is omitted, so a standard MLM
is fitted, the SEs are essentially the same as for the full model and there is
no loss of efficiency. The SEs are the highest when all levels and the
network are omitted, resulting in the efficiency losses ranging between 3
percent and 21 percent. These SEs are close to the case when only the
network is included. In general, provided at least one of the household or
area level is included any efficiency loss is small. An exception to these
results is the intercept in Model I, where omitting the network leads to
smaller SEs. In all cases, the SEs for the regression coefficients obtained
using Model III are appreciably larger than for Models I and II, which are
similar to each other.

The relative biases of the SE estimates and the coverage of the associated
95 percent confidence intervals are given in Table 3 for the simulations allow-
ing network dependencies between individuals in different areas, correspond-
ing to Table 1. Poor coverage can arise due to underestimation of the SE and/
or bias in the estimate of the regression coefficients. For the individual-level
regression coefficients, the relative bias of the SE estimates is very small and
the coverage is always close to the nominal 95 percent (i.e., 5 percent signifi-
cance level) for all models or submodels used, including the submodel omit-
ting the network and levels. For the household and area-level regression
coefficients the omission of the network has a little or no effect on coverage
provided the levels are included. Including only the network leads to appre-
ciable negative relative biases in the SE estimates and poor coverage.
Omitting only the household (area) leads to negative biases in the SE esti-
mates and poor coverage of the household (area)-level regression coefficient.
When the network is omitted, omitting the household (area) leads to a poor
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Table 3. Relative Bias (%) of SE Estimates of Regression Parameter Estimates (and

Coverage of 95% Confidence Intervals in Percentages) for Different Models and

Sub-models Using Simulated Data Based on ERGM Network With Inter-Area

Network Connections and Positive ρ = 0.3.

Model I: Network acts on response variable

Intercept Subjects HH Area

Submodel β0 = −1 β1 = 2 β2 = 0.2 β3 = 0.3

Full −3.6 (93.8) −0.8 (94.7) −1.7 (94.5) −6.4 (92.0)

No area −12.2 (91.2) −1.4 (94.6) −0.5 (94.9) −30.3 (82.6)

No HH −4.2 (93.9) 1.4 (95.3) −19.2 (88.8) −6.1 (91.8)

No network −34.4 (1.3) 1.0 (95.2) −0.7 (94.6) −6.9 (91.9)

Just network 3.8 (95.8) −1.3 (94.7) −21.4 (87.8) −43.1 (73.7)

Just HH −34.2 (1.3) 3.1 (95.6) −18.1 (88.9) −6.7 (91.7)

Just area −50.9 (0.5) 0.3 (95.0) 0.2 (94.8) −30.2 (82.7)

No levels −59.8 (0.3) 0.6 (95.2) −20.2 (88.2) −42.5 (73.9)

Model II: Network affects individual and higher level random effects

Intercept Subjects HH Area

Submodel β0 = −1 β1 = 2 β2 = 0.2 β3 = 0.3

Full −0.3 (92.9) −0.7 (94.9) −1.5 (94.6) −1.9 (93.4)

No area −29.5 (82.4) −1.3 (94.8) 0.0 (94.9) −29.6 (83.3)

No HH 0.2 (92.8) 1.4 (95.4) −19.1 (88.8) −1.7 (93.2)

No network −30.9 (81.4) 0.2 (95.1) −0.9 (94.7) −2.0 (93.0)

Just network −43.1 (72.5) −1.1 (94.8) −21.2 (87.9) −42.9 (73.8)

Just HH −30.7 (81.3) 2.5 (95.6) −18.7 (89.2) −1.7 (93.0)

Just area −50.9 (66.4) −0.5 (94.9) 0.4 (95.1) −30.1 (82.8)

No levels −60.2 (57.0) −0.4 (94.9) −21.0 (88.0) −43.1 (73.6)

Model III: Network affects only individual-level error term

Intercept Subjects HH Area

Submodel β0 = −1 β1 = 2 β2 = 0.2 β3 = 0.3

Full −0.7 (93.4) −1.0 (94.7) −0.5 (95.0) −3.1 (91.9)

No area −22.3 (86.0) −1.1 (94.6) 2.3 (95.5) −32.1 (81.5)

No HH −3.2 (92.3) −0.2 (95.0) −16.9 (89.7) −2.7 (91.7)

No network −12.7 (89.1) 0.5 (94.9) 0.2 (94.9) −2.3 (92.1)

Just network −35.2 (78.4) −0.4 (95.0) −16.2 (89.9) −44.9 (72.3)

Just HH −13.3 (88.6) 1.1 (95.2) −16.1 (90.1) −2.2 (91.9)

Just area −37.3 (77.4) 0.4 (95.0) 2.9 (95.4) −31.0 (82.2)

No levels −49.3 (67.5) 0.7 (95.0) −16.1 (89.9) −43.9 (73.1)
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coverage for the area (household) regression coefficient. For the intercept in
Models II and III, there is a large negative relative bias in the estimated SEs
leading to a poor coverage, except for the full model or where the household
is omitted. For Model I, even worse coverages are obtained because of the
bias in the estimation of the intercept when there is no network already
shown in Table 1, combined with underestimation of the SEs. We see that
the expectation of the estimates of the regression coefficients and inferences
about the individual-level regression coefficient are generally not affected by
the omission of the network or levels. However, the inferences about the
household and area-level regression coefficients and the intercept can be
affected due to the underestimation of the SEs, which leads to overstating
the statistical significance and poor coverage.

Results when social network contained within areas. The results in Table 2 cor-
respond to the case when the social network is contained within the area level,
but can still connect different households. Many of the observations made for
Table 1 apply, however, there are some noteworthy differences associated
with the interplay between the network and the area-level effect. When the
area level is omitted, the estimate of ρ increases considerably. When the
network is omitted, the estimate of the area-level variance component
increases considerably. Also, omitting the network increases the regression
coefficient for the area-level covariate in Model I. These results arise
because in this case, the network and area effects both produce within-area
correlations. For the SEs, the effect of using different types of models and
omitted components of variance structure are similar to those shown in
Table 1. The relative bias of the estimated SEs and the associated coverage
of the 95 percent confidence intervals are given in Table 4. The general con-
clusions are similar to those in Table 3. There are some additional cases of
poor coverage in Model I: in the estimation of the individual-level regression
coefficient with no network effect or levels, or just an area effect, and also in
the area-level regression coefficient when there is no network or just house-
hold, which is due to the bias in the coefficient noted previously.

Results with negative ρ. In Supplemental Table S1, where ρ is negative and
there are inter-area connections, the results are similar to Table 1 for the esti-
mates of the regression coefficients, the network parameter, variance compo-
nents, and the SEs. The estimates of the regression coefficient are not affected
by omitting levels or the network. Omitting a level results in increases in the
variance component for the levels included in the model. Estimation of ρ is
not substantially affected by the levels included, and omission of the
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Table 4. Relative Bias (%) of SE Estimates of Regression Parameter Estimates (and

Coverage of 95% Confidence Intervals in Percentages) for Different Models and

Submodels Using Simulated Data Based on ERGM Network Without Inter-Area

Network Connections and Positive ρ = 0.3.

Model I: Network acts on response variable

Intercept Subjects HH Area

Submodel β0 = −1 β1 = 2 β2 = 0.2 β3 = 0.3

Full −3.4 (93.6) −0.8 (94.8) −2.4 (94.3) −6.6 (92.8)

No area −19.6 (78.7) −0.7 (94.3) −0.4 (94.9) −25.7 (83.7)

No HH 8.0 (95.3) −0.3 (94.9) −20.3 (88.4) −3.3 (93.4)

No network −3.0 (12.6) −0.6 (92.2) −0.8 (94.4) −2.3 (79.2)

Just network −16.5 (63.4) 0.8 (93.7) −20.5 (88.3) −31.5 (73.7)

Just HH −3.2 (12.8) −0.8 (92.7) −18.6 (88.7) −2.0 (79.1)

Just area −46.0 (1.9) −1.1 (87.8) 7.0 (96.2) −46.0 (48.0)

No levels −58.1 (1.2) −0.9 (84.8) −20.2 (88.0) −58.4 (35.7)

Model II: Network affects individual and higher level random effects

Intercept Subjects HH Area

Submodel β0 = −1 β1 = 2 β2 = 0.2 β3 = 0.3

Full −2.0 (93.4) −0.8 (94.8) −1.6 (94.6) −1.6 (93.4)

No area −17.3 (88.6) −0.9 (94.7) −0.7 (94.8) −17.4 (88.9)

No HH −2.3 (93.0) −0.8 (94.7) −19.9 (88.5) −1.5 (93.4)

No network −2.2 (93.2) −1.5 (94.7) −1.1 (94.5) −1.4 (93.4)

Just network −22.0 (86.3) −1.0 (94.8) −20.4 (88.4) −22.5 (86.6)

Just HH −2.3 (93.0) −1.5 (94.6) −19.3 (88.7) −1.1 (93.5)

Just area −46.6 (70.4) −2.3 (94.5) 5.8 (96.1) −46.6 (70.7)

No levels −58.9 (58.5) −2.6 (94.2) −21.7 (87.8) −59.2 (57.8)

Model III: Network affects only individual-level error term

Intercept Subjects HH Area

Submodel β0 = −1 β1 = 2 β2 = 0.2 β3 = 0.3

Full −2.3 (92.5) −1.7 (94.6) −3.1 (93.9) 0.6 (93.0)

No area −15.8 (88.9) −1.6 (94.7) −2.6 (94.0) −13.5 (89.4)

No HH −3.6 (91.7) −0.4 (94.9) −21.7 (87.2) 0.4 (92.5)

No network −3.9 (91.5) −1.5 (94.5) −3.0 (93.8) −1.2 (91.9)

Just network −20.8 (86.6) −0.1 (94.8) −21.7 (87.1) −17.4 (87.8)

Just HH −4.4 (91.1) −0.9 (94.7) −20.9 (87.6) −0.6 (91.9)

Just area −36.1 (79.0) −1.0 (94.8) −2.3 (94.2) −35.8 (78.8)

No levels −49.0 (68.4) −2.1 (94.6) −23.5 (86.5) −47.7 (69.0)
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network does not affect the estimation of the other variance components when
all are included. As in Table 1 when no network is included, the omission of
the area-level component decreases the household level and increases the
individual-level variance component. When the household level is omitted,
the area-level variance component increases considerably. As in Table 1
this does not happen when the network is included. When the social
network is contained within the area level and ρ is negative, the interplay
between the network and area-level effect has a dampening effect when
either is omitted, as shown in Supplemental Table S2. Omitting the area-level
effect contributes some positive correlations within the network that is con-
tained within the areas, and this works against the negative autocorrelation
to move the estimate of ρ towards zero, or to make it positive. Omitting
the network in this case, the means some negative correlations are influencing
the within area correlations, reducing the estimate of the area-level variance
component. The relative biases of the SE estimates and associated coverage
are given in Supplemental Table S3 for the case where there are inter-area
network connections, and in Supplemental Table S4 when the network con-
nections are contained within areas. The general conclusions are the same as
for the corresponding case of positive ρ.

When ρ = 0 or ρ > 0.3. We have not shown simulation study results for ρ = 0
(no network effects) and for larger values of ρ, for example, ρ = 0.7. However,
the results presented in the tables (including Tables 5 and 6 for the data set con-
sidered in Section “Example With School Data”) suggest what happens in both
cases. When ρ = 0, the estimated ρwill be, on average, near zero, but for a given
data set, ρ̂ is almost certainly non-zero. So we can compare the rows “no
network” (ρ̂ = 0) with “full” (ρ̂ ≠ 0) to see the effect of incorporating the
network, that is, some or all variance components will generally decrease
(more so if ρ̂ > 0). The case of ρ > 0.3 is similar to the case ρ = 0.3, only the
effects are larger. Since the matricesMl depend on ρ and the size of the elements
of Ml relative to 1l will increase with ρ (for ρ > 0), the effects relating to the
network will generally be larger. For example, omitting the network leads to
larger increases in the estimated variance components.

Example With School Data

School Data Details

For an illustration based on real data, we use a data set about a friendship
network and delinquent behavior of students in school classes, collected in
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a two-wave survey, the Dutch Social Behavior study (Houtzager and
Baerveldt 1999). Students from the third and fourth years of the
lower middle level of the Dutch secondary school system answered a
questionnaire, with a total sample size of 990. A more detailed description
can be found at https://www.stats.ox.ac.uk/~snijders/siena/BaerveldtData.
html.

The data were collected from 19 schools with two variables of
main interest in this article: gender and a measure of delinquent behavior
(DB), defined as the number of minor offenses that the respondent states
to have committed. The measure was transformed Y = ln (1+ DB) to
obtain less skewed data. The network relationship is defined as giving
and receiving emotional support: there is a connection from student i to
student j if i indicates that i receives and/or gives emotional support
from/to student j.

The data only have two levels, schools and students. We artificially added
another level, classes, so that we could investigate the effect of ignoring levels
in a more complex model with three levels, as we did in Section “Results of
Simulation Study.”

The school sizes of the data set are between 31 and 91. We divided the
students of each school into classes, such that class sizes are approximately
equal and have a maximum size of 31. For example, a school with 31 students
was considered to have only one class, but a school with 54 students was split
into two classes with 27 students each. The allocation of the students to
classes was done randomly until the resulting NAMLM had non-zero esti-
mates of the variance and network parameters.

The response variance Y is the log-transformed delinquent behavior
and the student-level covariate is gender. Often covariates are given at
several levels. Here we constructed a school- and class-level contextual
variable defined as the average gender for schools and classes, respect-
ively, that is, the average rate of males was calculated for each class
and each school and were added as covariates (called sex class and sex
school).

The network referring to giving and/or receiving emotional support was
restricted to within the schools, that is, connections do not exist between
any two students of different schools. W is row-normalized, such that the
rows sum to one. The original network has an average of 2.19 links per
student. We also artificially created between school connections by
adding randomly approximately 0.6 links per student, leading to 2.80
links per student for the new network. The resulting interschool network
is denoted by WIS.
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Results of Analysis of School Data Using NAMLMs
Effect of omitting levels and networks on estimates of variance components and
network parameter. The results for this data set for each of the three
NAMLMs are presented in Table 5 (no between school connections) and
Table 6 (with between school connections) with the estimates obtained for
the full model, containing all three levels and the network, and all submodels
obtained by ignoring the network or one or more levels. The tables show the
estimates of the regression parameters, their estimated SEs and the estimates
of the variance and network parameters. We do not consider the SEs of the
variance parameters, because Wald-type confidence intervals are often not
applicable and therefore SEs of such variance estimates are of limited use,
see Chambers and Chandra (2013) for an alternative bootstrap method to con-
struct confidence intervals.

These results show that when a level, for example, schools or classes, is
omitted, then the variance of the omitted level is approximately distributed
to the two adjacent levels. For example, when the school level is omitted,
then the class-level variance is increased by the variance of the school
level. When the class level is omitted, then the variances of the student and
school levels are inflated by an amount that sums up to the class-level
variance.

The estimate of ρ remains essentially the same provided the school and/or
class level is included in the model. When neither level is included, the esti-
mate of ρ increases appreciably as it picks up some of the effects of the
omitted levels.

When the network is omitted, then the variances of the levels are all
increased for Models II and III. For Model I, there is no or negligible increase,
because the network parameter estimate for Model I is very small.

Effect on estimates of regression coefficients. For all three models, the estimates
of the regression coefficient for the individual-level covariate do not change
as the network or levels are omitted, except for Model I in Table 5 when the
network is omitted, consistent with the discussion in Section “Theoretical
Impact of Omitting Some Part of the Population Structure in the Analysis.”
For the estimates of the regression coefficient of the class-level covariate,
ignoring the network has some modest effect in all three models, but ignoring
any of the levels has little effect. Similar effects can be seen in the estimates of
the regression coefficients for the school-level covariate, although these esti-
mates have quite large estimated SEs due to the small number of schools in
the sample.
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The observation that ignoring the network affects the estimates of the
regression coeffcients for the class and school-level covariates in Models II
and III might contradict the discussion in Section “Theoretical Impact of
Omitting Some Part of the Population Structure in the Analysis.” However,
Tables 5 and 6 show the ML estimates and not OLS estimates, explaining
the change of the fixed effects, which is due to the non-zero efficiency
effect of the ML estimator, see equation (3) in Berkhof and Kampen
(2004). For larger sample size and a larger number of schools and classes,
the fixed effects of Models II and III would stay relatively constant, as was
seen in the simulation study which involves larger sample sizes. These obser-
vations overall confirm the anticipated behavior outlined in Section
“Theoretical Impact of Omitting Some Part of the Population Structure in
the Analysis.”

Differences between Models I, II, and III. These results also shed some light on
the differences and similarities in the results obtained from applying the three
different full NAMLMs. For Models II and III, the regression coefficients are
the same for the individual-level covariate and very similar for the class and
school-level covariates. Comparing results with the naive model that ignores
all the dependencies, the individual-level regression coefficients are the same
and the estimates for the class, and school covariates tend to be stronger in
Models II and III. For Model I, the regression estimates are a little different
but still similar to those from Models II and III, and also stronger than
those from the naive model. So, for regression coefficients, the models gen-
erally give broadly similar estimates, but accounting for the dependencies
produces stronger estimates for the higher-level covariates than the estimates
obtained from the naive model, although not for the individual-level covari-
ate. This confirms that, especially if higher-level covariates are included, the
dependencies should be taken into account, even if not of direct interest. The
estimates of the variance components are virtually the same for Models II and
III and similar for Model I. When these parameters are of substantive interest,
there is little to choose between all three models. The estimate of the network
parameter is very similar in Models II and III, but much smaller in Model
I. This shows the main difference between Model I and Models II and III.
In the latter two, the network dependencies only affect the variance structure,
whereas in the former the regression term is also affected, as shown in Section
“Extended Models That Include Social Network and Group Dependencies:
Network Autoregressive Multilevel Models.” This leads to a smaller
network parameter.
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Effects on estimated SEs of regression coefficient estimates. Tables 5 and 6
contain the estimated SEs for the estimates of the regression coefficients. It
is noticeable that the SEs are smaller when the full model is used, or if
only one of the class or school-level effects is omitted. Once simpler variance
structures are used, in which any two or more of the network, class, or school
effects are omitted, the SEs increase. These increases do not affect the statis-
tical significance of the regression coefficient of the student-level covariate,
which stays strongly statistically significant. However, for the class-level cov-
ariate, these increases in SEs change the inference from statistically signifi-
cant to non-significant. The SEs for the school-level regression coefficients
are already large because of the small-sample size, and even with the full
model are generally non-significant, or sometimes a borderline case, and
the increase in SEs leads to strongly non-significant results.

Interpretation of models. Network models and the MLMs both describe
dependencies across observations and have been developed in different situa-
tions, often influenced by differences in data availability concerning network
connections and membership of groups. Using the NAMLMs described in
Section “Extended Models That Include Social Network and Group
Dependencies: Network Autoregressive Multilevel Models” these two
general approaches can be incorporated and interpreted within the same
framework. In Section “Network Effects and Network Disturbance
Models,” it was noted that autocorrelation in the response variable implicitly
introduces a contextual variable determined by the network into the regres-
sion part of the model. This is similar to the common and explicit use of con-
textual variables, such as group means, in MLMs. Examining the variance
structures in Section “Re-expressing the Covariance Matrix of NAMLMs,”
we can see that the standard MLM can be interpreted in a manner similar
to a network model in which each individual is equally connected to all,
and only, the individuals within its class or school. The variance component
for a level can be converted to an intra-group correlation by dividing by the
total of the variance components, and then has a similar interpretation as the
network correlation parameter (although in comparing these parameters the
fact that the connections due to common group membership are not usually
row normalized is relevant). Some of these aspects are discussed by
Tranmer and Lazega (2016).

To illustrate the use and interpretation of these models, consider the results
for Model II with inter-school connections in Table 6. We will consider sub-
models with no class effect in the variance structure, as this was artificially
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generated. In the submodel with network and school (no class sub model), all
the regression coefficients are statistically significant and ρ̂ = 0.266 and the
intra-group correlation for schools is δ̂ = 0.004. When the school level is
omitted, so only the network is included, the regression coefficient for
class is just statistically significant and the school regression coefficient is
not. The network parameter increases to 0.335 as some of the missing
within school correlations are picked up by the network effect. When the
network is omitted and the school included (just school submodel) the regres-
sion coefficients for class and school both are non-significant and the school
intra-group correlation increases to 0.016, with some of the omitted network
effect also serving to increase the student-level variance from 0.812 to 0.864.

We can compare ρ̂ and the intra-school correlation δ̂3 in terms of the cor-
relations between the values of different individuals that they imply. In doing
so, we must account for the row normalization of W used in the analysis.
Using the first-order term in the Taylor-series expansion of A noted in
Section “Results From Standard Multilevel Models,” the correlation
between the values for individuals i and j arising from the individual-level
errors is approximately ρ(Wij +Wji). Due to the row normalization
Wij = n−1

i , where ni is the size of the network centered on individual i. In
this example, the average network size is ≈ 2.8, and we can use this
average value to give an indication of the correlation between two individuals
in the network, as 0.266 × 2/2.8 = 0.19, compared with δ̂3 = 0.004.

Summary
In this article, we have combined two popular approaches to modeling
dependencies across units, such as people, these being network autocorrel-
ation models, and MLMs. This is useful because dependencies arising from
a hierarchical structure and network structure may be found together. An
example is given in Section “Example With School Data,” where class and
school-level random effects are included, as well as a social network reflect-
ing emotional support between students. Depending on assumptions about the
components of the MLM that the social network acts upon, three models can
be differentiated. In Model I, autocorrelation associated with the network acts
directly on the response variable and this leads to the regression component
implicitly including a network contextual effect and the variance at each level
being affected. In Model II, the network applies to the individual and higher-
level random effects, so that the variance at each level is affected, but the
regression term is not affected by the network. In Model III, the network
applies only to the individual-level random error, so only the variance at
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the individual level is affected, and the regression term is not affected by the
network. These models can be described as NAMLMs. Which of these
models is appropriate in a particular situation depends on theoretical and
empirical considerations. In practice, we would tend to prefer Model I
because it allows network dependencies in both the regression terms, impli-
citly allowing for a network contextual effect, and the variance components,
although we would check diagnostics.

In practice, not all the potential sources of dependencies may be included
in an analysis, either because they have not been identified or the data on the
network and/or all the group memberships are not available. In some situa-
tions, the size of the data set may not be able to support fitting a suitably
complex model. Several authors have considered the effect of omitting a
level in an MLM on the estimates of the variance components that have
been included, and the SEs of the estimates of the regression coefficients.
However, there has previously been no consideration of the impact of ignor-
ing a component, either one or more levels and/or the network in the more
general framework of NAMLMs. This framework has enabled us to consider
these issues analytically, by simulation, and for a real data set. The results
show that the expectation of the estimates of the fixed regression coefficients
are affected little by omitting the social network or any of the levels. The coef-
ficient of the individual-level covariates is very stable. For Model I, there can
be a small effect on the estimates of regression coefficients of the higher-level
covariates and the intercept when the network is omitted.

Irrespective of the particular NAMLM used, the results of omitting a com-
ponent of the variance structure (either the levels of a MLM or the network)
are similar. When a level is ignored then the impact on the network parameter
(measuring social dependence) generally is minimal, unless the network level
is adjacent to or at the omitted level, and usually only the variance parameters
of the other, not omitted, levels are affected. Essentially similar rules apply in
this case as when ignoring a level in a standard MLM.

Omitting a component of a MLM in a NAMLM has an impact on the vari-
ance component estimates, and also on the estimated SEs of the regression coef-
ficients, which may affect the statistical significance of those referring to
group-level covariates. Similar conclusions apply as for omitting a level in
an MLM (Tranmer and Steel 2001; Berkhof and Kampen 2004; Moerbeek
2004; Van Landeghem, De Fraine, and Van Damme 2005), for example, omit-
ting a level leads to increased variance estimates of the flanking-level variance
components and also incorrect estimated SEs of the regression coefficients
referring to the omitted (decreased estimated SE) and the flanking levels
(often increased estimated SE of the lower flanking level).
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However, when the network is omitted then other variance parameters are
inflated, depending on how the network and levels interact. Often only the
variance parameters of the network level or levels adjacent to the network
level are affected.

What happens if several components are omitted at once? When the two
levels of the multilevel are ignored, then it seems this also has an effect on
the estimation of ρ and not only on the remaining level(s). If the estimated
ρ remains constant, then standard MLM results would apply. As we outlined
in Section “Theoretical Impact of Omitting Some Part of the Population
Structure in the Analysis,” adding a network can be considered as adding
other terms in an MLM referring to existing or new level(s). Hence omitting
the network, might only affect the same or adjacent levels, for example when
the network is at a higher level than the highest level, then only that highest
level might be affected. When the network and another level is ignored, then
this affects some or all estimated variance parameters. Generally, multiple
effects are observed and to avoid incorrect conclusions omitting several com-
ponents should be avoided, as it is difficult to draw conclusions what would
have happened had all levels and the network been accounted for. In general,
omitting a component of the variance structure can affect the estimates of
those components that are included.

The estimates of the individual-level regression coefficients are robust to
omitting components of the variance structure, although there can be some
effect on regression coefficients of higher level covariates. The true SEs on
the estimates of the regression coefficients were not appreciably affected,
but the estimated SEs can be. Even if a full NAMLM cannot be fitted, it is
still worthwhile including those components that can be included, and
worth bearing in mind that any omitted components may be affecting the esti-
mates of the components that are included in the analysis.

Increases in estimated SEs when levels or the network are omitted reduce
the statistical significance of the parameter estimates, leading to some loss of
power, but do not lead to incorrectly declaring statistical significance. This
was observed in the analysis of the schools data set, which was based on a
relatively small sample. In the simulation study, which has a larger sample
size, the estimated SEs had negative bias for the regression coefficient of
an omitted level. However, this situation is unlikely in practice, since
having a covariate for a level usually means we know the level for each indi-
vidual and can account for it in the variance structure. For the school data set,
a reduction in the estimated SEs for a regression coefficient also occurred
sometimes, for example, for parameters for covariates for levels adjacent to
the omitted level. Hence, for smaller data sets, we need to be careful with
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declaring significant results for covariates of adjacent levels. Generally, the
estimated SEs of the individual-level regression coefficient did not decrease;
incorrectly declaring statistically significant results for individual-level cov-
ariates is very unlikely to occur when some levels or the network are
omitted. Further development of SE estimates for NAMLMs should consider
robust SE estimation and bootstrap methods.

The R code produced to fit the NAMLMs is not necessarily made compu-
tationally efficient. Furure research could investigate computationally effi-
cient methods to fit these models and also investgate the effects of omitting
a level in a MM model to model network and group dependencies proposed
by Tranmer, Steel, and Browne (2014) and Tranmer and Lazega (2016), an
alternative model approach to the NAMLMs proposed in this article.

Appendix A

Comparison of NAMs and MM Models

The covariance matrix of the network disturbance model can be approximated
using a first-order Taylor series with A = I− ρW as

V(Y) = A−1(A−1)⊤σ21 ≈ Iσ21 + σ21ρ(W+W⊤)+ ρ2WW⊤σ21

≈ Iσ21 + σ21ρ(W+W⊤)

The covariance matrix MM can be written as

V(Y) = Cov(W, u)+ Cov(e) = W(Iσ2u)W
⊤ + Iσ21

= Iσ21 +WW⊤σ2u

Even when using a first-order approximation, the two (co)variance matrices
are usually different and show the two models are generally different.

Appendix B

Maximum Likelihood Estimation for Network Autoregressive MLMs
Appendix B.1. General Form of Log-Likelihood and Maximization. Let the resi-
duals be r = Y− E(Y) (≡ symbol is used to define new terms), then twice
the negative log-likelihood expressed in terms of r and V ≡ V(Y) is:

L̃ ≡ −2L = n log (2π)+ log |V| + r⊤V−1r
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We consider parameter estimation of β, ρ, and σ2l for l = 1, 2, 3 by maximum
likelihood. Maximizing L corresponds to minimizing L̃. In some cases, L̃ can
be simplified, for example, under Model I: log |V| = log |σ21A−1(Z D

σ21
Z⊤ +

In)(A−1)⊤| = n log σ21 − 2 log |A| + log |ZD̃Z⊤ + In| where D̃ ≡ D/σ21.
For details of ML estimation for the simpler sub-class of spatial autore-

gressive models without random effects, see Ord (1975). To obtain ML
estimates we apply the general purpose optimization R-function optim
using the method “L-BFGS-B,” see Byrd et al. (1995). It requires the
value of L̃ and its first derivatives and allows the specification of con-
straints on the parameters space, for example, ρ ∈ (− 1, 1). To assess
SEs the information matrix is needed. In the next subsection of the
Appendix, we provide an explicit form of L̃ for all three models, its first
derivatives and the elements of the information matrix J. It is widely
known that ML estimation of the variance components leads to a negative
bias. Restrictive ML estimation (REML), see Patterson and Thompson
(1971) or for a later derivation Verbyla (1990), overcomes this problem
and we applied this bias reduction method to Models II and III. For
Model I, the parameters of the mean also appear in the variance compo-
nents meaning REML is not applicable for Model I. Note that the restricted
likelihood is a sum of the log-likelihood and the additional term
1
2 log (X

⊤V−1X), see Lindstrom and Bates (1988). The first derivatives
and the information matrices for REML are not presented due to the com-
plexity and in order to preserve space.

Appendix B.2. Formulae for L̃, Likelihood Equations and the Fisher Information
Matrix. For notational convenience reparameterize, the variance parameters
such that D̃ = D/σ2ε .

Model I: Define rZ ≡ AY− Xβ and G ≡ ZD̃Z⊤ + In

ω ≡ ω1 ≡ σ21, ω2 ≡ σ22, ω3 ≡ σ23,

Ck ≡ G−1 ∂G
∂ωk

G−1.

Let λ1, . . . , λn be the eigenvalues of matrixW. The L̃ denotes minus twice the
log-likelihood and is given by:

L̃ = n log (2π)+ n logω− 2 log |A| + log |G| + 1
ω
r⊤ZG

−1rZ .
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The first derivatives are:

∂L̃
∂β

= − 2
ω
X⊤G−1rZ ,

∂L̃
∂ωk

= tr G−1 ∂G
∂ωk

( )
− r⊤ZCkrZ ,

∂L̃
∂ρ = − ∂ log |A|

∂ρ − 1
ω (WY)⊤G−1rZ , where

∂ log |A|
∂ρ = −∑n

i=1
λi

1−ρλi
(Ord 1975),

∂L̃
∂ω

= n

ω
− 1

ω
r⊤ZG

−1rZ .

The entries of Information Matrix (notation Zk is the design matrix of random
effects for level k) are:

E
∂2L̃
∂ω2

( )
= n

ω2
,

E
∂2L̃

∂ωk∂ω j

( )
= −1+ 2

ω

( )
tr C jZkZ⊤

k

[ ]
,

E
∂2L̃

∂β∂β⊤

[ ]
= − 2

ω
X⊤G−1X,

E
∂2L̃
∂ρ2

( )
= 2

∑n
i=1

λ2i
(1− ρλi)2

+ 2tr W⊤G−1WA−1G(A−1)⊤
[ ]

+ 2
ω
tr (A−1Xβ)⊤(W⊤G−1W)(A−1Xβ)
[ ]

,

E
∂2L̃
∂ωkρ

( )
= 2tr ZkZ⊤

k G
−1WA−1[ ]

,

E
∂2L̃
∂β∂ρ

[ ]
= − 2

ω
X⊤G−1WA−1Xβ,

E
∂2L̃

∂β∂ωk

[ ]
= 0, E

∂2L̃
∂β∂ω

[ ]
= 0,

E
∂2L̃

∂ω∂ωk

[ ]
= 1

ω
tr G−1 ∂G

∂ωk

[ ]
,
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E
∂2L̃
∂ω∂ρ

( )
= 2

ω
tr WA−1[ ]

.

Model II: Define rA ≡ Ar and minus 2 times the log-likelihood as:

L̃ = n log (2π)+ n logω− 2 log |A| + log |G| + 1
ω
r⊤AG

−1rA.

The first derivatives are given by:

∂L̃
∂β

= − 2
ω
X⊤A⊤G−1rA,

∂L̃
∂ωk

= tr G−1 ∂G
∂ωk

( )
− r⊤ACkrA,

∂L̃
∂ω

= n

ω
− 1

ω
r⊤AG

−1rA,

∂L̃
∂ρ = − ∂ log |A|

∂ρ − 1
ω (Wr)⊤G−1rA, where

∂ log |A|
∂ρ = −∑n

i=1
λi

1−ρλi
.

The Information Matrix has the elements:

E
∂2L̃
∂ω2

( )
= n

ω2

,

E
∂2L̃

∂ωk∂ω j

( )
= −1+ 2

ω

( )
tr G−1 ∂G

∂ω j
G−1 ∂G

∂ωk

[ ]
,

E
∂2L̃

∂β∂β⊤

[ ]
= − 2

ω
(AX)⊤G−1AX,

E
∂2L̃
∂ρ2

( )
= 2

∑n
i=1

λ2i
(1− ρλi)2

+ 2tr W⊤G−1WA−1G(A−1)⊤
[ ]

,

E
∂2L̃
∂ωkρ

( )
= 2tr ZkZ⊤

k G
−1WA−1[ ]

,

E
∂2L̃
∂β∂ρ

[ ]
= 0,
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E
∂2L̃

∂β∂ωk

[ ]
= 0, E

∂2L̃
∂β∂ω

[ ]
= 0,

E
∂2L̃

∂ω∂ωk

[ ]
= 1

ω
tr G−1 ∂G

∂ωk

[ ]
,

E
∂2L̃
∂ω∂ρ

( )
= 2

ω
tr WA−1[ ]

.

Model III: Let us first re-define for Model III the matrix
G ≡ ZD̃Z⊤ + A−1(A−1)⊤. Then minus twice the log-likelihood is given by:

L̃ = n log (2π)+ n logω+ log |G| + 1
ω
r⊤G−1r.

The first derivatives are:

∂L̃
∂β

= − 2
ω
X⊤G−1r,

∂L̃
∂ωk

= tr G−1 ∂G
∂ωk

( )
− r⊤Ckr,

∂L̃
∂ρ

= tr G−1 ∂G
∂ρ

[ ]
− 1

ω
r⊤G−1 ∂G

∂ρ
G−1r,

where ∂G
∂ρ = A−1WA−1(A−1)⊤ + A−1(A−1WA−1)⊤.

∂L̃
∂ω

= n

ω
− 1

ω
r⊤G−1r.

The entries of the Information Matrix are:

E
∂2L̃
∂ω2

( )
= n

ω2
,

E
∂2L̃

∂ωk∂ω j

( )
= −1+ 2

ω

( )
tr G−1Z jZ⊤

j G
−1ZkZ⊤

k

[ ]
,

E
∂2L̃

∂β∂β⊤

[ ]
= − 2

ω
X⊤G−1X,
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E
∂2L̃
∂ρ2

( )
= −1+ 2

ω

( )
tr G−1 ∂G

∂ρ
G−1 ∂G

∂ρ

[ ]
− 1+ 1

ω

( )
tr G−1 ∂

2G
∂ρ2

[ ]
,

E
∂2L̃
∂ωkρ

( )
= −1+ 2

ω

( )
tr G−1 ∂G

∂ωk
G−1 ∂G

∂ρ

[ ]
,

E
∂2L̃
∂β∂ρ

[ ]
= 0, E

∂2L̃
∂β∂ωk

[ ]
= 0, E

∂2L̃
∂β∂ω

[ ]
= 0,

E
∂2L̃

∂ω∂ωk

[ ]
= 1

ω
tr D−1 ∂G

∂ωk

[ ]
,

E
∂2L̃
∂ω∂ρ

( )
= 1

ω
tr G−1 ∂G

∂ρ

[ ]
.

Appendix C

Omitting the Network

The true variance isV = σ21A
−111(A−1)⊤ + σ22A

−112(A−1)⊤ + σ23A
−113(A−1)⊤

which is a linear combination of three matrices M1, M2, and M3 with
Mi = A−11i(A−1)⊤. In practice, we estimate it from the residuals or using
estimated parameters leading to V̂.

A Taylor series of A−1 is A−1 = In +
∑∞

k=1 ρ
kWk. Using this formula, it

can be easily shown that V ≥ σ2111 + σ2212 + σ2313, because Mi ≥ 1i when
ρ > 0.

Suppose we fit the incorrect model without network, that is,
Vc = (σ21)c11 + (σ22)c12 + (σ23)c13, and we aim at obtaining the coefficients

(σ2i )c stored in the vector σ2c . To obtain σ2c we apply the OLS estimator σ2c =
(X̃

⊤
c X̃c)−1X̃

⊤
c
�̂V with “design” matrix X̃c = (�11, �12, �11). Similarly define

X̃ = ( �M1, �M2, �M3). Here �Vc is the formed vector of matrix �Vc, such that

X̃cσ2c = �Vc for the incorrect model and X̃σ2 = �V for the true model.
Suppose now V is available, then:

σ̂2c = (X̃
⊤
c X̃c)

−1X̃
⊤
c
�V = (X̃

⊤
c X̃c)

−1X̃
⊤
c X̃σ

2

(X̃
⊤
c X̃c)

−1X̃
⊤
c (X̃c + X̃D)σ

2 = σ2 + (X̃
⊤
c X̃c)

−1X̃
⊤
c X̃Dσ

2,
(16)

where X̃D = X̃− X̃c ≥ 0 is the difference of the two design matrices. We
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conducted many numerical experiments and they showed that the matrix B =
(X̃

⊤
c X̃c)−1X̃

⊤
c X̃D had always positive entries. When this is the case then

clearly σ̂2c ≥ σ2. However in our numerical experiments this only holds for
ρ > 0. For ρ < 0 some entries can be negative leading in some instances to
some smaller values of σ̂2c , as shown in Supplemental Table S2 for Models
I and II for the third level.

Author’s Note

R-code (R-Development-Core-Team 2023) is available for fitting the proposed three
NAMLMs including all submodels for the school data set from the Dutch Social
Behavior study (see https://www.stats.ox.ac.uk/~snijders/siena/BaerveldtData.html)
on the following link https://figshare.com/articles/software/R˙code˙SMR˙zip/
21901440.

Declaration of Conflicting Interests

The author(s) declared no potential conflicts of interest with respect to the research,
authorship, and/or publication of this article.

Funding

The author(s) disclosed receipt of the following financial support for the research,
authorship, and/or publication of this article: This work was supported by the UK
Economic and Social Research Council (RES-000-22-2595) and the Australian
Research Council (LX 0883143).

ORCID iDs

Thomas Suesse https://orcid.org/0000-0003-4495-0166
David Steel https://orcid.org/0000-0002-3137-9952
Mark Tranmer https://orcid.org/0000-0002-4779-1570

Supplemental Material

The supplemental material for this article is available online. Supplemental material
for this article is available online providing additional results presented in Tables
S1 to S4.

References

Amati, V., A. Lomi, and A. Mira. 2018. “Social Network Modeling.” Annual Review
of Statistics and Its Application 5(1):343-369.

Suesse et al. 45

https://www.stats.ox.ac.uk/&#x007E;snijders/siena/BaerveldtData.html
https://www.stats.ox.ac.uk/&#x007E;snijders/siena/BaerveldtData.html
https://figshare.com/articles/software/R_code_SMR_zip/21901440
https://figshare.com/articles/software/R_code_SMR_zip/21901440
https://figshare.com/articles/software/R_code_SMR_zip/21901440
https://orcid.org/0000-0003-4495-0166
https://orcid.org/0000-0003-4495-0166
https://orcid.org/0000-0002-3137-9952
https://orcid.org/0000-0002-3137-9952
https://orcid.org/0000-0002-4779-1570
https://orcid.org/0000-0002-4779-1570


Berkhof, J. and J. K. Kampen. 2004. “Asymptotic Effect of Misspecification in the
Random Part of the Multilevel Model.” Journal of Educational and Behavioral
Statistics 29(2):201-218.

Browne, W. J., H. Goldstein, and J. Rasbash. 2001. “Multiple Membership Multiple
Classification (mmmc) Models.” Statistical Modelling 1(2):103-124.

Butts, C. T. 2020. sna: Tools for Social Network Analysis. R package version 2.6.
Byrd, R. H., P. Lu, J. Nocedal, and C. Zhu. 1995. “A Limited Memory Algorithm for

Bound Constrained Optimization.” SIAM Journal on Scientific Computing
16(5):1190-1208.

Carrington, P., J. Scott, and S. Wasserman. 2005. Models and Methods in Social
Network Analysis. New York: Cambridge University Press.

Chambers, R. and H. Chandra. 2013. “A Random Effect Block Bootstrap for Clustered
Data.” Journal of Computational and Graphical Statistics 22(2):452-470.

Chambers, R. L. and C. J. Skinner. 2003. Analysis of Survey Data. Chichester, West
Sussex: John Wiley & Sons.

Clark, R. G. and D. G. Steel. 2002. “The Effect of Using Household As a Sampling
Unit.” International Statistical Review 70(2):289-314.

Cressie, N. 1993. Statistics for Spatial Data. New York: John Wiley & Sons.
De Leeuw, J. and E. Meijer. 2008. “Introduction to Multilevel Analysis.” Pp. 1–75 in

Handbook of Multilevel Analysis, edited by De Leeuw, J., E. Meijer, and
H. Goldstein. New York: Springer.

Fieldhouse, E. and M. Tranmer. 2001. “Concentration Effects, Spatial Mismatch, Or
Neighborhood Selection? Exploring Labor Market and Neighborhood Variations
in Male Unemployment Risk Using Census Microdata From Great Britain.”
Geographical Analysis 33(4):353-369.

Goldstein, H. 2011. Multilevel Statistical Models. 4th ed. Chichester, West Sussex:
John Wiley & Sons.

Haines, V. A., J. J. Beggs, and J. S. Hurlbert. 2011. “Neighborhood Disadvantage,
Network Social Capital, and Depressive Symptoms.” Journal of Health and
Social Behavior 52(1):58-73.

Handcock, M., D. R. Hunter, C. Butts, S. M. Goodreau, and M. Morris. 2010. ergm: A
package to fit, simulate and diagnose exponential-family models for networks.
version 2.2-4. Available at http://statnetproject.org.

Houtzager, B. and C. Baerveldt 1999. “Just Like Normal: A Social Network Study of
the Relation Between Petty Crime and the Intimacy of Adolescent Friendships.”
Social Behavior and Personality: An International Journal 27(2):177-192.

Johnston, R., K. Jones, C. Propper, R. Sarker, S. Burgess, and A. Bolster. 2005. “A
Missing Level in the Analyses of British Voting Behaviour: The Household As
Context As Shown by Analyses of a 1992-1997 Longitudinal Survey.” Electoral
Studies 24(2):201-225.

46 Sociological Methods & Research 0(0)

http://statnetproject.org
http://statnetproject.org


Kawachi, I. and L. Berkman. 2000. “Social Cohesion, Social Capital, and Health.”
Social Epidemiology 174(7):290-319.

Kawachi, I. and L. F. Berkman. 2003. Neighborhoods and Health. New York: Oxford
University Press.

Lazega, E. and T. A. Snijders. 2016. Multilevel Network Analysis for the Social
Sciences: Theory, Methods and Applications. 1st ed. New York: Springer.

Leenders, R. 2002. “Modeling Social Influence Through Network Autocorrelation:
Constructing the Weight Matrix.” Social Networks 24(1):21-47.

Lesage, J. and R. Pace. 2009. Introduction to Spatial Econometrics. Boca Raton, FL:
Chapman & Hall/CRC.

Lindstrom, M. J. and D. M. Bates. 1988. “Newton-Raphson and EM Algorithms for
Linear Mixed-effects Models for Repeated-measures Data.” Journal of the
American Statistical Association 83(404):1014-1022.

Lusher, D., J. Koskinen, and G. Robins. 2013. Exponential Random Graph Models
for Social Networks: Theory, Methods, and Applications. New York: Cambridge
University Press.

Moerbeek, M. 2004. “The Consequence of Ignoring a Level of Nesting in Multilevel
Analysis.” Multivariate Behavioral Research 39(1):129-149.

Muir, J. 1999. “Testing for Spatial Autocorrelation: Moving Average Versus
Autoregressive Processes.” Environment and Planning A 31:1371-1382.

Ord, K. 1975. “Estimation Methods for Models of Spatial Interaction.” Journal of the
American Statistical Association 70(349):120-126.

Patterson, H. D. and R. Thompson. 1971. “Recovery of Inter-block Information when
Block Sizes are Unequal.” Biometrika 58(3):545-554.

R-Development-Core-Team. 2023. R: A language and environment for statistical
computing. Available at http://www.R-project.org.

Scott, J. 2012. Social Network Analysis. 4th ed. Singapore: Sage.
Snijders, T., P. Pattison, G. Robins, and M. Handcock. 2006. “New Specifications for

Exponential Random Graph Models.” Sociological Methodology 36:99-153.
Snijders, T. A. 2011. “Statistical Models for Social Networks.” Annual review of soci-

ology 37(1):131-153.
Snijders, T. A. 2016. “The Multiple Flavours of Multilevel Issues for Networks.” in

Pp. 15–46. Multilevel Network Analysis for the Social dciences, edited by
E. Lazega, and T. A. B. Snijders, Springer.

Snijders, T. A. and R. J. Bosker. 2012. Multilevel Analysis: An Introduction to Basic
and Advanced Multilevel Modeling. 2nd ed. London: Sage.

Subramanian, S., K. Jones, and C. Duncan. 2003. “Multilevel Methods for Public Health
Research.” in Neighborhoods and Health. New York: Oxford University Press.

Summerfield, M., S. Freidin, M. Hahn, N. Li, N. Macalalad, L. Mundy, N. Watson,
R. Wilkins, and M. Wooden. 2015. Hilda user manual–release 14.

Suesse et al. 47

http://www.R-project.org
http://www.R-project.org


Tranmer, M. and E. Lazega. 2016. “Multilevel Models for Multilevel Network
Dependencies.” in Pp. 107–124. Multilevel Network Analysis for the Social
Sciences, edited by E. Lazega and T. A. B. Snijders, Springer.

Tranmer, M., D. Steel, and W. J. Browne. 2014. “Multiple Membership Models for
Social Network and Group Dependencies.” Journal of the Royal Statistical
Society (Series A) 177:439-455.

Tranmer, M. and D. G. Steel. 2001. “Ignoring a Level in a Multilevel Model: Evidence
From Uk Census Data.” Environment and Planning A 33(5):941-948.

Van Landeghem, G., B. De Fraine, and J. Van Damme. 2005. “The Consequence of
Ignoring a Level of Nesting in Multilevel Analysis: A Comment.” Multivariate
Behavioral Research 40(4):423-434.

Verbyla, A. P. 1990. “A Conditional Derivation of Residual Maximum Likelihood.”
Australian Journal of Statistics 32(2):227-230.

Ward, M. D. and K. S. Gleditsch. 2008. Spatial Regression Models. Thousand Oaks,
California: Sage.

Wasserman, S. and K. Faust. 1994. Social Network Analysis: Methods and
Applications. New York: Cambridge University Press.

Author Biographies

Thomas Suesse completed his MSc (Dipl-Math) degree in mathematics at the
Friedrich-Schiller-University (FSU) of Jena, Germany, in 2003. In 2005 he went to
Victoria University of Wellington (VUW), New Zealand, to start his PhD in statistics
and his degree was conferred with his thesis titled, ’Analysis and Diagnostics of
Categorical Variables with Multiple Outcomes’ in 2008. In 2009 he started working
as a research fellow at the Centre for Statistical and Survey Methodology (CSSM)
at the University of Wollongong. He was appointed as a lecturer at UOW in 2011
and promoted to senior lecturer in 2015. His research interests comprise categorical
data analysis, spatial statistics, social networks, survey methods, medicine, education,
and early childhood education.

David Steel (BSc (Hons), Mathematical Statistics, University of Adelaide; MSc,
Mathematical Statistics, Australian National University; PhD, Social Statistics.
University of Southampton) is a senior professor in statistics and director of the
Centre for Sample Survey Methodology in the National Institute for Applied
Statistics Research Australia at the University of Wollongong. His research interests
include survey methodology, sample design and analysis for complex social, health
and economic data and repeated surveys, official statistics, small area estimation,
split questionnaire designs in data science, multilevel models and social networks in
social statistics, combining probability samples, non-probability samples and big
data sources.

48 Sociological Methods & Research 0(0)



Mark Tranmer (BSc Applied Statistics (Sheffield Hallam University), MSc
Probability & Statistics (University of Sheffield), PhD Social Statistics (University
of Southampton) is professor of Quantitative Social Science at the University of
Glasgow. His research began in multilevel modeling to assess individual and group
variations in social, educational and health outcomes. More recently he has developed
approaches for analyzing social network data with multilevel models. Also, in appli-
cations and extensions of the Relational Event Model to assess persistence and reci-
procity of social interactions over time.

Suesse et al. 49


	 Introduction
	 Models for Multilevel Data and Social Networks
	 Households and Neighborhoods
	 Classes and Schools

	 Models for Social Network Dependencies
	 Network Effects and Network Disturbance Models
	 Multiple Membership (MM) Models

	 Extended Models That Include Social Network and Group Dependencies: Network Autoregressive Multilevel Models
	 Theoretical Impact of Omitting Some Part of the Population Structure in the Analysis
	 Results From Standard MLMs
	 Re-expressing the Covariance Matrix of NAMLMs
	 Impact of Omitting Network Dependencies
	 Fixed effects
	 Random effects

	 Impact of Omitting Multilevel Dependencies

	 Simulation Study
	 Setup of Simulation Study
	 Results of Simulation Study
	 Effect of omitting levels on estimates of variance components and network parameter
	 Effect of omitting network dependencies on estimates of variance components
	 Effect of omitting network dependencies or levels on estimates of regression parameters
	 Effect on SEs and inferences for regression coefficients
	 Results when social network contained within areas
	 Results with negative \rho
	 When \rho =0 or \rho \gt 0.3


	 Example With School Data
	 School Data Details
	 Results of Analysis of School Data Using NAMLMs
	 Effect of omitting levels and networks on estimates of variance components and network parameter
	 Effect on estimates of regression coefficients
	 Differences between Models I, II, and III
	 Effects on estimated SEs of regression coefficient estimates
	 Interpretation of models


	 Summary
	 Comparison of NAMs and MM Models
	 Maximum Likelihood Estimation for Network Autoregressive MLMs
	 Appendix B.1. General Form of Log-Likelihood and Maximization
	 Appendix B.2. Formulae for \tilde {L}, Likelihood Equations and the Fisher Information Matrix

	 Omitting the Network

	 References


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /All
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile ()
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 5
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness false
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages false
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Average
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages false
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Average
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages false
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Average
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /PDFX1a:2003
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError false
  /PDFXTrimBoxToMediaBoxOffset [
    33.84000
    33.84000
    33.84000
    33.84000
  ]
  /PDFXSetBleedBoxToMediaBox false
  /PDFXBleedBoxToTrimBoxOffset [
    9.00000
    9.00000
    9.00000
    9.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /ARA <FEFF06270633062A062E062F0645002006470630064700200627064406250639062F0627062F0627062A002006440625064606340627062100200648062B062706260642002000410064006F00620065002000500044004600200645062A0648062706410642062900200644064406370628062706390629002006300627062A002006270644062C0648062F0629002006270644063906270644064A06290020064506460020062E06440627064400200627064406370627062806390627062A00200627064406450643062A0628064A062900200623064800200623062C06470632062900200625062C06310627062100200627064406280631064806410627062A061B0020064A06450643064600200641062A062D00200648062B0627062606420020005000440046002006270644064506460634062306290020062806270633062A062E062F062706450020004100630072006F0062006100740020064800410064006F006200650020005200650061006400650072002006250635062F0627063100200035002E0030002006480627064406250635062F062706310627062A0020062706440623062D062F062B002E0020064506390020005000440046002F0041060C0020062706440631062C062706210020064506310627062C063906290020062F0644064A0644002006450633062A062E062F06450020004100630072006F006200610074061B0020064A06450643064600200641062A062D00200648062B0627062606420020005000440046002006270644064506460634062306290020062806270633062A062E062F062706450020004100630072006F0062006100740020064800410064006F006200650020005200650061006400650072002006250635062F0627063100200035002E0030002006480627064406250635062F062706310627062A0020062706440623062D062F062B002E>
    /BGR <FEFF04180437043f043e043b043704320430043904420435002004420435043704380020043d0430044104420440043e0439043a0438002c00200437043000200434043000200441044a0437043404300432043004420435002000410064006f00620065002000500044004600200434043e043a0443043c0435043d044204380020043704300020043a0430044704350441044204320435043d0020043f04350447043004420020043d04300020043d043004410442043e043b043d04380020043f04400438043d04420435044004380020043800200443044104420440043e043904410442043204300020043704300020043f04350447043004420020043d04300020043f0440043e0431043d04380020044004300437043f0435044704300442043a0438002e002000200421044a04370434043004340435043d043804420435002000500044004600200434043e043a0443043c0435043d044204380020043c043e0433043004420020043404300020044104350020043e0442043204300440044f0442002004410020004100630072006f00620061007400200438002000410064006f00620065002000520065006100640065007200200035002e00300020043800200441043b0435043404320430044904380020043204350440044104380438002e>
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000500044004600206587686353ef901a8fc7684c976262535370673a548c002000700072006f006f00660065007200208fdb884c9ad88d2891cf62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef653ef5728684c9762537088686a5f548c002000700072006f006f00660065007200204e0a73725f979ad854c18cea7684521753706548679c300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /CZE <FEFF005400610074006f0020006e006100730074006100760065006e00ed00200070006f0075017e0069006a007400650020006b0020007600790074007600e101590065006e00ed00200064006f006b0075006d0065006e0074016f002000410064006f006200650020005000440046002000700072006f0020006b00760061006c00690074006e00ed0020007400690073006b0020006e0061002000730074006f006c006e00ed006300680020007400690073006b00e10072006e00e100630068002000610020006e00e1007400690073006b006f007600fd006300680020007a0061015900ed007a0065006e00ed00630068002e002000200056007900740076006f01590065006e00e900200064006f006b0075006d0065006e007400790020005000440046002000620075006400650020006d006f017e006e00e90020006f007400650076015900ed007400200076002000700072006f006700720061006d0065006300680020004100630072006f00620061007400200061002000410064006f00620065002000520065006100640065007200200035002e0030002000610020006e006f0076011b006a016100ed00630068002e>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002000740069006c0020006b00760061006c00690074006500740073007500640073006b007200690076006e0069006e006700200065006c006c006500720020006b006f007200720065006b007400750072006c00e60073006e0069006e0067002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f00630068007700650072007400690067006500200044007200750063006b006500200061007500660020004400650073006b0074006f0070002d0044007200750063006b00650072006e00200075006e0064002000500072006f006f0066002d00470065007200e400740065006e002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f0062006500200050004400460020007000610072006100200063006f006e00730065006700750069007200200069006d0070007200650073006900f3006e002000640065002000630061006c006900640061006400200065006e00200069006d0070007200650073006f0072006100730020006400650020006500730063007200690074006f00720069006f00200079002000680065007200720061006d00690065006e00740061007300200064006500200063006f00720072006500630063006900f3006e002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /ETI <FEFF004b00610073007500740061006700650020006e0065006900640020007300e4007400740065006900640020006c006100750061002d0020006a00610020006b006f006e00740072006f006c006c007400f5006d006d006900730065007000720069006e0074006500720069007400650020006a0061006f006b00730020006b00760061006c006900740065006500740073006500740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740069006400650020006c006f006f006d006900730065006b0073002e002e00200020004c006f006f0064007500640020005000440046002d0064006f006b0075006d0065006e00740065002000730061006100740065002000610076006100640061002000700072006f006700720061006d006d006900640065006700610020004100630072006f0062006100740020006e0069006e0067002000410064006f00620065002000520065006100640065007200200035002e00300020006a00610020007500750065006d006100740065002000760065007200730069006f006f006e00690064006500670061002e000d000a>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f007500720020006400650073002000e90070007200650075007600650073002000650074002000640065007300200069006d007000720065007300730069006f006e00730020006400650020006800610075007400650020007100750061006c0069007400e90020007300750072002000640065007300200069006d007000720069006d0061006e0074006500730020006400650020006200750072006500610075002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /GRE <FEFF03a703c103b703c303b903bc03bf03c003bf03b903ae03c303c403b5002003b103c503c403ad03c2002003c403b903c2002003c103c503b803bc03af03c303b503b903c2002003b303b903b1002003bd03b1002003b403b703bc03b903bf03c503c103b303ae03c303b503c403b5002003ad03b303b303c103b103c603b1002000410064006f006200650020005000440046002003b303b903b1002003b503ba03c403cd03c003c903c303b7002003c003bf03b903cc03c403b703c403b103c2002003c303b5002003b503ba03c403c503c003c903c403ad03c2002003b303c103b103c603b503af03bf03c5002003ba03b103b9002003b403bf03ba03b903bc03b103c303c403ad03c2002e0020002003a403b10020005000440046002003ad03b303b303c103b103c603b1002003c003bf03c5002003ad03c703b503c403b5002003b403b703bc03b903bf03c503c103b303ae03c303b503b9002003bc03c003bf03c103bf03cd03bd002003bd03b1002003b103bd03bf03b903c703c403bf03cd03bd002003bc03b5002003c403bf0020004100630072006f006200610074002c002003c403bf002000410064006f006200650020005200650061006400650072002000200035002e0030002003ba03b103b9002003bc03b503c403b103b303b503bd03ad03c303c403b503c103b503c2002003b503ba03b403cc03c303b503b903c2002e>
    /HEB <FEFF05D405E905EA05DE05E905D5002005D105D405D205D305E805D505EA002005D005DC05D4002005DB05D305D9002005DC05D905E605D505E8002005DE05E105DE05DB05D9002000410064006F006200650020005000440046002005E205D105D505E8002005D405D305E405E105D4002005D005D905DB05D505EA05D905EA002005D105DE05D305E405E105D505EA002005E905D505DC05D705E005D905D505EA002005D505DB05DC05D9002005D405D205D405D4002E002005DE05E105DE05DB05D9002005D4002D005000440046002005E905E005D505E605E805D905DD002005E005D905EA05E005D905DD002005DC05E405EA05D905D705D4002005D105D005DE05E605E205D505EA0020004100630072006F006200610074002005D5002D00410064006F00620065002000520065006100640065007200200035002E0030002005D505D205E805E105D005D505EA002005DE05EA05E705D305DE05D505EA002005D905D505EA05E8002E>
    /HRV <FEFF005a00610020007300740076006100720061006e006a0065002000410064006f00620065002000500044004600200064006f006b0075006d0065006e0061007400610020007a00610020006b00760061006c00690074006500740061006e0020006900730070006900730020006e006100200070006900730061010d0069006d006100200069006c0069002000700072006f006f006600650072002000750072006501110061006a0069006d0061002e00200020005300740076006f00720065006e0069002000500044004600200064006f006b0075006d0065006e007400690020006d006f006700750020007300650020006f00740076006f00720069007400690020004100630072006f00620061007400200069002000410064006f00620065002000520065006100640065007200200035002e0030002000690020006b00610073006e0069006a0069006d0020007600650072007a0069006a0061006d0061002e>
    /HUN <FEFF004d0069006e0151007300e9006700690020006e0079006f006d00610074006f006b0020006b00e90073007a00ed007400e9007300e900680065007a002000610073007a00740061006c00690020006e0079006f006d00740061007400f3006b006f006e002000e9007300200070007200f300620061006e0079006f006d00f3006b006f006e00200065007a0065006b006b0065006c0020006100200062006500e1006c006c00ed007400e10073006f006b006b0061006c002c00200068006f007a007a006f006e0020006c00e9007400720065002000410064006f00620065002000500044004600200064006f006b0075006d0065006e00740075006d006f006b00610074002e0020002000410020006c00e90074007200650068006f007a006f00740074002000500044004600200064006f006b0075006d0065006e00740075006d006f006b00200061007a0020004100630072006f006200610074002c00200061007a002000410064006f00620065002000520065006100640065007200200035002e0030002000e9007300200061007a002000610074007400f3006c0020006b00e9007301510062006200690020007600650072007a006900f3006b006b0061006c00200020006e00790069007400680061007400f3006b0020006d00650067002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f006200650020005000440046002000700065007200200075006e00610020007300740061006d007000610020006400690020007100750061006c0069007400e00020007300750020007300740061006d00700061006e0074006900200065002000700072006f006f0066006500720020006400650073006b0074006f0070002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea51fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e30593002537052376642306e753b8cea3092670059279650306b4fdd306430533068304c3067304d307e3059300230c730b930af30c830c330d730d730ea30f330bf3067306e53705237307e305f306f30d730eb30fc30d57528306b9069305730663044307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020b370c2a4d06cd0d10020d504b9b0d1300020bc0f0020ad50c815ae30c5d0c11c0020ace0d488c9c8b85c0020c778c1c4d560002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /LTH <FEFF004e006100750064006f006b0069007400650020016100690075006f007300200070006100720061006d006500740072007500730020006e006f0072011700640061006d00690020006b0075007200740069002000410064006f00620065002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b007500720069006500200073006b00690072007400690020006b006f006b0079006200690161006b0061006900200073007000610075007300640069006e007400690020007300740061006c0069006e0069006100690073002000690072002000620061006e00640079006d006f00200073007000610075007300640069006e007400750076006100690073002e0020002000530075006b0075007200740069002000500044004600200064006f006b0075006d0065006e007400610069002000670061006c006900200062016b007400690020006100740069006400610072006f006d00690020004100630072006f006200610074002000690072002000410064006f00620065002000520065006100640065007200200035002e0030002000610072002000760117006c00650073006e0117006d00690073002000760065007200730069006a006f006d00690073002e>
    /LVI <FEFF0049007a006d0061006e0074006f006a00690065007400200161006f00730020006900650073007400610074012b006a0075006d00750073002c0020006c0061006900200069007a0076006500690064006f00740075002000410064006f00620065002000500044004600200064006f006b0075006d0065006e0074007500730020006b00760061006c0069007400610074012b0076006100690020006400720075006b010101610061006e00610069002000610072002000670061006c006400610020007000720069006e00740065007200690065006d00200075006e0020007000610072006100750067006e006f00760069006c006b0075006d0075002000690065007300700069006500640113006a00690065006d002e00200049007a0076006500690064006f006a006900650074002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b006f002000760061007200200061007400760113007200740020006100720020004100630072006f00620061007400200075006e002000410064006f00620065002000520065006100640065007200200035002e0030002c0020006b0101002000610072012b00200074006f0020006a00610075006e0101006b0101006d002000760065007200730069006a0101006d002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken voor kwaliteitsafdrukken op desktopprinters en proofers. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200066006f00720020007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c00690074006500740020007000e500200062006f007200640073006b0072006900760065007200200065006c006c00650072002000700072006f006f006600650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /POL <FEFF0055007300740061007700690065006e0069006100200064006f002000740077006f0072007a0065006e0069006100200064006f006b0075006d0065006e007400f3007700200050004400460020007a002000770079017c0073007a010500200072006f007a0064007a00690065006c0063007a006f015b0063006901050020006f006200720061007a006b00f30077002c0020007a0061007000650077006e00690061006a0105006301050020006c006500700073007a01050020006a0061006b006f015b0107002000770079006400720075006b00f30077002e00200044006f006b0075006d0065006e0074007900200050004400460020006d006f017c006e00610020006f007400770069006500720061010700200077002000700072006f006700720061006d006900650020004100630072006f00620061007400200069002000410064006f00620065002000520065006100640065007200200035002e0030002000690020006e006f00770073007a0079006d002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020007000610072006100200069006d0070007200650073007300f5006500730020006400650020007100750061006c0069006400610064006500200065006d00200069006d00700072006500730073006f0072006100730020006400650073006b0074006f00700020006500200064006900730070006f00730069007400690076006f0073002000640065002000700072006f00760061002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /RUM <FEFF005500740069006c0069007a00610163006900200061006300650073007400650020007300650074010300720069002000700065006e007400720075002000610020006300720065006100200064006f00630075006d0065006e00740065002000410064006f006200650020005000440046002000700065006e007400720075002000740069007001030072006900720065002000640065002000630061006c006900740061007400650020006c006100200069006d007000720069006d0061006e007400650020006400650073006b0074006f00700020015f0069002000700065006e0074007200750020007600650072006900660069006300610074006f00720069002e002000200044006f00630075006d0065006e00740065006c00650020005000440046002000630072006500610074006500200070006f00740020006600690020006400650073006300680069007300650020006300750020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e00300020015f00690020007600650072007300690075006e0069006c006500200075006c0074006500720069006f006100720065002e>
    /RUS <FEFF04180441043f043e043b044c04370443043904420435002004340430043d043d044b04350020043d0430044104420440043e0439043a043800200434043b044f00200441043e043704340430043d0438044f00200434043e043a0443043c0435043d0442043e0432002000410064006f006200650020005000440046002c0020043f044004350434043d04300437043d043004470435043d043d044b044500200434043b044f0020043a0430044704350441044204320435043d043d043e04390020043f043504470430044204380020043d04300020043d043004410442043e043b044c043d044b04450020043f04400438043d044204350440043004450020043800200443044104420440043e04390441044204320430044500200434043b044f0020043f043e043b044304470435043d0438044f0020043f0440043e0431043d044b04450020043e0442044204380441043a043e0432002e002000200421043e043704340430043d043d044b04350020005000440046002d0434043e043a0443043c0435043d0442044b0020043c043e0436043d043e00200020043e0442043a0440044b043204300442044c002004410020043f043e043c043e0449044c044e0020004100630072006f00620061007400200438002000410064006f00620065002000520065006100640065007200200035002e00300020043800200431043e043b043504350020043f043e04370434043d043804450020043204350440044104380439002e>
    /SKY <FEFF0054006900650074006f0020006e006100730074006100760065006e0069006100200070006f0075017e0069007400650020006e00610020007600790074007600e100720061006e0069006500200064006f006b0075006d0065006e0074006f0076002000410064006f00620065002000500044004600200070007200650020006b00760061006c00690074006e00fa00200074006c0061010d0020006e0061002000730074006f006c006e00fd0063006800200074006c0061010d00690061007201480061006300680020006100200074006c0061010d006f007600fd006300680020007a006100720069006100640065006e0069006100630068002e00200056007900740076006f00720065006e00e900200064006f006b0075006d0065006e007400790020005000440046002000620075006400650020006d006f017e006e00e90020006f00740076006f00720069016500200076002000700072006f006700720061006d006f006300680020004100630072006f00620061007400200061002000410064006f00620065002000520065006100640065007200200035002e0030002000610020006e006f0076016100ed00630068002e000d000a>
    /SLV <FEFF005400650020006e006100730074006100760069007400760065002000750070006f0072006100620069007400650020007a00610020007500730074007600610072006a0061006e006a006500200064006f006b0075006d0065006e0074006f0076002000410064006f0062006500200050004400460020007a00610020006b0061006b006f0076006f00730074006e006f0020007400690073006b0061006e006a00650020006e00610020006e0061006d0069007a006e006900680020007400690073006b0061006c006e0069006b0069006800200069006e0020007000720065007600650072006a0061006c006e0069006b00690068002e00200020005500730074007600610072006a0065006e006500200064006f006b0075006d0065006e0074006500200050004400460020006a00650020006d006f0067006f010d00650020006f0064007000720065007400690020007a0020004100630072006f00620061007400200069006e002000410064006f00620065002000520065006100640065007200200035002e003000200069006e0020006e006f00760065006a01610069006d002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a00610020006c0061006100640075006b006100730074006100200074007900f6007000f60079007400e400740075006c006f0073007400750073007400610020006a00610020007600650064006f007300740075007300740061002000760061007200740065006e002e00200020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740020006600f600720020006b00760061006c00690074006500740073007500740073006b0072006900660074006500720020007000e5002000760061006e006c00690067006100200073006b0072006900760061007200650020006f006300680020006600f600720020006b006f007200720065006b007400750072002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /TUR <FEFF004d00610073006100fc0073007400fc002000790061007a013100630131006c006100720020007600650020006200610073006b01310020006d0061006b0069006e0065006c006500720069006e006400650020006b0061006c006900740065006c00690020006200610073006b013100200061006d0061006301310079006c0061002000410064006f006200650020005000440046002000620065006c00670065006c0065007200690020006f006c0075015f007400750072006d0061006b0020006900e70069006e00200062007500200061007900610072006c0061007201310020006b0075006c006c0061006e0131006e002e00200020004f006c0075015f0074007500720075006c0061006e0020005000440046002000620065006c00670065006c0065007200690020004100630072006f006200610074002000760065002000410064006f00620065002000520065006100640065007200200035002e003000200076006500200073006f006e0072006100730131006e00640061006b00690020007300fc007200fc006d006c00650072006c00650020006100e70131006c006100620069006c00690072002e>
    /UKR <FEFF04120438043a043e0440043804410442043e043204430439044204350020044604560020043f043004400430043c043504420440043800200434043b044f0020044104420432043e04400435043d043d044f00200434043e043a0443043c0435043d044204560432002000410064006f006200650020005000440046002c0020044f043a04560020043d04300439043a04400430044904350020043f045604340445043e0434044f0442044c00200434043b044f0020043204380441043e043a043e044f043a04560441043d043e0433043e0020043404400443043a04430020043d04300020043d0430044104420456043b044c043d043804450020043f04400438043d044204350440043004450020044204300020043f04400438044104420440043e044f044500200434043b044f0020043e044204400438043c0430043d043d044f0020043f0440043e0431043d0438044500200437043e04310440043004360435043d044c002e00200020042104420432043e04400435043d045600200434043e043a0443043c0435043d0442043800200050004400460020043c043e0436043d04300020043204560434043a0440043804420438002004430020004100630072006f006200610074002004420430002000410064006f00620065002000520065006100640065007200200035002e0030002004300431043e0020043f04560437043d04560448043e04570020043204350440044104560457002e>
    /ENU (Use these settings to create Adobe PDF documents for quality printing on desktop printers and proofers.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames false
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks true
      /AddColorBars false
      /AddCropMarks true
      /AddPageInfo true
      /AddRegMarks false
      /BleedOffset [
        9
        9
        9
        9
      ]
      /ConvertColors /NoConversion
      /DestinationProfileName ()
      /DestinationProfileSelector /NA
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure true
      /IncludeBookmarks true
      /IncludeHyperlinks true
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MarksOffset 6
      /MarksWeight 0.250000
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /NA
      /PageMarksFile /RomanDefault
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /LeaveUntagged
      /UseDocumentBleed false
    >>
    <<
      /AllowImageBreaks true
      /AllowTableBreaks true
      /ExpandPage false
      /HonorBaseURL true
      /HonorRolloverEffect false
      /IgnoreHTMLPageBreaks false
      /IncludeHeaderFooter false
      /MarginOffset [
        0
        0
        0
        0
      ]
      /MetadataAuthor ()
      /MetadataKeywords ()
      /MetadataSubject ()
      /MetadataTitle ()
      /MetricPageSize [
        0
        0
      ]
      /MetricUnit /inch
      /MobileCompatible 0
      /Namespace [
        (Adobe)
        (GoLive)
        (8.0)
      ]
      /OpenZoomToHTMLFontSize false
      /PageOrientation /Portrait
      /RemoveBackground false
      /ShrinkContent true
      /TreatColorsAs /MainMonitorColors
      /UseEmbeddedProfiles false
      /UseHTMLTitleAsMetadata true
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice


