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Dense astrophysical environments like globular clusters and galactic nuclei can host hyperbolic
encounters of black holes which can lead to gravitational-wave driven capture. There are several
astrophysical models which predict a fraction of binary black hole mergers to come from these
radiation-driven capture scenarios. In this paper we present the sensitivity of a search towards
gravitational-wave driven capture events for the third observing run of LIGO and Virgo. We use
capture waveforms produced by numerical relativity simulations covering a wide parameter space,
four different mass ratios and at least two different values of initial angular momentum per mass-
ratio. We employed the most generic search for short-duration transients to evaluate the search
sensitivity in this wide parameter space in terms of visible spacetime volume. From the visible
spacetime volume we determine for the first time the merger rate upper limit of such systems. The
most stringent estimate of rate upper limits at 90% confidence is 0.2 Gpc−3 yr−1 for an equal mass
200 M⊙ binary. Furthermore, we discuss the event GW190521 in the light of it being a capture
event which has been suggested in recent studies. For the closest injection set corresponding to this
event, we find that the lowest rate needed to detect one event at 90% confidence is 0.47 Gpc−3 yr−1.

PACS numbers: 04.30.-w, 04.30.Tv

I. INTRODUCTION

Since the first direct detection of gravitational waves
(GWs) in 2015 [1], the ground-based detector network
of Advanced LIGO [2], Virgo [3] and KAGRA [4] has
found almost 100 gravitational wave events [5–7]. These
signals are all consistent with quasi-circular compact bi-
nary mergers. The majority are binary black hole (BBH)
mergers, but also two neutron star coalescences [8, 9], two
neutron star - black hole mergers [10] and an event with
a large mass ratio, where the nature of the secondary
object is unclear [11], have been observed.

In addition to the usual searches for stellar-mass com-
pact binary coalescences in quasi-circular orbits there
are also several dedicated searches for intermediate mass
black hole (IMBH) binaries [12] and eccentric binary
black holes (eBBH) [13, 14], where the matched-filter
and unmodeled methods are both employed due to the
short-duration of the signal and waveform model system-
atics. Indeed the heaviest BBH merger detected till date,
GW190521 [15, 16], was found with an unmodeled search
pipeline with the highest significance [17]. The compo-
nent masses of GW190521 were estimated under the as-
sumption of a quasi-circular merger to be m1 ≃ 85M⊙
and m2 ≃ 66M⊙ in an orbit with signatures of orbital
precession. Multiple other interpretations of this event
were done due to the lack of power at lower frequen-
cies before merger [18–24]. In addition to the searches
for compact binary coalescences (CBCs), also a search

for generic GW transients with short [25] and long dura-
tion [26] with unmodeled methods have been conducted,
here no significant event was found.
There are several formation channels which predict

gravitationally bound binary black holes that can merge
within a Hubble time, a short review of these formation
channels can be found in Ref. [27]. Two broad classifi-
cation of these formation channels are isolated evolution
and dynamical evolution. For isolated evolution the bi-
naries are formed without interaction with other objects
or environments and the BBH is formed from the stars. If
the binary stars are close they can undergo mass trans-
fer, common envelope, tides and natal kicks to form a
tightly bound BBH [28, 29]. In addition to the common
envelope evolution there can also be isolated formation
of BBH through chemically homogeneous processes [30],
stable mass transfer [31] and Population III stars [32].
All these scenarios with isolated evolution can form BBHs
which merge on a timescale of Myr to Gyr. Since the evo-
lution of a BBH under the GW radiation causes a steep
drop in the eccentricity of the system, the long evolution
time and the isolated nature of this formation channel
predicts almost quasi-circular merger of BBH [33, 34]. It
should be noted that there can also be triple isolated sys-
tems, where the BBH merger can have eccentricities due
to the third body interaction [35].
The second formation channel is the dynamical evolu-

tion scenario. Here dynamical interaction of a single or
a binary system with another astrophysical object or the
environment can lead to formation of BBHs. There are
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also several scenarios which predict formation of gravi-
tationally bound BBHs through this channel which are
mostly limited to dense astrophysical environments such
as globular clusters (GC) and galactic nuclei (GN). The
usual timescales from the formation to merger for this
formation channel can be as low as few milliseconds i.e.
the binary is formed so tightly that it merges without
having an inspiral. In this work we focus on this partic-
ular formation channel as it is the only scenario where
radiation-driven capture, which results in the merger of
the BBH within seconds after formation, is possible.

In GN, near the supermassive black hole (SMBH),
radiation-driven capture can form very tight binaries
by single-single interactions, which typically merge be-
fore a third object could alter their orbits [36–38]. Es-
pecially for high SMBH masses and large component
masses, the binary can form with significant eccentric-
ity even close to merger due to shorter time from for-
mation to merger [36]. It is estimated that between 26-
50% of radiation-driven capture events from these single-
single interactions will form above 10Hz with high ec-
centricity, which lies in the LIGO/Virgo/KAGRA de-
tectable band [37]. In GCs, along with single-single in-
teractions [39], radiation-driven captures can also happen
via binary-single [40] and binary-binary [41] interactions.
Binary-single capture events are most common in GCs,
accounting for roughly 10% of all BBH mergers formed
in these environments [40]. Binary-binary events occur
less frequently, however contribute to 25-45% of eccen-
tric mergers that occur during strong black hole (BH)
encounters [41]. It is suggested that single-single interac-
tions in GNs produce the highest rate of eccentric cap-
ture events [37, 42, 43], as encounters are parabolic and
form within the frequency band of ground-based detec-
tors. In this work we will interpret our results in the
light of the formation channel described in Refs. [37, 43]
as this formation channel will have the highest proba-
bility of getting an event which mergers within seconds
after formation. We also note that there could be fly-by
hyperbolic encounters of BHs in Nuclear Star Clusters,
however, it was recently pointed out that they might not
be an interesting source for ground-based detectors [44].

In contrast to gravitational waveform models for quasi-
circular binaries, accurate waveform models for capture
scenarios are rather scarce. The most accurate waveforms
are computed by numerical relativity (NR), however,
these always have the drawback to only cover one partic-
ular point in the parameter space. NR waveforms for di-
rect capture events have been described in Refs. [45–47].
A full model based on the effective-one-body approach
for the multipolar merger-ringdown waveform from dy-
namical capture black hole mergers with arbitrary mass
ratio and nonprecessing spins is presented in Ref. [48].

This paper is organized as follows: Sec. II describes
the capture waveforms used for studying the sensitivity
of the search. In Sec. III we present the analysis and
in Sec. IV we interpret our results in terms of recent as-
trophysical models that predict radiation-driven capture

events. Sec. V provides ideas for future improvements of
the search and concludes the work.

II. CAPTURE WAVEFORMS

The orbits of two black holes which are initially un-
bound can be transformed into bound orbits by emit-
ting GWs during close encounters, which is called a
gravitational-wave capture. In this study we consider
a subset of capture scenarios, the ones that form very
tight, such that they merge within seconds after forma-
tion. We disregard the scenario where an eccentric binary
is formed that slowly radiates away its eccentricity and
eventually merges like a quasi-circular one. The wave-
forms for the capture scenarios we are investigating here
are from NR simulations described in Ref. [45]. They are
created employing the parabolic approximation, meaning
that the emitted radiation from a weakly hyperbolic orbit
is the same as that from a parabolic orbit with the same
distance at the point of closest approach. For large initial
angular momenta L, the two black holes would show a
fly-by orbit, although they are in fact bound, their apoc-
enter is too far to be simulated. With decreasing L the
orbits become tighter until the black holes almost directly
merge. The radiated energy in these scenarios is the high-
est around the boundary between fly-by orbits and the
direct merging ones. Henceforth, we only consider orbits
that are directly merging or have at most one encounter
before the merger.
We consider in total 14 different simulations which in-

clude four different mass ratios q = m1/m2 = {1, 2, 4, 8},
all having different initial angular momenta L. The max-
imum value of L is always chosen to ensure a capture
orbit for each mass ratio. It roughly scales with the re-
duced mass, implying that the specific initial angular mo-
menta at the boundary are comparable [45]. In Fig. 1 we
explicitly show the waveforms for a given total mass of
100 M⊙. For small initial angular momenta, and there-
fore small impact parameters, the black holes almost di-
rectly merge, the corresponding waveform looks like half
a hyperbolic encounter waveform with a ring-down at-
tached to it. Increasing the initial angular momentum,
the black holes start whirling before the merger, which
adds additional structure before the ring-down in the
waveform. For the highest initial angular momentum we
are considering, the black holes after a close encounter
zoom somewhat away but merge soon after. In this case,
the waveform shows a double blip structure. Note again
that we are not considering any potential radiation emit-
ted earlier as the NR waveforms have a limited length.

The NR waveforms are provided decomposed into spin-
weighted spherical harmonic modes, with all modes up
to ℓ = 4. The dominant modes are the ℓ = 2, m = ±2-
modes. The waveforms for the injection sets are com-
puted using only the dominant mode. To check the sig-
nificance of the contribution of higher modes, we com-
puted the difference in root sum-squared amplitude hhrss
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Fig. 1: Displayed are the waveform polarizations computed using the dominant 22-mode for all direct capture
simulations used in this study. Here they are shown for a face-on binary of total mass 100 M⊙ at a distance of
100 Mpc. The top row waveforms are for mass ratio 1, the second row shows mass ratio two, the third row mass
ratio 4 and in the bottom row we show the two waveforms for mass ratio 8. The initial angular momentum L and

thus the impact parameter is increasing from the left to the right.

between the waveforms including all modes and only the
dominant 22-mode over all phase and inclination angles.
We find that the higher modes affect the waveform the
most for high mass ratios and towards edge-on orienta-
tion as well as for small values of initial angular momen-
tum. So we find the relative difference in hrss averaged
over phase and inclination angle in the case of the q = 1,
L = 0.96 to be 2.4%, while for the q = 8, L = 0.35 it
goes up to 7.3%. Since the search employed here does
not rely on waveform models, the contribution of higher
modes to the hrss is not significant. However, the effect
of higher modes on the phase evolution of the waveform
can lead to significant mismatches (> 10%).

A simple consistency check that our waveforms are
meaningful and scale correctly with total mass and dis-
tance is to check against a circular waveform template
with the same total masses. As the ring-down for non-
spinning black holes only depends on the total mass,

amplitude and frequency after the merger should be the
same. This is indeed the case and can be visually checked
in Fig. 2, where we display a direct capture waveform to-
gether with a circular one generated with the NRSur7dq4
BBH waveform approximant [49]. The coalescence phase
is chosen such that the overlap is maximized. We can also
recognize that the maximal amplitude during the merger
is slightly higher in the capture case.

III. ANALYSIS

A. Data

The third observing run (O3) of the LIGO-Virgo de-
tectors started on 1 April, 2019 and was concluded on 27
March, 2020. The data taking was paused for about a
month from 1 October, 2019 till 1 November, 2019. Af-
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Fig. 2: Comparison between a direct capture waveform
and the last part of a circular binary black hole
waveform. Both waveforms are non-spinning, the
fiducial orientation is face-on at a fixed distance of

100 Mpc.

ter the duty cycle consideration, removing periods with
poor data quality and requiring each segment of data to
be at least 200 seconds we have a total coincident an-
alyzed time of 104.9 days for the first part before the
break and 93.4 days for the second part for the Hanford
and Livingston detectors. Making the total observation
time during O3 in our analysis to be 198.3 days. In this
work we have used the publicly available data [50] for the
third observing of the LIGO-Virgo detectors.

B. Search algorithm

In this work we have employed a search algorithm
called coherent WaveBurst (cWB) [51, 52]. cWB is a
versatile algorithm to search and reconstruct transient
GW signals. cWB is an all-sky morphology-independent
algorithm i.e. it does not rely on the waveform mod-
els or the sky direction of the source. Instead cWB is
based on noting the coherent excess power in the net-
work of ground-based detectors as a function of sky di-
rection. cWB has been routinely used in a variety of
GW transient searches like IMBH searches [12], eBBH
searches [13, 14] and generic searches for transients with
short [25] and long duration [26]. The instance of cWB
used here is exactly the same which was used for ob-
taining the results for the short-duration transients with
generic morphology in all-sky directions for the third ob-
serving run of LIGO-Virgo detectors [25]. We have also
used the same techniques for the glitch mitigation, i.e.
cuts to remove excess transient noise and classification
of search into three bins [25]. We have only considered
here the low-frequency analysis between 32 and 1024 Hz
as the investigated capture events are expected in this
frequency range. We use only the Hanford-Livingston
network which was found to be the most sensitive net-
work pair in the analysis.

The search background is generated from the 198.3

days of coincident data from the two LIGO detectors by
time sliding LIGO Hanford with respect to LIGO Liv-
ingston by much more than the time of flight between the
detectors. The search background corresponds exactly to
the one generated in [25]. The significance of each trigger
is then computed by noting the detection statistics with
respect to the background distribution and is quoted in
terms of False Alarm Rate (FAR) in Hz. In this work
we quote the significance as a reciprocal of FAR: inverse
False Alarm rate (iFAR) in years. The threshold on iFAR
for detection of an event is chosen to be > 100 years.
The search described above finds a number of significant
events which were all identified as the known BBH sys-
tems noted in GWTC-2 [6, 53] and GWTC-3 [7]. After
excising the known CBC events from the search, the loud-
est event was found to have an iFAR of 0.5 years which
is well within the expected background rate.
The analysis in Ref. [25] distributed all the triggers into

3 bins. The binning choice was made in order to limit the
effect of the very short duration transient glitches which
were found to be dominating the background. These
glitches were of particular temporal feature and the bin-
ning choices were made accordingly i.e. the bins defini-
tion was based on the duration of the signal and number
of cycles. The bin with highest glitch rate was the one
which contained events with a single cycle, the bin with
second highest glitch rate contained all the signals with
quality factor below 3 and the final bin which had low
glitch rate contained all the signals above quality factor 3.
In the signal space which we consider here, this binning
affects the low angular momentum signals particularly as
they are very short and a non negligible fraction of them
go into the bins with high glitch rate. The signals with
high angular momentum are longer in duration and hence
are detected more efficiently. This choice of binning leads
to a trials factor of 3 over all the detected events.
The search presented here does find the event

GW190521 [15] with an iFAR of 65 years which is sig-
nificant. We later discuss this event in more details in
Sec. IV.

C. Search sensitivity

Our goal is to estimate the sensitivity of the search
algorithm described above to gravitational-wave driven
captures using the data of the ground-based detector net-
work. We inject waveforms into the data in a broad pa-
rameter space. Given the absence of well motivated pop-
ulation models and the limited number of available NR
waveforms of direct captures we sample the parameter
space in a discrete manner.
The injection set consists of the 14 waveforms de-

scribed in Sec. II. These are all non-spinning BBH wave-
forms from NR simulations with different mass ratio and
initial angular momentum. For each of the waveforms
we consider four different total source masses, namely
Mtot = {20, 50, 100, 200}M⊙ yielding a total of 56 injec-
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tion sets. The injections are placed uniformly distributed
in sky location and inclination angle. The injections are
uniformly distributed in co-moving volume up to a red-
shift zimax which is chosen differently for each injection
set such that no signals from that maximal distance are
recovered but also low enough to avoid making injections
that are well outside any possible detection range. Each
signal is individually redshifted according to the cosmo-
logical parameters given in Ref. [54]. Its mass in the
detector frame therefore is a factor of (1+ z) larger than
in the source frame, which shifts it towards lower fre-
quencies. On the other hand, the luminosity distance is
(1 + z) times larger than the co-moving distance to the
source. The injections are performed over the entirety of
O3 data with each injection set having at least 200,000
injections to obtain large statistics in order to have less
than 1% error in detection efficiency estimates as a func-
tion of source parameters and redshift.

The averaged spacetime volume to which our search is
sensitive is given by [55–57]:

⟨V T ⟩ =
∫

dz dθ
dVc

dz

1

1 + z
ppop(θ)f(z, θ)T . (1)

In this equation dVc/dz is the differential co-moving vol-
ume, ppop is the distribution of binary parameters θ,
f(z, θ) is the probability of recovering a signal with pa-
rameters θ at redshift z and T is the length of the obser-
vation in the detector frame.

The corresponding sensitive distance reach is com-
puted from the average sensitive spacetime volume as

D⟨VT⟩ =

(
3⟨V T ⟩
4πTs

)
, (2)

where Ts is the length of detector data analyzed by the
search. In Fig. 3 we show the sensitive distance reach for
all analyzed direct capture waveforms at two different
iFAR thresholds of 10 and 100 years. Even with the
most generic search for GW transients, which we have
employed here, the surveyed distance can go up to ≈ 1.7
Gpc for high mass systems in O3 which is not far from
the one for the usual quasi-circular orbit BBH. This is
expected as for high mass systems most of the signal
strength is given by the merger-ringdown part for the
current detectors, which is similar in both cases as shown
in Fig. 2. As we go down in total mass the surveyed
distance drops more rapidly as compared to the circular
systems mainly due to the lack of inspiral part of the
signal in the capture scenario. Interestingly, although
the energy emission in GWs increases with higher initial
angular momenta L, with the maximum being at the
border to the fly-by case [45], the sensitive distance reach
is in general not the largest for the capture waveform
with the highest L. This is because also the frequency
content of the emitted radiation shifts towards the lower
end where the detectors are less sensitive.

IV. ASTROPHYSICAL IMPLICATIONS

As discussed in Sec. I, the formation channel which can
form the BBH merger events seconds after their forma-
tion, is the dynamical evolution scenario. This scenario
for BBH formation predicts a fraction of direct capture
events with single-single interaction. In this section we
will interpret the results obtained in the previous Sec. III
in terms of rates and we will discuss it further following
the formation channel considered in Refs. [37, 43].
We briefly introduce how the astrophysical rates can

be estimated from the sensitive spacetime volume ⟨V T ⟩.
Given ⟨V T ⟩ of an injection set i at some iFAR threshold
x, which we refer to as ⟨V T ⟩iFAR>x

i , the number of ex-
pected detections at the same iFAR threshold N iFAR>x

given the astrophysical rate R is given as

⟨N⟩iFAR>x = R× ⟨V T ⟩iFAR>x
i . (3)

We can assume the population of astrophysical source
produce a Poisson distribution with rate R. In the ab-
sence of any detection the upper limit on the rate at 90%
confidence interval is given as [58]

R90 =
2.303

⟨V T ⟩iFAR>x
i

. (4)

We provide this rate upper limit for our injection sets
at an iFAR threshold of 100 years in Fig. 4. Here we
omit the values for 20 M⊙ as they are not competitive.
Nonetheless, they can be found in Table II. The best rate
upper limit we get is for an equal mass, 200 M⊙ binary,
with angular momentum L = 0.9 at 0.23 Gpc−3yr−1. For
the same total mass this rate upper limit is over an order
of magnitude worse than the one presented in Ref. [12].
This is expected because firstly the search presented here
is the search for the most generic short-duration tran-
sients, secondly the rate upper limit obtained is for a
system with same mass but long inspiral due to aligned
spins. In light of the astrophysical model that can pro-
duce these events, described in Ref. [43], the rate of
events are expected to be 0.002−0.04 Gpc−3yr−1 which is
still not achieved by the current analysis in third observ-
ing run by almost an order of magnitude. In the “gas-
driven” capture scenario presented in Ref. [59], where
the event rate can be 0.02 − 60 Gpc−3yr−1, a fraction
of events could actually be detected from this forma-
tion channel. This formation channel also predicts high
masses with high eccentricity mergers which can be a
possibility for GW190521.
We have two hypothesis due to lack of unambiguous

understanding of the nature of the event GW190521. The
two hypotheses are

• GW190521 is indeed a GW driven capture event
and hence in this case we evaluate the rate of this
source class.

• GW190521 is not a GW driven capture event and
in this case the evaluated rate upper limits at iFAR
threshold of 100 years can be found in Fig. 4.
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ratio. The results for the different values of initial angular momentum L are arranged as follows: at the top left is

the lowest, and it increases towards the top right, bottom left and is the highest at the bottom right.
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Fig. 4: Rate upper limit at iFAR threshold of 100 years
for our injections sets with total mass

{50, 100, 200} M⊙. The waveforms in each box are
arranged in the same way as described in Fig. 3.

For the case of GW190521 as a capture event, a detailed
analysis was conducted in Ref. [18], the estimated total
mass of the system was found to have support at 100 M⊙
and mass ratio has support at both, q ≈ 1 and q ≈ 2.
These values are closest to our injection sets with total
mass 100 M⊙ and mass ratios {1, 2}. The sensitive vol-
ume for the suitable injection sets at iFAR > 65 yr are
stated in Table I and are about a few Gpc3 yr. Assuming
this to be 1 event, the rate conservatively can be com-
puted as in Ref. [12]

R90 =
3.9

⟨V T ⟩iFAR>65yr
i

, (5)

Mtot q L zmax ⟨V T ⟩ D⟨V T ⟩ R90

[M⊙] [Gpc3 yr] [Gpc] [ 1
Gpc3 yr

]

100

1

0.5 0.32 0.11 0.36 36.7

0.9 1.02 5.56 1.35 0.70

0.95 1.12 8.36 1.54 0.47

0.96 1.07 6.03 1.38 0.65

2

0.7 0.8 0.76 0.69 5.16

0.8 0.93 2.91 1.09 1.34

0.85 1.03 6.33 1.41 0.62

0.86 0.93 4.59 1.26 0.85

TABLE I: For the injections sets close to the estimated
mass and mass ratio of GW190521 the table shows the
surveyed spacetime volume, sensitive distance reach and

rate at an iFAR threshold of 65 years.

which yields 0.47 Gpc−3 yr−1 for mass ratio 1 and
0.62 Gpc−3 yr−1 for mass ratio 2, in the case of the wave-
form which can be seen the farthest. These numbers are
in agreement with the rate estimates given in Ref. [59],
however due to lack of unambiguous understanding of the
nature of GW190521 a definitive statement can not be
made. Also, the detection of a single event is not enough
to validate a particular formation channel. In the future
observing runs with improved analysis and upgraded de-
tectors, there can be a population of such events which
can then provide a conclusive understanding regarding
the origin of such binaries.
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V. CONCLUSION

In the present work we have for the first time esti-
mated the average visible volume of GW driven capture
events using NR simulations. We have employed the
most generic transient search for GW signals in the low
frequency part where the source is expected. The visi-
ble spacetime volume indicates that these events can be
probed as far away as the usual circular binaries espe-
cially for the high masses. We have computed the rates
upper limits for a wide parameter space in component
masses and angular momentum and have computed the
rate of GW190521-like events assuming this event was
actually a GW driven capture.

It should be noted that in this work we have employed
the most generic search for GW transients from all-sky
directions without any further tuning of the algorithm
specific to the source. There are several means based
on Machine Learning algorithms like XGboost [60] or
GMM [61] which can be employed to have a dedicated
search for a better distinction of signals from this source
and detector glitches. Further improvements to the cWB
algorithm is also envisaged which can lead to a better
collection of signal energy to detect these events more ef-
ficiently [62]. Furthermore, since the NR waveforms used
here are limited to non-spinning components, the param-
eter space can be further expanded by the addition of
spins to the NR waveforms.
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Appendix A: Table with results

Here we present in Table II the injection parameters
and results for all injection sets analysed in this study.
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Font, A. Vajpeyi, R. Smith, C. Herdeiro, E. Radu, and
S. H. W. Leong, Phys. Rev. Lett. 126, 081101 (2021),
arXiv:2009.05376 [gr-qc].

[25] R. Abbott et al. (KAGRA, VIRGO, LIGO Scientific),
Phys. Rev. D 104, 122004 (2021), arXiv:2107.03701 [gr-
qc].

[26] R. Abbott et al. (KAGRA, VIRGO, LIGO Scientific),
Phys. Rev. D 104, 102001 (2021), arXiv:2107.13796 [gr-
qc].

[27] M. Mapelli, Frontiers in Astronomy and Space Sciences
7 (2020), 10.3389/fspas.2020.00038.

[28] M. Dominik, K. Belczynski, C. Fryer, D. E. Holz,
E. Berti, T. Bulik, I. Mandel, and R. O’Shaughnessy,
Astrophys. J. 759, 52 (2012), arXiv:1202.4901 [astro-
ph.HE].

[29] N. Giacobbo and M. Mapelli, Mon. Not. Roy. Astron.
Soc. 480, 2011 (2018), arXiv:1806.00001 [astro-ph.HE].

[30] I. Mandel and S. E. de Mink, Mon. Not. Roy. Astron.
Soc. 458, 2634 (2016), arXiv:1601.00007 [astro-ph.HE].

[31] Y. Shao and X.-D. Li, Astrophys. J. 930, 26 (2022),
arXiv:2203.14529 [astro-ph.HE].

[32] K. Belczynski, T. Bulik, and B. Rudak, Astrophys. J.
Lett. 608, L45 (2004), arXiv:astro-ph/0403361.

[33] P. C. Peters and J. Mathews, Phys. Rev. 131, 435 (1963).
[34] P. C. Peters, Phys. Rev. 136, B1224 (1964).
[35] F. Antonini, S. Toonen, and A. S. Hamers, Astrophys.

J. 841, 77 (2017), arXiv:1703.06614 [astro-ph.GA].
[36] L. Gondán, B. Kocsis, P. Raffai, and Z. Frei, Astrophys.

J. 860, 5 (2018), arXiv:1711.09989 [astro-ph.HE].
[37] L. Gondán and B. Kocsis, Mon. Not. Roy. Astron. Soc.

506, 1665 (2021), arXiv:2011.02507 [astro-ph.HE].
[38] J. Samsing, I. Bartos, D. J. D’Orazio, Z. Haiman, B. Koc-

sis, N. W. C. Leigh, B. Liu, M. E. Pessah, and
H. Tagawa, arXiv e-prints , arXiv:2010.09765 (2020),
arXiv:2010.09765 [astro-ph.HE].

[39] J. Samsing, D. J. D’Orazio, K. Kremer, C. L. Ro-
driguez, and A. Askar, Phys. Rev. D 101, 123010 (2020),
arXiv:1907.11231 [astro-ph.HE].

[40] J. Samsing, Phys. Rev. D 97, 103014 (2018),
arXiv:1711.07452 [astro-ph.HE].

[41] M. Zevin, J. Samsing, C. Rodriguez, C.-J. Haster,
and E. Ramirez-Ruiz, Astrophys. J. 871, 91 (2019),
arXiv:1810.00901 [astro-ph.HE].

[42] R. M. O’Leary, B. Kocsis, and A. Loeb, Mon. Not. Roy.
Astron. Soc. 395, 2127 (2009), arXiv:0807.2638 [astro-
ph].

[43] A. Rasskazov and B. Kocsis, Astrophys. J. 881, 20
(2019), arXiv:1902.03242 [astro-ph.HE].

[44] E. Codazzo, M. Di Giovanni, J. Harms, M. Dall’Amico,
and M. Mapelli, arXiv e-prints (2022), arXiv:2207.01326
[astro-ph.HE].

[45] Y.-B. Bae, H. M. Lee, G. Kang, and J. Hansen, Phys.
Rev. D 96, 084009 (2017), arXiv:1701.01548 [gr-qc].

[46] Y.-B. Bae, H. M. Lee, and G. Kang, Astrophys. J. 900,
175 (2020), arXiv:2007.14019 [gr-qc].
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