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Abstract— Meetings are common in the workplace, and it's 
critical to understand employees' feelings during a meeting since 
emotions influence how individuals talk and behave. 
Furthermore, due to Covid-19, individuals are required to wear 
a face mask in meetings, and there is not much research on how 
wearing a face mask impact the underlying emotion through 
speech. Although past research has shown that emotions and 
face masks have some form of impact on ASR, respectively, as 
of the time of writing, there are no findings on which attribute 
(emotion or mask) impacts the ASR system more and 
contributes more significantly to the speech processing error. 
Experiments were conducted, which aligned with the previous 
research that the face masks have a relatively small impact on 
ASR System performance at the sentence level. In addition, 
emotion affects speech significantly, especially sadness. 
Therefore, emotion contributes more significantly to speech 
processing error than a face mask. The experiments proved that 
the augmentation technique is useful as the F1 Score improved, 
with the greatest improvement being a 10% increase. The 
experiment also proved that using a face mask does not have 
much impact on emotion, making SER a feasible solution for 
detecting the underlying emotion through speech. 
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I. INTRODUCTION 
Meetings are an everyday activity in a workplace where 

people come together to discuss and make decisions. 
Furthermore, it is necessary to have meeting transcriptions as 
it helps to serve as a record for future references. However, it 
can be very tedious to jot down all the conversions in a 
meeting [1]. Therefore, audio transcription tools are 
commonly adopted to transcribe the speech to text to 
document the discussions in text form [1] [2]. It is also 
important to understand employees’ feelings in a meeting as 
emotions play a crucial role in a successful meeting [3]. 
Moreover, emotions affect how people speak and affect the 
overall pitch and intensity [4]. Furthermore, emotions also 
affect how people make decisions, making it even more 
essential for everyone in the meeting to be aware of each other 
emotional state as it may affect the decision-making process 
[5]. Hence, techniques to understand the impact of emotion on 
facial expression, speech and language processing have been 
researched over the past few years [6].  

II. BACKGROUND 
Research has shown that emotion is a significant 

contributor to Automatic Speech Recognition (ASR) 
mistakes, with neutral speech being recognised far better than 
emotional speech [7]. Furthermore, emotional speech can 
significantly reduce speech recognition accuracy by 5% to 7% 
[8]. As a result, emotion should be seen as a noise that 
obstructs understanding of what the user says, degrading the 
entire engagement with conversational technology [9]. 
However, as most research is performed on public emotion 
datasets recorded in a controlled environment such as a 
recording studio, the emotion’s impact on speech in a meeting 
environment remains relatively unknown. 

As the COVID-19 pandemic gripped the world, one of the 
primary mitigation measures employed by governments was 
the use of masks [10] to limit the spread of the virus. 
Therefore, employees are still required to wear a cloth or 
surgical face mask during physical face-to-face meetings [11]. 
However, with the use of non-transparent masks such as cloth 
or surgical masks, people have trouble distinguishing emotion 
during face-to-face conversations [12]. Furthermore, it causes 
confusion among people when discerning emotions from 
facial expressions due to face masks [13].  

One common technique used to understand emotion is 
Facial Emotion Recognition (FER) technology, which 
analyses and predicts emotions based on facial expression 
[14]. Unfortunately, FER faces accuracy issues in predicting 
emotions due to the occlusion of the mouth by the face mask, 
hence reducing the overall effectiveness [15].  

Due to the impact of face masks on facial features, more 
research projects were carried out to investigate the effect of 
face masks on speech which is another possible modality. It 
was observed that face masks had little effect and still retained 
speech understanding in a minimal background noise 
environment [16] [17] [18]. In addition, face masks have a 
relatively small impact on Automatic Speech Recognition 
(ASR) System performance at the sentence level as the system 
can still capture the content and transcribe it to text with a low 
Word Error Rate (WER) [19].  



 

 

However, it was proven that wearing a face mask affected 
the speech rate and changed the acoustic speech signal as it 
affected the power distribution in frequencies above 5kHz for 
both cloth and surgical masks [20]. Moreover, it was observed 
that due to the usage of face masks, people generally would 
raise their voice deliberately or subconsciously hence 
increasing the overall voice intensity and changing the speech 
signal [21]. Efforts have been made to investigate the impact 
of face masks on speech through the Interspeech 2020 
COMputational PARalinguistics challengE (ComParE). 
ComParE has been a running series of challenges since 2009 
that focus on traits and states of speakers’ speech signal 
properties [22]. One challenge in the Interspeech 2020 
ComParE was the Mask Sub-Challenge, which focused on the 
face mask classification based on audio recordings [23]. This 
challenge proves that wearing a mask does affect acoustic 
features due to the change in frequencies, affecting the 
performance of the models depending on the type of acoustic 
features used [24]. Another technique used to understand 
emotion is Speech Emotion Recognition (SER), which 
predicts emotion based on speech signals [25]. Although past 
research proves that face masks affect speech features, the 
impact of face masks on SER remains unknown [26]. 

III. OBJECTIVES 
There are two objectives. The first objective is to 

investigate the impact of face masks and emotion on ASR in 
a meeting environment. Although previous research was done 
for ASR, it was conducted either to determine the effects of 
wearing a face mask on ASR or the impact of emotion on 
ASR. As of the time of writing, there are no findings on which 
particular attribute (mask or emotion) serves as a more 
significant contributor to speech recognition error. The second 
objective aims to analyse the impact of face masks on SER in 
a meeting environment. So far, most research projects or 
competitions only focus on the impact of face masks on 
speech recognition systems, as all past studies focused on the 
impact of face masks on speech but not the underlying 
emotions through speech [26]. 

IV. METHODOLOGY 

Figure 1 Proposed steps 

The proposed steps to be carried out are illustrated in 
Figure 1. Currently, there are not many databases for speech 
emotion with masks. Therefore, the first step to be carried out 

is data collection. The Emotional Speech Dataset (ESD) was 
used as a baseline for the dataset recording. ESD is a publicly 
released dataset containing 350 parallel utterances from 10 
native English and Mandarin speakers along with the 
transcripts [27]. In addition, it only has recordings of five 
different emotions (Angry, Happy, Neutral, Sad, and 
Surprise).  

However, out of the 350 lines, only 100 English lines will be 
recorded. Every participant will be required to finish uttering 
each line within 5s with and without a face mask repeated for 
all five emotions. This dataset will be used as the test dataset 
to evaluate the automatic speech recognition and speech 
emotion recognition models. 

After data collection, the next step is to do audio 
preprocessing. Data preprocessing is essential in preparing the 
raw data for further processing. Different audio augmentation 
can be carried out on the ESD to create more synthetic data 
and improve model generalisation [28]. After cleaning and 
amplifying the recorded test dataset, it will be fed as an input 
to the ASR engine to convert the speech to text transcription. 
The transcription will be evaluated based on the Word Error 
Rate (WER) metric shown in Equation 1. The calculation of 
WER is based on the measurement metric Levenshtein 
distance, which measures the differences between two string 
sequences [29]. The lower the WER, the better the ASR 
engine. 

																			𝑊𝐸𝑅 =	
𝑆 + 𝐷 + 𝐼

𝑁 																														(1)	

where 𝑆	is the number of substitutions, 𝐷	is the number of 
deletions, 𝐼	is the number of insertions and 𝑁	is the number of 
words in the reference. For SER, feature selection will be 
performed on the audio data. The feature type affects the 
speech processing and accuracy of the models [30]. The 
extracted audio features will then be fed as input to a simple 
feedforward neural network to train the classification model. 
Finally, the evaluation will be performed, and the metric will 
be based on the model accuracy of the recorded test dataset. 
The result will be used to understand and derive the impact of 
face masks on SER. 

V. DATASET COLLECTION 
There are no publicly available emotional speech datasets 

recorded with the participants wearing a face mask. Therefore, 
data collection was carried out to build our emotional speech 
dataset recorded with participants with and without a face 
mask. This dataset will be termed the Emotional Speech 
Meeting Dataset (ESMD) and will be used as the test dataset 
to evaluate the automatic speech recognition and speech 
emotion recognition models. The recording was done in a 
medium-size meeting room with background sounds (e.g. 
aircon condenser sound). Figure 2 depicts the recording setup 
in the meeting room.  

The Emotional Speech Dataset (ESD) was used as a 
baseline. ESD is a publicly released dataset containing 350 
parallel utterances from 10 native Mandarin speakers and ten 
native English speakers and transcripts [27]. However, only 
100 English lines will be recorded out of the 350 lines. Every 
participant must finish uttering each line within 5s with and 
without a face mask repeated for all five different emotions 
(Angry, Happy, Neutral, Sad, Surprise). Figure 3 depicts the 
wave plot for each emotion. It was observed that the loudness 
of speech with a mask is relatively comparable to the loudness 

 



 

 

Figure 2 Recording Setup for Emotional Speech Dataset 

of speech without a mask. Figure 4 depicts the log frequency 
power spectrogram for each emotion. There is not much 
difference between the speech with and without a mask from 
the spectrogram. However, it was observed that the tonal and 
pitch for each respective emotion are different. For example,  
the tonal for sadness is relatively flat compared to the other 
emotions.  

 

Figure 3 Wave Plot Mask vs No Mask  
 

 

Figure 4 Log Frequency Power Spectrograms Mask vs No Mask 

VI. DATASET PRE-PROCESSING 
Data preprocessing is essential in preparing the raw data 

for further processing. 

A. Audio Cleaning 
The audio recordings recorded in the meeting room with 

the miniDSP microphone array consisted of background 
noises and were very soft as the recordings were recorded in 
raw mode. The raw mode of the miniDSP provides more 
customisation but requires external amplification and noise 
reduction techniques [31]. Therefore audio amplification and 
noise reduction techniques were required. Two different ways 
to amplify the audio have been experimented with namely 
Gain Algorithm [32] and Librosa Normalisation Algorithm 
[33]. The gain amplification algorithm converts the linear 
volume to a logarithm scale based as given below  

2
√𝑽# 	×&'#.)*&'+.)

,.)                                    (2) 
where V is the Volume Factor. Meanwhile, the Librosa library 
performs amplification by normalising the given array along 
the chosen axis. The result can be seen in Figure 5, where the 
technique used by Librosa amplified the vocal tract region 
more, resulting in clipping of the audio. In comparison, the 
Ardour amplification technique amplified the audio equally, 
increasing the audio gain without clipping. Based on the 
result, the Ardour gain method provides a more desirable 
outcome and will be adopted. 

There are two ways to amplify the audio. The first way is 
to amplify with a constant V. The second way is to amplify 
with a dynamic V  depending on the audio intensity. If the 
audio intensity is lower, the V  will be higher. If the audio 
intensity is higher, the value of V will be smaller. 

Figure 5 Gain Result vs Librosa Normalisation Result 

For the reduction of noise, a python library was used. 
Noisereduce [34] is a python-based noise reduction technique 
for time-domain signals such as voice. It uses a technique 
known as “spectral gating” and operates by calculating a 
signal’s spectrogram and predicting a noise threshold for each 
frequency band of that signal/noise [34]. Two different 
algorithms of the Noisereduce python library  were 
experimented with to reduce the background noise in the audio 
namely Non-Stationary and Stationary. Per-Channel Energy 
Normalization is a modern bioacoustics approach that inspired 
the non-stationary algorithm [34]. This algorithm 
continuously updates the estimated noise threshold over time 
[34]. Conversely, stationary noise reduction maintains the 
estimated noise threshold throughout the signal at the same 
level [34]. Therefore, the data must first be calculated for each 
frequency channel to determine a noise gate [34]. The 
calculated noise gate is then applied to the input signal [34]. 
The main difference between both methods is that the non-
stationary method allows the noise gate to alter with the 
passage of time [34].  

Based on the result seen in Figure 6, the stationary method 
allows lesser low-frequency sounds through its filter than the 
non-stationary method, rendering a cleaner audio result. 
Furthermore, the stationary method may be more effective 
because the audio is recorded in a meeting room with  

 



 

 

 
Figure 6 Gain Result vs Librosa Normalisation Result 

persistent background noises, such as the air conditioner 
condenser sound. Hence, the stationary method will be used 
to reduce background noise from the audio. 

After evaluating which suitable technique to use for 
amplification and noise reduction, the next step was to 
determine the order sequence to apply the selected techniques 
to the audio. An investigation was conducted to determine the 
best sequence of actions in carrying out the steps for audio 
cleaning:  

1) Amplification > Noise Reduce 

2) Noise Reduce > Amplification 

3) Noise Reduce > Amplification > Noise Reduce 

Figure 7 illustrates the result for each sequence of actions, 
indicating that the first sequence proved to be the most 
effective. Thus, the audio will be amplified first before 
performing noise reduction to reduce the background noises. 

Figure 7 Result for the 3 different sequences of actions 

B. Audio Augmentation 
Data augmentation aids in generating synthetic data from 

existing data sets, improving the model's generalizability [28]. 
Therefore, data augmentation was performed on the public 
ESD to increase the model generalisation capability in the 
context of the meeting room.  

Background noises (e.g. keyboard typing, mouse-clicking) 
that often occur in the meeting room were recorded and 
overlaid into the original audio file. Changing the audio 
intensity by making it softer (-24db) was also performed on 
the original audio file, considering that actual voice recording 
done in a meeting room will not be able to meet studio-level 
sound quality. 

VII. DATASET ALLOCATION 
Two different datasets will be used. The first dataset is the 

ESMD, which consists of the audio recorded in the meeting 
room. The dataset used the publicly available ESD as a 
baseline and chose 100 lines out of the 350 lines to record. 
Four participants took part in the recording session where 
every participant must finish uttering each line within 5s with 
and without a face mask repeated for all five different 
emotions (Angry, Happy, Neutral, Sad, Surprise).  

This dataset has two different versions due to the different 
ways of amplification. The audio dataset can either be 
amplified with a constant V or a dynamic V using the ardour 

gain method. The amplified dataset with a constant V will be 
termed “amplified equally”. In contrast, the amplified dataset 
with a dynamic V will be termed “amplified dynamically”. 
Both versions will solely be used for testing purposes for both 
ASR and SER experiments. Table 1 illustrate the breakdown 
of the ESMD for both versions. 

Table 1 Emotional Speech Meeting Dataset (ESMD) breakdown 

Participant Gender Age Emotions Channel Mask No 
Mask 

Total 
Number 

of 
Audio 

1 Male 25 5 
Emotions 
(Angry, 
Happy, 
Neutral, 

Sad, 
Surprise) 

1 
 

100 
 

100 
 

1000 

2 Male 24 1000 

3 Female 24 1000 

4 Female 22 1000 

Total number of audio recordings in the dataset: 400 400 4000 

The second dataset is the publicly available ESD which 
contains 350 parallel utterances from 10 native English and 
Mandarin speakers [27]. This dataset will only be used for 
SER model training. Many different versions of the ESD were 
created during the preprocessing step, but only two different 
versions of the dataset will be used. ESD6 is the original 
dataset, while ESD11-v3 is the augmented version of ESD6. 
Both versions will be used for training the SER classification 
model and evaluated with ESMD. Table 2 shows the 
breakdown for each different version. 

Table 2 Emotional Speech Dataset (ESD) breakdown for each version 

Dataset 
Version 

Total 
Participants Type Emotions Channel 

Per 
Participant 

Total 

Train Val 

ESD6 20 Raw Audio 

5 
Emotions 
(Angry, 
Happy, 
Neutral, 

Sad, 
Surprise) 

1 

300 50 

ESD11-
v3 20 

• Reduce 
noise  

• Softer 
(-24db) 

Added 
office 

background 
sounds 

3600 600 

VIII. AUTOMATIC SPEECH RECOGNTION (ASR) 
ASR is the process of converting human speech to text 

using ML technology [35]. AssemblyAI and NVIDIA Riva 
ASR engines will be used as a tool to investigate the impact 
of face masks and emotion on ASR to find out which 
particular attribute (mask or emotion) serves as a more 
significant contributor to speech recognition error in a meeting 
environment setting. 

AssemblyAI is a cloud service provider that provides 
speech-to-text via an API call. Based on their benchmarking 
result, their speech-to-text model has a better accuracy rate 
than Google and Amazon Web Services (AWS) cloud speech-
to-text model [36]. The model was conceptualised based on 
Transformer and Convolution Neural network (CNN) 
capabilities.  

Transformers are known to capture speech’s global 
features (e.g. whole audio features), whereas CNN excels in 
modelling local features (e.g. chunks of individual audio 
features) [37]. Therefore, their approach by interleaving CNN 
layers between the Transformer layers allows the model to 

 



 

 

focus attention on both local and global features of speech, 
resulting in a better understanding of the audio speech pattern 
and thus generating accurate predictions [37]. 

Nvidia Riva is a GPU-accelerated world-class speech 
SDK that provides speech-to-text models [38]. NVIDIA Riva 
2.0 engine that uses the Citrinet ASR model. Citrinet is one of 
the finest autoregressive transducer models based on an end-
to-end convolutional Connectionist Temporal Classification 
(CTC) [39]. CTC is an approach that uses a single Recurrent 
Neural Network (RNN) to directly label unsegmented data 
sequences, eliminating the necessity for segmented training 
data and post-processing [40].  

After preprocessing the ESMD by performing both 
amplification ways (equally and dynamically) and noise 
reduction, the audio data is then fed to each respective ASR 
engine to generate the transcription. Figure 8 shows an 
example of the transcription generated by AssemblyAI and 
Nvidia Riva 2.0.  

Figure 8 AssemblyAI and Nvidia Riva 2.0 Transcription Result 

The transcription result was then evaluated based on the 
WER. The calculation of WER is based on the measurement 
metric Levenshtein distance, which measures the differences 
between two string sequences [29]. The lower the WER, the 
better the ASR engine. 

Table 3 illustrate the overall WER result for both 
AssemblyAI and Nvidia Riva 2.0. Nvidia Riva 2.0 has a lower 
WER than AssemblyAI by 10-12%. In addition, it was 
observed that the trend is consistent where both ASR engines 
performed better between a range of 3-5% on amplified 
dynamically dataset compared to amplified equally dataset.  

Therefore, from the result, it can be concluded that the way 
of amplification affects the WER and Nvidia Riva 2.0 proves 
to be the better ASR engine compared to AssemblyAI. The 
next step was determining whether face masks significantly 
affect the ASR system performance. From the result seen in 
Table 4. It was observed that the WER only have a marginal 
difference range of 3-4% between the face mask and no face 
mask.  

Table 3 Overall ASR Result based on WER 

ASR Engine Amplified Equally 
ESMD (%) 

Amplified Dynamically 
ESMD (%) 

Delta (%) 

AssemblyAI 47.43 43.76 3.67 

RIVA 2.0 36.88 32.12 4.76 

Delta (%) 10.55 11.64 1.09 

This result aligns with the previous research, which proves 
that the face masks have a relatively small impact on ASR 
System performance at the sentence level as the system can 
still capture the content and transcribe it to text with a low 
Word Error Rate (WER) [19].  

Table 4 Face Mask vs No Face Mask ASR Result based on WER 

Type Mask NVIDIA RIVA 2.0 AssemblyAI 

Equally (%) 
 

Yes 38.94 49.17 

No 34.82 45.69 

Delta (%) 4.12 3.48 

Dynamically (%) 
 

Yes 33.98 45.59 

No 30.26 41.93 

Delta (%) 3.72 3.66 

Table 5 shows the WER result evaluated based on the five 
respective emotions for both ASR engines. It is evident that 
sadness affects speech recognition the most as it has the worst 
WER compared to the other emotions.  

In addition, the technique of amplifying the audio affects 
the WER as most emotions WER have improved, with 
sadness speeches improving the most when using dynamic 
amplification. 

Table 5 Emotion ASR Result based on WER 

Emotion 
 

NVIDIA Riva 2.0 AssemblyAI 

Equally 
(%) 

Dynamically 
(%) 

Delta 
(%) 

Equally 
(%) 

Dynamically 
(%) 

Delta 
(%) 

Angry 29.09 29 0.09 37.31 37.23 0.08 

Happy 35.79 31.94 3.85 45.42 42.71 2.71 

Neutral 29.20 22.24 6.96 41.82 35.45 6.37 

Sad 54.18 42.48 11.7 64.34 56.27 8.07 

Surprise 36.15 34.94 1.21 48.29 47.12 1.17 

IX. SPEECH EMOTION RECOGNTION (SER) 
SER is another technique to understand emotion where it 

predicts emotion based on speech signals [25]. Although past 
research proves that face masks affect speech features, the 
impact of face masks on SER remains unknown [26]. Both 
versions (original and augmented) of the ESD will be used as 
the training data.  

Traditional audio features will be extracted with Librosa 
python library [41] and used to train the SER classification 
model. Traditional audio features include Mel-Frequency 
Cepstral Coefficients (MFCC), Zero Crossing Rate, Chroma, 
etc. SpeechBrain is an open-source, all-in-one speech toolbox 
that aims to make neural speech processing research and 
development more straightforward [42]. SpeechBrain’s 
Emphasized Channel Attention, Propagation and Aggregation 
based Time Delay Neural Network (ECAPA-TDNN) speaker 
embedding model will also be used to extract the audio 
features. The pretrained model is trained on Voxceleb 1+ 
Voxceleb2 training recordings sampled at 16kHz (single 
channel) [43]. The extracted features will then be passed as an 
input into a simple neural network (NN). The model's 
architecture for traditional features extracted with Librosa and 
ECAPA-TDNN features is featured in Figure 9. The model 
saved at each epoch was evaluated on a validation set that the 
model had not seen before. The best model will then be 
selected based on the highest F1 Score, which is shown in 
equation 3. The F1-score takes the harmonic mean of a 
classifier's accuracy and recall creating a single statistic. It is  

 
 

 
 
 



 

 

Figure 9  Model summary for traditional features extracted with Librosa 
and ECAPA-TDNN features 
commonly used to compare the results between classifier 
models [44]. 

𝐹1	𝑆𝑐𝑜𝑟𝑒 = 	2	 × !"#$%&%'(	×	+#$,--
!"#$%&%'(	.	+#$,--

                     (3) 

Figure 10 illustrates the classification reports of the 
selected best models. The classification report shows that the 
model train with ECAPA-TDNN features generates a higher 
F1 score than the models train with traditional features 
extracted with Librosa. Generally, the model classified most 
of the emotions correctly, with only a small handful of data 
classified incorrectly. From the confusion matrix, a general 
observation was that Happy was classified wrongly as 
Surprise and vice-versa. Surprise also has some 
misclassification as Angry. Neutral and sad were also 
misclassified as one another. Next, the models will be 
evaluated with the ESMD. The ESMD has gone through some 
form of preprocessing, such as trimming the leading and 
trailing silence for each audio, amplifying, and undergoing 
noise reduction to remove the background sounds (e.g., aircon 
condenser). 

Table 6 summarises the results of each model evaluation 
on each variation of the ESDM test dataset. The result showed 
that the ECAPA-TDNN feature was a better selection than 
traditional features extracted with the Librosa library. 
Furthermore, it was observed that the F1 Score between a 
mask and no mask and the F1 Score between the two ways 

Figure 10  Classification Reports for each model on ESD Validation Set 

 

(equally or dynamically) only differ slightly, with the highest 
difference of 4%. Therefore, using a face mask and how to 
amplify dynamically or equally do not impact much on SER.  
In addition, one noticeable observation is the difference 
between using the original dataset and the augmented dataset 
to train the classifier model. The model trained using the 
augmented dataset has a higher F1 score with the highest 
difference of 10%, which is a significant difference. 

Table 6 Overall result evaluated on the ESDM test dataset 

Train 
Dataset 
Version 

Type 

ECAPA-TDNN Features Traditional Features extracted  
with Librosa 

F1 Scores (%) F1 Scores (%) 

Amplified 
equally 

(trimmed) 

Amplified 
dynamically 
(trimmed) 

Amplified 
equally 

(trimmed) 

Amplified 
dynamically 
(trimmed) 

ESD6 

Mask 51 52 29 33 

No 
Mask 52 52 30 34 

ESD11-
v3 

Mask 62 60 41 38 

No 
Mask 58 56 41 39 

X. DISCUSSION 
Based on the experiment result for ASR, NVIDIA RIVA 

2.0 engine is better by 10 - 12% compared to AssemblyAI. 
Another finding is that the use of face masks will affect the 
WER by 3% to 4%, which aligns with the previous research, 
which proves that the face masks have a relatively small 
impact on ASR System performance at the sentence level as 
the system can still capture the content and transcribe it to text 
with a low Word Error Rate (WER) [19]. 

 
 

 
 

    
 

    
 

    
 

   
   
 



 

 

The next finding is that emotion does affect the speech 
significantly as the WER for each emotion differs, with 
sadness having the worst WER out of all the emotions for both 
amplification ways. This might be because the speech is softer 
when expressing sadness through speech, and articulation 
might not be clear. The result shows that the difference 
between the emotions with the best and worst WER ranges 
from 20% to 27%. 

Furthermore, depending on the amplification technique, 
the emotion with the best WER may differ because the 
amplification technique will affect the overall intensity of the 
audio and hence affect the WER. For example, comparing the 
improvement from amplifying equally to amplifying 
dynamically, neutral speech WER has improved between the 
range of 6% to 7%, while sad speech WER has improved 
between 8% to 11%. 

From the experiment and findings, it can be concluded that 
emotion contributes more significantly to speech processing 
error than the use of a face mask. Based on the experiment 
results for SER, using ECAPA-TDNN features as a training 
input proves to be a better choice than using handcrafted 
features. Furthermore, detecting emotions through speech is 
more feasible than FER, as face mask only minimally affects 
the classification of underlying emotions through speech.  

It was observed that Surprise is often misclassified as 
Happy or Angry and Neutral as Sad, possibly because the 
average intensity between those emotions is very similar, as 
seen in Figure 11. However, another possible factor is that 
people of different gender express each emotion differently, 
which affects the overall result. 

Figure 11  Average Audio Intensity between 5 emotions 

XI. CONCLUSION AND FUTURE WORKS 
Meetings are common in the workplace, and it's critical to 

understand employees' feelings during a meeting since 
emotions influence how individuals talk and behave. 
Furthermore, due to Covid-19, individuals are required to 
wear a face mask in meetings, and there is no research on how 
wearing a face mask impact the underlying emotion through 
speech. Experiments were conducted, which aligned with the 
previous research that the face masks have a relatively small 
impact on ASR System performance at the sentence level. In 
addition, emotion affects speech significantly, especially 
sadness. Therefore, it can be concluded that emotion 
contributes more significantly to speech processing error than 
a face mask.  

Since emotion impacts speech processing, one possible 
future work is to train an ASR model with a dataset containing 
emotional elements in the speech and compare it against an 
ASR model trained on pure speech without factoring in 
emotion. There might be a possible improvement in WER by 
including speech with emotion as part of the training dataset 
for the ASR system. 

The experiments also proved that using a face mask does 
not have much impact on emotion, making SER a feasible 
solution for detecting the underlying emotion through speech. 
However, the dataset used to evaluate the dataset only 
contained 4 participants. One future work is to record more 
participants and re-evaluate again. It was observed that 
emotion does affect the intensity of the overall speech. One 
possible future work is to explore more distinct features other 
than intensity, as the intensity for some emotions tends to 
overlap. If the feature used can separate the emotions better, 
there might be some improvement in determining the emotion. 

Little was done in this research on improving the overall 
F1 Score, except for the augmentation technique, which 
proved useful in generalising the SER model, with the greatest 
improvement being a 10% increase in F1 Score. Possible 
enhancements include investigating more advanced modelling 
techniques such as using Transformers to improve the model 
accuracy in classifying emotions. Many state-of-the-art 
outcomes were attained using pre-trained neural networks 
composed of self-attention layers (transformers). 
Transformer-Encoder may improve the overall result 
assuming that the network can develop the ability to anticipate 
frequency. 
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