Co-design of a Social Robot for Distraction in the Paediatric Emergency Department
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ABSTRACT
We are developing a social robot to help children cope with painful and distressing medical procedures in the hospital emergency department. This is a domain where a range of interventions have proven effective at reducing pain and distress, including social robots; however, until now, the robots have been designed with limited stakeholder involvement and have shown limited autonomy. For our system, we have defined and validated the necessary robot behaviour together with children, parents/caregivers, and healthcare professionals, taking into account the ethical and social implications of robotics and AI in the paediatric healthcare context. The result of the co-design process has been captured in a flowchart, which has been converted into a set of concrete design guidelines for the AI-based autonomous robot system.

CCS CONCEPTS
- Social and professional topics → Children;  
  Human-centered computing → Participatory design;  
  Computer systems organization → Robotics.
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1 INTRODUCTION
Children regularly experience pain and distress in clinical settings, which can produce negative effects in both the short term (e.g., fear, distress, inability to perform procedures) and the long term (e.g., needle phobia, anxiety) [29]. A range of techniques have been shown to help manage such situations, delivered through a variety of means [7], including several recent studies that have shown that social robots can also be used to manage child pain and distress [1, 32]. This clinical context represents a highly dynamic, complex, and challenging deployment context for a social robot, requiring a carefully designed scenario involving the healthcare providers (HCPs), the patient, parents/caregivers, as well as the robot.

We are developing an AI-enhanced social robot [12] to meet the needs and desires of HCP and other stakeholders to deliver distraction therapies in the paediatric emergency department. The scenario for this robot has been developed through an iterative, ethically informed co-design process involving children, parents/caregivers, and HCPs together with members of the technical and clinical teams. The result of this co-design study is a detailed flow diagram that meets all requirements of the HRI intervention, including the role of the robot, the level of autonomy, the goals of the intervention, social cues, and social stimuli, as well as a translation of the flow diagram into concrete technical requirements. The scenario is being implemented through a set of technical components, including a vision system designed specifically to work in the target deployment location; an automated planning system that dynamically selects spoken, non-verbal, and task-based actions to be taken by the system; as well as a control panel that supports the sensing system and the action selections to ensure that the robot provides the necessary level of robustness in the real-world clinical context.

2 RELATED WORK
Socially Assistive Robotics (SAR) [11] provides a unique opportunity to use human-like social communication to support embodied interaction with the goal of providing concrete assistance to the user.
This type of HRI is considered potentially useful to create a shared relationship by using characteristics such as expressiveness, personality, dialogue, empathy, and adaptation skills. Numerous SAR studies have reported benefits in various domains, such as social, behavioural, physical, and cognitive well-being in different populations [3, 14], in applications such as robot-assisted education [17], autism diagnosis and therapy [15, 22, 26], and Alzheimer therapy and elder care [30, 33].

Paediatric healthcare is an increasingly active deployment context for SAR [9], particularly with the goal of reducing patient pain and/or distress [21, 32]. Several studies have compared robot-delivered distraction to standard care in the context of needle-based procedures, with generally positive effects. Ali et al. [1] found that the addition of a robot reduced distress and, to a lesser extent, pain compared to standard care in the context of needle-based procedures in an emergency department. In a similar study, Smakman et al. [28] found that a robot reduced pre-procedure pain and stress for a subset of the children in their study, while Rossi et al. [25] also found a similar result for children undergoing vaccinations.

Rather than directly comparing outcomes with and without the robot, other studies have examined the impact of different robot behaviours. For example, Jibb et al. [16] compared user responses to a robot that used Cognitive Behavioural Therapy to one that used distraction: the children did not experience different levels of pain, but did feel less stress in the distraction condition. In addition to measuring the impact of the robot, Rossi et al. [25] found that adapting the robot’s behaviour to the child’s perceived anxiety level had a positive impact on distraction. Trost et al. [31] compared two versions of their robot, one that used empathic SAR and one that used distracting SAR: while they reported no significant difference on the mean scores of pain and distress, they do suggest that empathic SAR could be clinically more effective since children were more willing to receive the medical procedure in this condition.

While most of the studies outlined above are designed to alleviate short-term pain and distress during a single procedure, stress reduction interventions involving social robots have also been explored in more long-term clinical contexts. For example, Ligthart et al. [18, 19] have developed a storytelling robot to support children in hospitals for a long term in an oncology ward. Although the robot has not yet been tested in a clinical context, the storytelling intervention has been shown to be engaging in a series of longitudinal studies involving primary-school children.

Design practices such as co-design and user-centred design are well established in the HRI community [8]. These techniques balance the decision-making power between researchers and stakeholders, resulting in appropriate technology that also meets the needs of the target users [24]. These techniques are especially important when we want to approach real-world practices in complex scenarios such as the one considered here. All of this work takes place in the context of an increasing push in the HRI community to establish best practice standards to strengthen the evidence supporting the advantages of social robotics in different domains [34].

In summary, the emerging consensus from the increasing number of studies in this area is that a social robot has the clear potential to reduce patient pain and distress through distraction. A significant limitation in most of these studies is that the autonomy has been extremely restricted: most have used fully scripted behaviour or a Wizardo-of-Oz approach. While the storytelling system developed by Ligthart et al. is designed to be autonomous, it is designed for a long-term, relationship-building context rather than the emergency department, and has also not yet been tested in a clinical setting. Indeed, limited autonomy was identified as one of the limiting factors in a recent survey of social robotics in the clinical context, [32], and is one that we aim to explicitly address in this work by analysing and collecting, through co-design, properties of trust-worthy and ethical HRI that should incorporate AI-based adaptive action selection into the execution of the robot’s behaviour.

3 CO-DESIGN

We target the procedure of intravenous insertion (IVI) in the paediatric emergency department: inserting an intravenous tube into a patient’s vein so that infusions can be delivered directly into the patient’s bloodstream. This is one of the most commonly performed procedures on children seeking medical care, and also one that can be painful and distressing for the child and for their parents or caregivers, so a standard procedure in a paediatric setting is to provide distraction before and during the procedure to alleviate pain and distress. To develop the appropriate general roles and specific behaviour for a social robot in this context, we have carried out a series of co-design studies, including HCPs, parents/caregivers, and children, together with the clinical and technical team members.

3.1 Ethical considerations

Integrating novel technology into healthcare settings must be guided by a moral commitment to patients’ interests, which requires considering ethical issues inherent in this technology. The use of SARs in healthcare uniquely touches on core values in medicine such as humanism, therapeutic alliance, and interpersonal connection. Additionally, the use of AI methodologies for SARs requires additional ethical inquiry given AI’s particular set of ethical challenges. From a literature review into ethics-related questions on the use of SARs in paediatric pain management, we learned that issues such as efficacy and beneficial conditions need to be considered from the start [2, 4–6, 16, 27]. These factors relate specifically to the perceived benefits of the SAR in a complex environment against the notion of efficacy, which is typically operationalised into measurable data related to features like trust, safety, or likeability. Perceived benefits for the stakeholders are a different dimension calling for different measures and approaches.

Notions of bias and equity must also be considered, even at the early stages of SAR design. For example, there are documented problems related to machine-based prioritisation of certain accents, skin tones and bodies, which could lead to children feeling stigmatised or ‘othered’ [10, 15, 23]. Notions of privacy often go hand in hand of trust, which is a central feature in HRI and SAR design, although note that children tend to have very minimal understandings of privacy compared to their parents/caretakers, and HCP needs for privacy differ as they would be with the SAR for a longer time.

3.2 Co-design process

To model the IVI domain using stakeholders’ inputs, a two-cycle co-design study was carried out, taking the above ethical considerations into account both in the design of the questions as well as
the guidance of the overall discussions. In the first co-design cycle, we carried out a qualitative assessment of the needs of children, parents/caregivers, and HCPs in two paediatric emergency departments (EDs). Semi-structured virtual individual and focus group interviews were conducted with 11 health professionals (5 nurses, 4 physicians, 2 child life specialists), who were predominantly female and had different years of experience in paediatric emergency care (1-21 years). In parallel, semi-structured virtual individual and focus groups were completed with 19 children and 11 parents/caregivers from the same two paediatric EDs. In the second co-design cycle, workshops were held between the technical team and clinical staff to analyse and interpret the findings of the focus groups and to turn them into technical HRI requirements.

3.3 Co-design cycle 1 findings

The findings from the first co-design cycle can be divided into three main categories: predicted benefits based on procedure phases, potential robot behaviours, and risks and constraints. In this section, we outline the findings in each category; Section 4 shows how these findings were converted into technical system constraints.

3.3.1 Procedure phases. The HCPs classified the predicted benefits of the robot-based intervention based on the three main phases of the IVI procedure. Before a pain-related procedure, HCPs stated that the ideal aim of the robot intervention is to provide emotional support and promote coping strategies. During a procedure, participants identified a change in the primary aim, i.e., the robot could behave as a distraction based on the child’s anxiety and engagement level and adapt to the child’s age-related preferences. Following the procedure, HCPs emphasised the importance of framing the medical procedure experience as positive for the child through positive reinforcement, rewards, and debriefing conversation by having the robot remain to support the child. Children and caregivers also highlighted the role of the robot-based intervention based on the three main phases. Caregivers emphasised the role of the robot during IVI procedure where it would cater distraction activities based on the child’s needs and preferences. Children highlighted the importance of the robot before and after the IVI procedure. They suggested the robot build rapport with them prior to the painful procedure by engaging in conversation and playing games, then focusing on positive reinforcement and de-briefing following the completion of the procedure.

3.3.2 Robot behaviours. HCPs felt that the proposed SAR should be equipped with a diverse range of actions to suit children’s needs, including encouraging dialogue, positive reinforcement phrases, humour, and cognitive behavioural strategies (e.g., breathing techniques, guided imagery, meditation). HCPs also felt that the proposed SAR should allow the user (i.e., child) to choose from a selection of options for distraction. In addition, the proposed SAR should also have the ability to estimate social signals and generate responsive social stimuli accordingly as children exhibit affective states (verbally, physically, and emotionally). Caregivers advocated for tailored language and distraction activities to match the child’s developmental level and recommended the robot have the ability to adapt to the child’s needs and respond in situationally appropriate ways. Children suggested physical enhancements for the robot including the colour of the robot, the voice of the robot, and preferred to robot remain in a standing position instead of sitting.

3.3.3 Risks and constraints. HCP highlighted two main constraints on the system reliability. First, it must never speak over an HCP while information is being delivered; in other words, the system must maintain proper turn-taking between HCP and the robot. Second, the proposed SAR must not act inappropriately. This includes both emotional insensitivity (e.g., telling a joke when a child is crying), as well as situations where there is a lack of awareness of clinical deterioration (e.g., seizures, loss of consciousness). Caregivers were mainly concerned about the ability of the robot to respond in socially complex setting (such as the ED) and protecting their child’s privacy with regards to the robot videotaping and photographing the interaction. Children highlighted the technical failure of the SAR and its implications, such as losing control, as their main concern.

4 FROM CO-DESIGN TO SYSTEM DESIGN

In the second co-design cycle, two workshops were held where the team’s clinical and technical specialists, together with four additional HCPs (3 nurses and 1 child life specialist), discussed the previous focus groups’ findings from a technical perspective. As a first step, the entire procedure was divided into six steps as suggested by most of the HCPs. Subsequently, in each stage, an objective related to psychological exercises to reduce distress was assigned. Then the whole group defined the role of the robot at each stage, the plausible activities for each role, and their relationship with the child’s emotional state. Likewise, the total time of each stage and its distribution between the HCP and the Robot was established. The result of the discussion is summarised in Table 1.

In addition, decision and bifurcation points were identified to help refine the system design into a concrete scenario to be implemented in the AI system. For example, to execute the child’s preference, increase cognitive exercises and engagement or rethink alternate pathways to end the intervention. The result of the scenario modelling process was concluded with a final, detailed version of the flow chart as shown in Figures 1 and 2.

The technical HRI requirements and scenario flowchart have been used as the basis to implement the initial version of the robot system. The system includes components for vision-based social signal processing, interaction management, action planning, and output generation. The planning domain is based on the information from the detailed flowchart, and the system chooses its actions based on a combination of properties that may be directly sensed, provided through a GUI, or directly modelled as part of the world state. Full technical details of the system are provided in [20].

Robustness and accountability are crucial for appropriate interaction in this real-world scenario, as identified by all co-design stakeholders. We have therefore included a GUI-based mechanism that allows HCPs to take control when necessary while maintaining accountability for the procedure. The GUI can be used by an operator to monitor and, if necessary, update the system state to ensure system behaviour is appropriate. Note that the GUI is not used to select actions; rather, it is used to supplement the sensors to ensure that the system is making decisions based on the best
### Table 1: Co-design findings translated into technical HRI requirements

<table>
<thead>
<tr>
<th>Stage Intro</th>
<th>Preprocedure</th>
<th>Site Check</th>
<th>Procedure</th>
<th>Debrief</th>
<th>End</th>
</tr>
</thead>
<tbody>
<tr>
<td>Psychological exercises</td>
<td>Positive expectation</td>
<td>Coping exercises</td>
<td>Normalize experience</td>
<td>Distract</td>
<td>Positive reinforcement</td>
</tr>
<tr>
<td>Stage Goal</td>
<td>Engage the Child</td>
<td>Manage anxiety</td>
<td>Keep Engagement</td>
<td>Divert</td>
<td>Re-engaged the Child</td>
</tr>
<tr>
<td>Robot Role</td>
<td>Robot Peer</td>
<td>Robot tutor</td>
<td>Robot mediator</td>
<td>Robot assistant</td>
<td>Robot Peer</td>
</tr>
<tr>
<td>Timing</td>
<td>HCP: 2-3 min</td>
<td>HCP: 10-15 min</td>
<td>R: 2-3 min</td>
<td>R: 2-3 min</td>
<td>R: 2-3 min</td>
</tr>
<tr>
<td>Planning Goal</td>
<td>Establish role</td>
<td>Manage anxiety</td>
<td>Keep patient still</td>
<td>Re-enforce strategy</td>
<td>Congratulate</td>
</tr>
<tr>
<td>Metrics</td>
<td>Attention Level</td>
<td>Attention and Anxiety Level</td>
<td>Anxiety Level</td>
<td>Attention Level</td>
<td>Attention Level</td>
</tr>
<tr>
<td>Data Sources</td>
<td>Gaze Direction</td>
<td>Head/Facial features</td>
<td>User Input/queries</td>
<td>Child choice</td>
<td>Gaze Direction</td>
</tr>
</tbody>
</table>

### Technical Requirements

**Planning Goal**
- Establish role
- Set up positive expectation
- Manage anxiety
- Divert
- Make plan for procedure
- Re-enforce strategy
- Calm
- Keep patient still

**Robot Role**
- Robot Peer
- Robot Tutor
- Robot mediator
- Robot assistant
- Robot interviewer

**Robot Active Time**
- 5 mins
- 2-8 mins

**Site Check**
- Time expected: 2 mins
- Wait for HCP
- Relaxing Action

**Procedure**
- Time expected: 2-8 mins
- Begin IV procedure
- Implement Procedure Plan
- Procedure Complete
- Procedure Complete

**Debrief**
- Reward
- Education/Friendly comment
- Goodbye
- Over to HCP

**End**
- Form positive long-term memories
- Inform/Educate
- Finish interaction
- Re-count key points

---

**Possible scenario incorporating HCP and Social Robot**

**Figure 1:** Flowchart illustrating a possible scenario incorporating HCP and Social Robot

**Figure 2:** Anxiety management component

---

5 CONCLUSIONS & FUTURE WORK

We are developing a social robot that can collaborate with a HCP to alleviate patient pain and distress during IV insertion in the emergency department. This scenario combines a dynamic and uncertain environment, complex social interaction that is difficult to specify in advance, and a real-world deployment location where robust and appropriate behaviour is crucial. To establish the details of the robot’s role and behaviour, we have carried out an ethically-informed co-design with a range of stakeholders, generated guidelines based on the findings of that process, and implemented a prototype system based on those guidelines. The prototype is currently undergoing usability testing as we continue to develop the system components, interaction model, and appropriate social signal prediction models. The final system will be evaluated in a two-site randomised clinical trial in paediatric emergency departments.
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