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Abstract—Vehicle platooning can be formulated as an optimal control problem and many solving paradigms, such as Pontryagin’s maximum principle-based and dynamical programming methods, have been recently developed. However, these methods usually rely on solving a group of necessary conditions or Hamilton-Jacobi-Bellman (HJB) partial differential equations, which is hard to calculate. Besides, due to the heterogeneous dynamics of different vehicles in a mixed and complex platoon which comprises of not only connected autonomous vehicles (CAVs), but also human-driven vehicles (HDVs), it is also challenging to coordinate the behaviors of different vehicles in an unified control framework. Here we provide a Neural Mixed Platoon Control (NMPC) framework, a novel control design for mixed vehicle platooning based on a neural ordinary differential equation (NODE). We first formulate an optimal control model that incorporates the heterogeneous dynamics of a leading CAV and several following HDVs. We use a neural network to parameterize a state-feedback controller and join the neural controller and the mixed platooning dynamics into the NODE solver to create a closed-loop and learnable controlled system. The resulting system can learn optimal control inputs driving the mixed platoon to evolve from a given beginning condition to the target state within a finite duration in an unsupervised manner. Finally, simulation results validate our suggested method’s usefulness in terms of space headway and velocity tracking.

Index Terms—connected vehicles, platoon control, neural network, deep learning

Fig. 1. Mixed platooning scenario.

I. INTRODUCTION

Connected and autonomous vehicles (CAVs) can acquire information from other vehicles through vehicle-to-vehicle (V2V) communications to help formation control, which can improve safety, alleviate traffic disturbance propagation, and increase road capacity. CAVs will co-drive with the human-driven vehicles (HDVs) on roadways throughout the conversion to a CAV-only environment, producing a mixed traffic environment [1]. Linear quadratic regulators, model predictive control (MPC), optimal control, robust control, adaptive dynamic programming (ADP), etc., have been designed for controlling a CAV to moderate the mixed traffic flow [2]–[4]. However, all the above control designs are based on a large number of parameters as preconditions. We know that the control problems of complex systems often rely on their dynamic models as well as optimization theory [5]. A dynamic system is controllable, indicating that it can reach the target state $\mathbf{z}^*$ in period $t_e$. Typically the control strategy depends on minimizing the cost function which usually includes the strength, length, and frequency of control signals [6]. This article selects “control energy” as the cost function and the
solution of optimum control issues is usually based on Pontryagin’s maximum principle, that is, solving the BVP in a Hamiltonian architecture, and performing state changes and system evolution, which is called POC.

In recent years, more and more attention is paid to artificial neural networks (ANNs) that use physical model formulations based on Lagrangian and Hamiltonian functions as a prior for a variety of tasks [7]–[9]. As for the Euler-Lagrangian differential equation of motion, the difference between kinetic energy and potential energy can distinguish between state variables, derivatives of state variables, and Lagrangian functions [7]. Neural networks may simulate the energy variables independently [10] or simultaneously [11]. Reference [12] builds a neural network using the Hamiltonian, which is based on the principle of minimizing the difference between the gradients and the time derivatives to update the controller parameters. Reference [13] uses a differentiable leapfrog integrator and to make the control process independent of the time derivatives, this method uses an ODE solver to propagate the measured state discrepancy backward. Reference [14] provides a neural network for solving ordinary-differential-equations to learn dynamics, profiling the benefits of not relying on model parameters while ensuring stability.

For the physics problem of vehicle platooning, we need a model that obtains physically plausible representations. The integration of deep learning and physics is theoretically possible, and the complex architecture of deep networks necessarily makes it possible to compute derivatives efficiently with extreme precision, which creates the conditions for the encoding and solution of physical differential processes. Therefore, for the high complexity and dimensional dynamical system of mixed platooning, we propose a Neural Mixed Platoon Controller (NMPC), an artificial neural network method that makes an extension from the particular to the general [15] and does not rely on the evaluation of energy cost function. The primary contributions of our study are as follows:

- We present a network topology called NMPC encoding the equation originating from Hamiltonian Mechanics. This topology will keep physical plausibility and train optimization techniques.
- We evaluate the proposed approach by controlling a mixed vehicle platoon and demonstrate NMPC’s control ability better than POC.

The remainder of the paper is written in the following manner. We first present the dynamical model of the mixed vehicle platooning scenario in Section II. Then we demonstrate the principle of the POC and NMPC in Section III. We analyze the ability of NMPC to learn control signals of CAVs in terms of deviation from the target state in Section IV. Finally, Section V brings us to a conclusion.

II. DYNAMIC MODEL

Connected and autonomous vehicles (CAVs) are a type of vehicle equipped with advanced onboard sensors, controllers, and actuators, which can integrate modern communication and network technologies to realize the information exchange and sharing between vehicles and X (human, vehicle, road, cloud, and other systems). Based on linearized car-following dynamics, we focus on a scenario: the CAV is driving freely as a leading agent, which is used as a mobile actuator for traffic control, and can obtain motion information from its different numbers of following vehicles under human control (HDVs) as well as generate a learning control signal to attenuate disturbances throughout the mixed traffic flow (see Fig. 1).

The model is based on the longitudinal dynamics of the head car in a mixed platoon. Consider a single-line setup, where the CAV at the top position of the queue is numbered as vehicle 0. Then we use $\mathcal{F} = \{1, 2, \ldots, n\}$ to denote the consecutive vehicles following behind. The position of vehicle $j$ ($j \in \{0\} \cup \mathcal{F}$) is denoted as $x_j$, velocity is defined as $v_j$, and acceleration is $\dot{a}_j$. The distance between vehicle $j$ from its adjacent vehicle $j-1$, is set to $d_j(t) = x_{j-1}(t) - x_j(t)$. The vehicle length is ignored.

The linear continuous-time vehicle-following dynamics of HDVs can be described by the following formula ($j \in \mathcal{F}$)

$$
\frac{dv_j(t)}{dt} = G(d_j(t), \frac{dd_j(t)}{dt}, v_j(t)),
$$

where $\frac{dd_j(t)}{dt} = v_{j-1}(t) - v_j(t)$. For the function $G(\cdot)$, the acceleration of vehicle $j$ is determined by the relative distance,
relative velocity to its adjacent preceding vehicle, and its own velocity. The explicit expression of (1) can be presented as

\[
\frac{dv_j(t)}{dt} = S_1(d_j(t) - T v_j(t)) + S_2 \frac{dv_j(t)}{dt},
\]

(2)

where \(S_2\) is affected by the speed difference between its own car and the car ahead, and \(S_1\) is the reactivity to the discrepancy between the expected and the actual vehicle spacing. The target distance of each HDV (to its adjacent preceding vehicle) is proportional to its speed, with the correlation coefficient persists at \(T\) (the time headway). We presume that all the HDVs have identical tracking intervals at different time periods. Define the state of the error between the actual and balanced condition of car \(j\) as \(d_j(t) = d_j(t) - T v_j(t)\), and then we can transform (2) into

\[
\frac{dv_j(t)}{dt} = S_1 d_j(t) + S_2 (v_{j-1}(t) - v_j(t)).
\]

(3)

As for the leading agent, the input \(u_t\) is obtained from the specified control method and is utilized as its acceleration. The longitudinal dynamics of vehicle 0 can be represented as

\[
\begin{align*}
\frac{dv_0(t)}{dt} &= v_0(t), \\
\frac{dv_0(t)}{dt} &= u(t),
\end{align*}
\]

which is a second-order model.

The state of the whole system is defined as

\[
z(t) = [x_0(t), v_0(t), d_1(t), v_1(t) - v_1(t), \\
... , d_n(t), v_n(t) - v_0(t)]^T,
\]

(4)

therefore, the state-space formulation for the whole system can be summarized as

\[
\frac{dz(t)}{dt} = M z(t) + N u(t).
\]

(5)

The coefficient matrix \(M \in \mathbb{R}^{(2a+2) \times (2a+2)}\), \(N \in \mathbb{R}^{(2a+2) \times 1}\), which are respectively defined as

\[
M = \begin{bmatrix}
0 & 1 & 0 & 0 & 0 & 0 & \cdots \\
0 & 0 & 1 & 0 & 0 & 0 & \cdots \\
0 & 0 & s_1 & s_2 & 0 & 0 & \cdots \\
0 & 0 & -s_1 & -s_2 & 0 & 0 & \cdots \\
0 & 0 & 0 & 0 & s_1 & s_2 & \cdots \\
0 & 0 & S_1 & S_2 & -S_1 & -S_2 & \cdots \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \ddots
\end{bmatrix},
\]

(6)

\[
N = [0, 1, 0, 1, 0, 0, \ldots, 0]^T,
\]

(7)

where \(s_1 = -S_1 T, s_2 = 1 - S_2 T\).

### III. Controlling Dynamical Systems with NMPC

As for the control problem mentioned above, the function in (1) considers both the interplay between points 1, 2, ..., 2a+2 and the influence of the control input \(u_t\) upon the system. At first, points are in condition \(z_0\) and transited towards a desired state \(z^*\) at time \(t_e\) through suitable control input that minimizes the cost function

\[
C = \int_0^{t_e} D(z(t), u(t)) dt + \phi(z(t_e)).
\]

(8)

The first term in (8) represents the cost from time 0 to \(t_e\), and the control energy

\[
D = \|u(t)\|_2^2,
\]

(9)

an explicit form, can be adopted. To minimize the control energy \(\int_0^{t_e} \|u(t)\|_2^2 dt\), there exist analytical POC inputs

\[
u^*(t) = N^T e^{M^T(t-t_e)} Q(t_e)^{-1} p(t_e).
\]

(10)

Equation (10) is obtained by solving the Hamiltonian \(H = \|u(t)\|_2^2 + \lambda(t)^T [M z(t) + N u(t)]\) through the use of Pontryagin’s maximum principle. The vector \(p(t_e) = z(t_e) - e^{M t_e} z_0\) represents the discrepancy between the objective state \(z(t_e)\) and the preliminary state \(z_0\). The matrix \(Q(t_e)\) is the controllability Gramian.

NMPC provides an idea of using neural ODEs for optimal control problems, which offers an alternative method to achieve the aim state \(z^*\) in period \(t_e\). We demonstrate a schematic of NMPC and it is combined with the dynamical system of mixed vehicle platooning (see Fig. 2). First, we input the control \(u(t)\) with weight vector \(g\) in the artificial neural network so that the evolution of the state vector \(z(t)\) (5) turns to a function of \(\hat{u}(t; g)\). Second, we use an appropriate

<table>
<thead>
<tr>
<th>Vehicle Number</th>
<th>Initial States</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vehicle 1</td>
<td>425 m 15 m/s</td>
</tr>
<tr>
<td>Vehicle 2</td>
<td>430 m 20 m/s</td>
</tr>
<tr>
<td>Vehicle 3</td>
<td>400 m 15 m/s</td>
</tr>
<tr>
<td>Vehicle 4</td>
<td>350 m 20 m/s</td>
</tr>
<tr>
<td>Vehicle 5</td>
<td>430 m 10 m/s</td>
</tr>
</tbody>
</table>

Table I: Following Vehicles

![Fig. 3. Training loss after 10000 epochs.](image-url)
loss function with mean-squared error and a gradient-descent method

\[
J(z(t_e), z^*) = \frac{1}{2a+2} \|z(t_e) - z^*\|^2, \tag{12}
\]

to evaluate \( \mathbf{g} \) on the basis of

\[
\mathbf{g}^{(i+1)} = \mathbf{g}^{(i)} - l \nabla_{\mathbf{g}^{(i)}} J(z(t_e), z^*), \tag{13}
\]

in which \( l \) is the learning rate, and the superscript indicates the order of gradient correction currently used. Third, it is known from the literature [15] that the decreasing gradient in \( \mathbf{g} \) will lead to the same effect in the control input \( \hat{u}(t; \mathbf{g}) \). The expansion

\[
\hat{u}(t; \mathbf{g}^{(i+1)}) = \hat{u}(t; \mathbf{g}^{(i)}) + \mathbf{J}_u \Delta \mathbf{g}^{(i)}, \tag{14}
\]

where \( \Delta \mathbf{g}^{(i)} = -l \nabla_{\mathbf{g}^{(i)}} J \), and \( \mathbf{J}_u \) is the Jacobian of \( \hat{u} \), which can be described as \( (\mathbf{J}_u)_{xy} = \partial \hat{u}_x / \partial g_y \). A small learning rate \( l \), will make \( \Delta \mathbf{g}^{(i)} \) arbitrarily small, which will keep \( t \) constant. We can rearrange (14) as

\[
\hat{u}(t; \mathbf{g}^{(i+1)}) = \hat{u}(t; \mathbf{g}^{(i)}) - l \mathbf{J}_u \nabla_{\hat{u}} J, \tag{15}
\]

as a result of \( \nabla_{\mathbf{g}^{(i)}} J = \mathbf{J}_u^T \nabla_{\hat{u}} J \), where the square matrix \( \mathbf{J}_u \nabla_{\hat{u}} J \) plays a role as a linear transformation on \( \nabla_{\hat{u}} J \).

NMPC usually begins with a modest control input \( \hat{u}(0); \mathbf{g}(0) \), combining with the dynamical system, and executes a gradient descent in \( \mathbf{g} \) (13). The smaller the loss, the less \( \mathbf{g} \) changes, and the less the control input \( \hat{u} \) changes as the end state \( z(t_e) \) approaches the expected state \( z^* \), due to (15). The trajectory generated by the control behavior will track the system’s vector field to its limit if the initial control input and learning rate are sufficiently small. The resultant control is similar to POC which reduces control energy due to the induced gradient descent. Therefore, instead of relying on the Hamiltonian and solving the adjoint system to minimize the

Fig. 4. Comparison of the leading vehicle position under the two controls.

Fig. 5. Comparison of the leading vehicle velocity under the two controls.

Fig. 6. Speed difference between the two adjacent vehicles under NMPC.

Fig. 7. The discrepancy between the actual distance and the expected distance between the two adjacent vehicles under NMPC.
control energy obviously, NMPC is a way of solving control problems that include implicit energy regularization.

IV. NUMERICAL SIMULATION OF NMPC

We now provide the effect of NMPC using simulations in the scenario, in which all six vehicles are driving in a single lane in the same direction. The leading autonomous vehicle (vehicle 0), with an initial position of 500 m and an initial speed of 10 m/s, will obtain the control input trained by NMPC in the next 30 seconds to adjust its acceleration, speed, and position, and simultaneously update the state space vector to control the following five manual-driving vehicles to steer to the desired state. In Table. I, we give the assumed initial speed and position of the following vehicles.

For the setting of the required parameters in (6), we assume that \( S_1 = 1.65 \), \( S_2 = 0.5 \), \( T = 1.2 \) s, which will ensure stable performance for the whole system. These were acquired utilizing the handbook that was accessible, e.g., in [16]. To verify the ability of NMPC to control the acceleration and deceleration of the vehicle as required, we assume that 30 s is divided into three stages, each stage being 10 s. The expected leading position of the three stages is 700 m, 1000 m, and 1250 m respectively. The expected velocity of all six vehicles in three stages are 20, 30, 15 m/s respectively.

Neural Network Controller is very sensitive to learning rate and often requires several adaptations to converge to desirable performance. More epochs on lower learning rates may further improve the performance. After optimizing the hyperparameters of the ANN that is used to form a mixed platooning, we consider it to be composed of 2 hidden layers with 15 exponential linear units (ELUs) as hidden layer neurons each, training epochs 10000, learning rate 0.01, and sample time is defined as 0.1 s. To avoid the vanishing or exploding gradients in the back-propagation, we establish the weights \( g \) with the Kaiming uniform initialization algorithm and then let the optimizer (Adam) update the network parameters. The control output \( \hat{u}(t; g) \) is time-unfolded. We include no energy regularization term in the loss, and the loss weight of each variable in the loss function is set to 1. Dormand-Prince’s approach with step-size control and dense output can better integrate the studied dynamical systems during solving ODE problems, so we choose to use it.

We show in Fig. 3 that NMPC after 10000 iterations makes the training loss tend to almost zero. When the number of iterations is small, the loss can reach the \( 6^{th} \) power of 10. As shown in the enlarged area in the figure, as the number of iterations increases, especially between the \( 50^{th} \) and \( 600^{th} \) iterations, the loss shows a clear downward trend. Further analysis shows that after tens of thousands of iterations, the loss is almost negligible, and the purpose of minimizing the loss function is achieved, which proves the effectiveness of NMPC control.

We analyze the control behavior of NMPC, which solves (5) utilizing neural ODEs, with that of POC on leading CAV. Fig. 4 and Fig. 5 show the evolution of the longitudinal position and velocity of the CAV (vehicle 0). We observe that under POC (dashed blue line): there exists obvious oscillation, and POC does not play an actual control role in this task. In the contrast, smooth curves illustrate that NMPC (solid orange line) can control the leading vehicle to approach the desired state based on neural ODE, and can freely accelerate or decelerate within the specified time as desired.

For the following HDVs, we see that although they have different initial positions and speeds, NMPC can make the two adjacent vehicles converge to have roughly the same speed in a short period (about 8–9 s, possibly due to the first control target being set to the tenth-second state) (see Fig. 6), and the difference between the actual distance and the ideal distance based on ideal headway \( T \) of the two adjacent vehicles converges to 0 (see Fig. 7), achieving an ideal state.

In summary, NMPC does not need to solve an adjoint system compared to the traditional POC based on Pontryagin’s maximum principle. NMPC only needs the information of the initial and the desired terminal state of a dynamical system to solve an optimal control solution. Our simulation results also validate the control performance as expected.

V. DISCUSSION

We have investigated the control of a mixed vehicle platoon composed of a CAV leader and multiple HDV followers in this article. We formulate the heterogeneous dynamics of the mixed platoon and present a neural mixed platoon control framework that connects a state-feed neural network controller with the mixed platooning dynamics by using a NODE solver. This design enables us to learn optimal control inputs that can drive the platooning vehicles to reach their desired states within a given period in an unsupervised manner. We have also conducted simulations and show the effectiveness of the neural mixed platoon controller. In particular, numerical results indicate that our design has better scalability and control performance in terms of platooning errors and stability when compared to an energy-based optimal control approach. The results reveal the significant potential of combining deep learning techniques and optimal control formulation in vehicle platooning, which may open a promising direction for solving high-dimensional numerically complex control problems.
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