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Abstract—Lane change for automated vehicles (AVs) is an important but challenging task in complex dynamic traffic environments. Due to difficulties in guaranteeing safety as well as a high efficiency, AVs are inclined to choose relatively conservative strategies for lane change. To avoid the conservatism, this paper presents a cooperation-aware lane change method utilizing interactions between vehicles. We first propose an interactive trajectory prediction method to explore possible cooperations between an AV and the others. Further, an evaluation is designed to make a decision on lane change, in which safety, efficiency and comfort are considered. Thereafter, we propose a motion planning algorithm based on model predictive control (MPC), which incorporates AV’s decision and surrounding vehicles’ interactive behaviors into constraints so as to avoid collisions during lane change. Quantitative testing results show that compared with the methods without an interactive prediction, our method enhances driving efficiencies of the AV and other vehicles by 14.8% and 2.6% respectively, which indicates that a proper utilization of vehicle interactions can effectively reduce the conservatism of the AV and promote the cooperation between the AV and others.
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I. INTRODUCTION

AUTOMATED driving technologies are believed to have potentials to significantly reduce traffic accidents, improve travel efficiencies, and enhance comforts of drivers and passengers [1], [2]. To this end, AVs should have abilities to complete different tasks, such as cruise, lane change, etc. Lane change therein is regarded as one of the most dangerous tasks, due to interactions with surrounding vehicles, and causes many traffic accidents. However, lane change would benefit to greatly save travelling times and ensure safety, when it is performed at a right time and in a proper way. In order to enhance the performance of automated driving, many studies focus on decision making and motion planning associated with lane change.

In the aspect of decision making on lane change, rule-based approaches were widely used in previous works since they are clear in logic and with low computational costs. For example, Wei et al. [3] proposed a decision-making framework to determine a target lane and an acceleration, where a distance-keeping model predicts other vehicles’ trajectories and a cost function was designed for selection of the best decision. Moridpour et al. [4] proposed a fuzzy logic model for decision in lane change, in which a fuzzy rule set was defined to explain decision making processes. However, rule-based methods lack flexibility and only handle limited scenarios because of the difficulty in the logic design for complex or unknown scenarios. In addition, it is difficult for rule-based methods to handle uncertainties. To outperform it, Markov decision process (MDP) [5], [6] has been studied to provide robust lane change decisions. However, it is generally difficult to solve MDP in real time due to its high computational complexity [7].

In recent years, with the development of machine learning, learning-based methods provide a new avenue for lane change decisions. Machine learning models not only can deal with uncertainties due to their probabilistic reasoning, but also can learn nonlinear mapping relations from real-world data to decisions [8]–[10]. In this way, learning-based methods can make human-like decisions to improve the robustness of decisions. For example, Hou et al. [8] developed a lane-change-assisted framework, which combines a decision tree and a Bayes classifier to predict whether other drivers decide to merge. Gu et al. [11] used a deep autoencoder network to identify driving behaviors and a XGBoost model to decide whether to change lanes. Other learning-based approaches were also proposed for lane change decisions including support vector machine [12], [13], deep neural network [14], [15] and reinforcement learning [16]–[18]. However, due to the lack of interpretability on machine learning algorithms, it is difficult to find the reason of a failure decision under some scenarios.

On the other hand, to complete lane change, an AV with a decision need to plan a proper trajectory that satisfies specific constraints, e.g., vehicle dynamics, collision avoidance, and available times. In the existing works, motion planning...
methods can be generally classified into four categories: graph search, interpolating curve, sampling, and numerical optimization [19]. The commonly used graph-search-based methods include $D^*$ algorithm [20], field $D^*$ algorithm [21], Dijkstra algorithm [22], and hybrid $A^*$ algorithm [23]. However, these methods rarely consider constraints of vehicle kinematics, so the generated paths are usually difficult to track. In addition, interpolating-curve-based approaches are usually efficient in computation, such as polynomial curves [24], [25], Bezier curves [26], [27], Dubins curves [28], and Clothoids curves [29]. Nevertheless, these curves are sequences of positions without considering the variation of positions over time, so they cannot guarantee to avoid collisions. Moreover, sampling-based methods sample a configuration space and select samples satisfying predefined requirements as results. Many sampling-based methods were developed based on rapidly-exploring random trees (RRT), since it can deal with general dynamic models [30]–[32]. However, their results would be unstable. Finally, numerical-optimization-based approaches obtain an optimal trajectory by minimizing an objective function subject to a set of constraints [33], [34]. This kind of method can comprehensively incorporate various objectives and constraints in trajectory planning.

Although the above approaches have made great progresses in improving AVs’ capacities to execute lane change, there are still limitations. Firstly, these methods take the decision making and trajectory planning for lane change as two separate problems. However, they are actually highly interdependent, so the separation of them would lead to inconsistency between each other. For instance, if the mechanical and physical limits of vehicle motions are not considered by decision making, the motion planning module may fail to find a feasible solution. Secondly, potential cooperations between an AV and other vehicles have not been fully explored, resulting in conservative behaviors of AVs in some complex scenarios. As a specific example, in dense traffic, an AV would not change lanes if it cannot cooperate with others.

Therefore, to overcome the above limitations and improve the safety and efficiency of AVs, this paper presents a cooperation-aware method for determining a proper time instant and a maneuver in lane change, which takes interactions among vehicles into account. Instead of separately designing the modules of decision making and motion planning, we consider these two modules in a unified framework. In detail, at the higher level, a cost-function-based and deep-learning-based algorithm is proposed for solving the decision-making problems. The constraints of trajectory planning imposed by the motion capabilities of the ego vehicle, current road conditions and traffic environment (e.g., acceleration limits, road curvature, number of lanes, speed limits, etc.) are considered in advance during the decision making to customize the decision set. By doing so, the consistency between the decisions generated at the higher level and the trajectory planning in the lower level can be well guaranteed. In this way, our method can also be easily extended to various traffic scenarios, such as highways, overpasses, urban intersections, etc. In addition, we propose an interactive trajectory prediction method to predict surrounding vehicles’ reactions to each decision, which allows to explore possible cooperations. Based on these predictions, an optimal decision is selected by considering safeties, efficiencies and comforts. Subsequently, an MPC-based motion planning algorithm is proposed to solve a trajectory for lane change. Here, we incorporate the prediction of interactive trajectories into constraints to effectively use vehicular interactions to plan a safe trajectory. The contributions of this paper are two folds.

(1) Different from existing works, we propose a complete lane change method, which considers the correlation between decision making and trajectory planning to enhance safeties and efficiencies for lane change and prevent conflicts between them. In this way, this method avoids the situations that the planning module fails to generate a trajectory due to an improper decision, and thus guarantees a smooth driving.

(2) Compared with existing methods, we propose an interactive trajectory prediction method, which helps an AV make proactive decisions and avoid being shortsighted. The comparison with other methods demonstrates that it improves driving efficiencies of the AV and others by 14.8% and 2.6%, demonstrating that the AV can use interactions to cooperate with others, and thus to achieve an efficient driving.

The rest of this paper is organized as follows. The problem description is given in Section II. Our system structure is described in Section III. We present a detailed description of the lane change decision module in Section IV. The lane change trajectory planning module is introduced in Section V. Experimental results and analysis are shown in Section VI. We analyze the effects of different hyperparameters and the necessity of considering module interdependence in Section VII. Finally, Section VIII concludes this paper.

II. PROBLEM DESCRIPTION OF LANE CHANGE

Lane change is a key maneuver for automated driving, which can help an AV secure a higher driving efficiency and safety. In this paper, we consider that only one vehicle is controlled by our proposed lane change method, referred as “ego vehicle”, and all vehicles are not connected through vehicle-to-vehicle or vehicle-to-infrastructure. All vehicles are passenger cars with similar shapes and motion patterns; motorcycles, buses or heavy trucks are not considered. Since a lane change is not recommended near intersections or traffic signals, we assume that the road remains straight along a lane change.

Lane change is executed in the form of a trajectory, which is a function of time mapping time to the state of a vehicle. Hence, we define a trajectory of an ego vehicle as $\tau : \mathbb{R} \rightarrow \mathbb{R}^C$. For the convenience of trajectory planning, the resulting state is denoted as,

$$\tau(t) = [x(t), y(t), \psi(t), v(t)]^\top,$$

where $x$ and $y$ denote longitudinal and lateral positions of a vehicle, respectively, $\psi$ represents the heading angle, and $v$ denotes the velocity. Here, note that these four components are studied for lane change and thus we have $C = 4$. When a vehicle runs on a road, the drivable areas impose boundaries on $x$ and $y$. Besides, $v$ and $\psi$ are limited by the motion capacity of a vehicle.
When the ego vehicle runs on a road with at least two lanes, we assume that it observes perfect trajectories of \( N \) vehicles around it without any noise or delay. Since the collected data is processed in a digital way, trajectories are discretized with a sampling period \( \Delta t \). The discrete trajectory is denoted as \( \tau[k] = \tau(k\Delta t) \). With an observation horizon \( T_o \), the observed trajectory of the \( n \)th vehicle is denoted as,

\[
\tau_n^o = [x_n[k], y_n[k], \psi_n[k], v_n[k]]^T, \quad 1 \leq k \leq O,
\]

where the subscript \( n \) indicates the trajectory of the \( n \)th vehicle, \( O = T_o/\Delta t \). \( \tau_n[k] \) is the state of the \( n \)th vehicle at the time step \( k \). Similarly, the trajectory of the ego vehicle over \( T_o \) is denoted as,

\[
\tau_{ego}^o = [x_{ego}[k], y_{ego}[k], \psi_{ego}[k], v_{ego}[k]]^T, \quad 1 \leq k \leq O.
\]  

After the observation is obtained, the ego vehicle selects an optimal decision on lane change from a decision set \( D \). The decision set \( D \) consists of \( B \) candidate decisions, which is denoted as \( D = \{d_i^o \mid i \in \{1, \ldots, B\} \} \). Each decision corresponds to a reference trajectory, denoted as,

\[
\tau_b^d = [x_b[k], y_b[k], \psi_b[k], v_b[k]]^T, \quad O+1 \leq k \leq O+D,
\]

with a duration \( T_d \), where the subscript \( b \) denotes the index of a decision, \( D = T_d/\Delta t \). \( \tau_b[k] \) is the state of the \( b \)th decision at the time step \( k \). The optimal decision on lane change is denoted as \( \tau_{opt}^d \). Based on \( \tau_{opt}^d \), the ego vehicle adjusts its acceleration and steering angle to plan a trajectory over a prediction horizon \( T_p \), which is represented as,

\[
\tau_{ego}^p = [x_{ego}[k], y_{ego}[k], \psi_{ego}[k], v_{ego}[k]]^T, \quad O+1 \leq k \leq O+P,
\]

where \( P = T_p/\Delta t \).

Thus, the problem of lane change is summarized as follows. Given observed trajectories of the ego vehicle and its surrounding vehicles, i.e., \( \tau_{ego}^o \) and \( \{\tau_1^o, \ldots, \tau_n^o, \ldots, \tau_N^o\} \), the ego vehicle selects an optimal decision \( \tau_{opt}^d \) from a decision set \( D \), and finally plans a trajectory \( \tau_{ego}^p \) by adjusting its acceleration and steering angle.

### III. Structure of Proposed Cooperation-Aware Lane Change Method

As mentioned before, most studies on lane change treat decision making and trajectory planning as two separate problems. The decision making module provides high-level orders, such as accelerating/decelerating, left/right lane change, to low-level modules. The trajectory planning module receives these orders and then solves a feasible trajectory. Although decision making and trajectory planning are hierarchical in term of modules, they are actually highly coupled for successful executions [35], [36]. Therefore, the separate design of the decision making and trajectory planning causes that an improper decision from the decision making module is sent to the trajectory planning module, which might fail to generate a feasible trajectory.

To solve the above problem, we propose a cooperation-aware lane change method, which considers the correlation between the decision making and trajectory planning. The structure of the proposed method is shown in Fig. 1. We can see that the two modules are interdependent. The planning module first sends to the decision module constraints of trajectory planning caused by the motion capabilities of the ego vehicle, current road conditions and traffic environment (e.g., acceleration limits, road curvature, number of lanes, speed limits, etc.), so that the feasibility of trajectory planning can be considered in decision making. Then, the decision module provides a reference trajectory for the planning module, which uses it to generate a planned trajectory.

The main aim of the decision module is to determine an appropriate time and a proper speed to change lanes while considering the limits of vehicle motions. We first generate various reference trajectory candidates, which consider the feasibility of trajectory planning, to construct a decision set \( D \). An interactive trajectory prediction method is then proposed to explore which reference trajectory candidate would potentially promote cooperations between the ego vehicle and surrounding vehicles. Finally, an optimal decision \( \tau_{opt}^d \) is selected from \( D \) based on the interactive trajectory prediction while considering safety, driving efficiency and comfort.

The role of the trajectory planning module is to generate a dynamically feasible, collision-free and smooth trajectory based on \( \tau_{opt}^d \). The optimal decision \( \tau_{opt}^d \) poses constraints for the trajectory planning. We formulate the trajectory planning as an optimization problem, which takes model predictive control (MPC) as the basis, since MPC can comprehensively consider the objective function and various constraints, including vehicle dynamics, safety, smooth control actions, etc. By solving this optimization problem, a qualified trajectory is planned.

### IV. Lane Change Decision Based on Interactive Trajectory Prediction

In this section, we introduce details about the decision module for lane change in the left side of Fig. 1, including the construction of decision set, interactive trajectory prediction, and candidate evaluation.
A. Construction of a decision set

The decision set $\mathcal{D}$ consists of various candidate decisions. Each decision $\tau^d_b$ is a reference trajectory, which is an initialization for the subsequent interactive prediction and trajectory planning. For the computational convenience, we set the duration of each reference trajectory $T_d$ to be equal to $T_p$. In this paper, we limit our discussion on combining three lateral actions (left lane change, right lane change and staying in the current lane) and three longitudinal options (accelerating, decelerating, and keeping in the current speed range) in Fig. 2 to construct $\mathcal{D}$. It is worth noting that $\mathcal{D}$ can be extended to contain more decisions according to a practical demand. For instance, in a dense traffic, $\mathcal{D}$ can consist of decisions with more gentle lane changes (i.e., slower lateral speeds).

In order to generate each $\tau^d_b$, we first calculate the lateral and the longitudinal accelerations. Inspired by the work in [37], we use the PNTLA method to generate a continuous-time lateral reference trajectory. This method can calculate the smooth trajectory with curvature continuity based on the maximum lateral acceleration $a_{y \text{max}}$ and the maximum lateral jerk $\Delta a_{y \text{max}}$. As shown in Fig. 3, the PNTLA method assumes that when vehicles change lanes, the lateral acceleration varies linearly, and the acceleration curve is composed of two isosceles trapezoids with the same size but opposite directions. Hence, the lateral jerk $\Delta a_y$ is expressed as,

$$\Delta a_y(t) = \begin{cases} \Delta a_{y \text{max}}, & 0 < t < t_1 \\ 0, & t_1 \leq t < t_2 \\ -\Delta a_{y \text{max}}, & t_2 \leq t < t_3 \\ 0, & t_3 \leq t < t_4 \\ \Delta a_{y \text{max}}, & t_4 \leq t < t_5 \end{cases}$$

(6)

where $t_1$ to $t_5$ are five key timestamps. Based on the properties of isosceles trapezoids, they are calculated as [37],

$$\begin{align*}
t_1 &= \frac{a_{y \text{max}}}{\Delta a_{y \text{max}}}, \\
t_2 &= \frac{t_1}{2} + \frac{\sqrt{t_1^2 + 4d_w/a_{y \text{max}}}}{2}, \\
t_3 &= 2t_1 + t_2, \\
t_4 &= t_1 + 2t_2, \\
t_5 &= 2t_1 + 2t_2,
\end{align*}$$

(7)

where $d_w$ denotes the lateral displacement during a lane change. With the timestamps $t_1$ to $t_5$, the lateral acceleration curve can be determined.

B. Interactive trajectory prediction of surrounding vehicles

To select a $\tau^d_b \in \mathcal{D}$ as an optimal decision $\tau^d_b^{opt}$ for the ego vehicle, it is crucial to predict how surrounding vehicles will
react to each \( \tau_b^d \). However, due to the strong spatial-temporal dependencies among vehicles, predicting their trajectories is challenging. In this paper, we propose an interactive trajectory prediction method based on the graph-based spatial-temporal convolutional network (GSTCN) [38] to tackle this task, since this network can effectively capture the spatial-temporal dependencies among vehicles and then predict their future trajectories simultaneously. As shown in Fig. 4, GSTCN is composed of three modules: a spatial graph convolutional module, a temporal dependency extractor module, and a trajectory prediction module. The first module uses a graph convolution network to extract the spatial dependencies between vehicles. The following temporal dependency extractor module learns the temporal dependencies. The trajectory prediction module consists of an encoder and a decoder, where both of them are composed of the gated recurrent unit (GRU) networks to deal with the trajectory sequence generation. Note that GSTCN takes uncertainties of traffic into account as it directly learns from raw data with noise and measurement errors and predicts the probability distributions over future trajectories. In this way, it can handle the uncertainty in raw data and describe stochastic behaviors of human drivers. More details of the GSTCN can be found in [38]. Here, the proposed interactive trajectory prediction method will be introduced in detail from two stages: training step and prediction step.

1) Training step: GSTCN takes the observed trajectories of all vehicles over an observation horizon \( T_o \) as inputs and predicts their future coordinates simultaneously. GSTCN assumes future positions of vehicles are random variables satisfying bi-variable Gaussian distributions, so this network is trained by minimizing a negative log-likelihood loss. The training step is done offline.

2) Prediction step: After the training is done, we use GSTCN to predict surrounding vehicles’ trajectories for each \( \tau_b^d \). For a new observation of the positions of surrounding vehicles at the current moment, GSTCN first predicts their positions at the next time step. Then, we use this prediction to update their current positions. Similarly, the current position of the ego vehicle is updated by \( \tau_b^d \). This process will be repeated until \( \tau_b^d \) is used up. In this way, we obtain the future trajectory \( \tau_b^d \) of each surrounding vehicle to each \( \tau_b^d \) over a prediction horizon \( T_p \).

To formalize, the proposed interactive trajectory prediction method is denoted as a function \( \phi \) that maps \( \tau_b^d, \tau_{ego}^0 \), and \( \{\tau_1^b, \cdots, \tau_n^b, \cdots, \tau_N^b\} \) to predicted interactive trajectories \( \{\tau_1^f, \cdots, \tau_n^f, \cdots, \tau_N^f\} \).

### C. Candidate evaluation method

After obtaining the predicted interactive trajectories \( \{\tau_1^f, \cdots, \tau_n^f, \cdots, \tau_N^f\} \) under every \( \tau_b^d \in D \), we should determine which \( \tau_b^d \) is the most recommended in terms of safety, efficiency and comfort [35], [39]. We evaluate each \( \tau_b^d \) by calculating their costs. The cost function consists of three components and is calculated as

\[
J_d(\tau_b^d) = \lambda_s J_s + \lambda_c J_c + \lambda_l J_l, \quad \tau_b^d \in D,
\]

where \( J_s, J_c, \) and \( J_l \) are the costs of safety, efficiency and comfort, respectively. \( \lambda_s, \lambda_c, \) and \( \lambda_l \) represent the corresponding weights, which can be customized by the user.

The safety cost \( J_s \) is related to the collision risks between the ego vehicle and nearby vehicles, which consists of risks in both lateral and longitudinal directions. Therefore, the safety cost \( J_s \) is represented as,

\[
J_s = J_{s-lon} + \eta J_{s-lat},
\]

where \( J_{s-lon} \) and \( J_{s-lat} \) represent the safety costs in longitudinal and lateral directions, respectively. \( \eta = 1 \) if the ego vehicle changes to other lanes, otherwise \( \eta = 0 \), which guarantees that if the \( \tau_b^d \) does not relate to lane change, the lateral risks can be ignored.

The longitudinal safety cost \( J_{s-lon} \) relates to the collision risks between the ego vehicle and the preceding and following vehicles in the same lane. In this paper, we use the time-to-collision (TTC) [40] to characterize the collision risks, which is calculated based on the relative distances and velocities against the ego vehicle and the preceding and following vehicles in the same lane. The smaller TTC is, the larger the collision risk is. Thus, we define \( J_{s-lon} \) as,

\[
J_{s-lon} = \kappa_{s-lon} \sum_{k=0+1}^{O+P} \left[ \sigma(\Delta v_{pu-lon}[k]) + \sigma(\Delta v_{fv-lon}[k]) \right],
\]

with

\[
\begin{align*}
\Delta v_{pu-lon}[k] &= v_{ego}[k] - v_{pu-lon}[k], \\
\Delta v_{fv-lon}[k] &= v_{ego}[k] - v_{fv-lon}[k], \\
\Delta s_{pu-lon}[k] &= \|s_{ego}[k] - s_{pu-lon}[k]\|_2, \\
\Delta s_{fv-lon}[k] &= \|s_{ego}[k] - s_{fv-lon}[k]\|_2,
\end{align*}
\]

where \( v_{ego}[k] \) obtained from \( \tau_b^d \) is the velocity of the ego vehicle at the time step \( k \). The subscripts \( pu-lon \) and \( fv-lon \) represent the indices of the nearest preceding and following vehicles in the same lane, respectively. \( v_{pu-lon} \) is the velocity of the nearest preceding vehicle in the same lane at the time step \( k \), which is obtained from \( \{\tau_1^f, \cdots, \tau_n^f, \cdots, \tau_N^f\} \). \( s = [x, y]^\top \) denotes the position of a vehicle, and \( \|\cdot\|_2 \) is the \( l_2 \) norm. Hence, \( \Delta v_{pu-lon}[k] \) and \( \Delta s_{pu-lon}[k] \) denote the relative velocity and distance between the ego vehicle and the nearest preceding vehicle in the same lane at the time step \( k \). \( \Delta v_{fv-lon} \) and \( \Delta s_{fv-lon} \) denote the relative velocity and distance between the ego vehicle and the nearest following vehicle in the same lane. \( \kappa_{s-lat} \) is the regularization coefficient of the longitudinal safety cost, which is determined by practical demands. \( \sigma(\cdot) = \min(\cdot, 0) \), which guarantees that
two vehicles moving away from each other will not contribute a safety cost. Similarly, the lateral safety cost \( J_{s-lat} \) is calculated based on the relative distances and velocities against the ego vehicle and the preceding and following vehicles in the target lane, which is defined as,

\[
J_{s-lat} = \kappa_{s-lat} \sum_{k=O+1}^{O+P} \left( \sigma \left( \frac{\Delta v_{pv-lat}[k]}{\Delta s_{pv-lat}[k]} \right) + \alpha \left( \frac{\Delta v_{fv-lat}[k]}{\Delta s_{fv-lat}[k]} \right) \right),
\]

where \( \kappa_{s-lat} \) is the regularization coefficient of the lateral safety cost. The subscripts \( pv-lat \) and \( fv-lat \) represent the indices of the nearest preceding and following vehicles in the target lane, respectively.

Moreover, the efficiency cost \( J_e \) is related to the velocities of the ego vehicle and surrounding vehicles. The closer their speeds are to the desired speed, the smaller the efficiency cost is. Hence, \( J_e \) is defined as,

\[
J_e = \kappa_e \sum_{k=O+1}^{O+P} (v_{ego}[k] - v_{des})^2 + \kappa_e \sum_{n=1}^{N} \sum_{k=O+1}^{O+P} (v_{n}[k] - v_{des})^2,
\]

where \( \kappa_e \) is the regularization coefficient of the efficiency cost, \( v_{des} \) is the desirable velocity, \( v_{ego} \) and \( v_{n} \) are the velocities of the \( n \)-th nearby vehicle and the ego vehicle, respectively. Since we want to make decisions that can help the ego vehicle to cooperate with others, the efficiency cost indicates that both the ego vehicle and surrounding vehicles want to reach the desirable speeds. Note that \( v_{des} \) is defined based on the traffic density. Without loss of generality, we use an inverse proportional relation to describe the relationship between traffic density and desired velocity, i.e., the higher the density, the lower the desired velocity.

In addition, the comfort cost \( J_c \) aims to make the ego vehicle travel with a relatively smooth trajectory. Some existing works have focused on the relationship between jerk and comfort, where they found that jerk can cause psychological and physical discomforts, such as fear, dizziness and nausea [41], [42]. Thus, \( J_c \) is related to the jerk in both lateral and longitudinal directions. Besides, many existing trajectory planning methods [34], [35], [43], [44] adopt this idea to achieve better comfort. We define \( J_c \) as,

\[
J_c = \sum_{k=O+1}^{O+P} \left( \kappa_{c-lon}(\Delta a_{ego-lon}[k])^2 + \kappa_{c-lat}(\Delta a_{ego-lat}[k])^2 \right),
\]

where \( \kappa_{c-lon} \) and \( \kappa_{c-lat} \) are regularization coefficients of the comfort cost. \( \Delta a_{ego-lon} \) and \( \Delta a_{ego-lat} \) denote the longitudinal and lateral jerks of the ego vehicle, which can be obtained by calculating the derivative of acceleration with respect to time from \( \tau^d \).

After the cost function is defined, we select a \( \tau^d \in \mathcal{D} \) with the minimal cost \( J_d \) as the optimal decision \( \tau^d_{opt} \), which makes a balance among safety, efficiency, and comfort.

Note that in the process of generating the reference trajectory candidates, we utilize the lateral displacement, the maximum lateral acceleration, and the maximum lateral jerk. Therefore, the feasibility of a motion planning has been considered during the phase of the lane change decision.

V. MODEL-PREDICTIVE-CONTROL-BASED TRAJECTORY PLANNING FOR LANE CHANGE

In this section, based on the above optimal reference trajectory \( \tau^d_{opt} \) and the corresponding interactive trajectory prediction \( \{\tau^d_{opt,1}, \ldots, \tau^d_{opt,N}\} \), we introduce the trajectory planning for a lane change. We formulate the trajectory planning as a model predictive control (MPC)-based optimization problem. MPC can effectively handle optimization problems with constraints while respecting vehicle dynamics. Next, we will introduce a predictive model, constraints, an objective function, and the Ipopt-based approach for trajectory planning.

A. Kinematics-based predictive model

To realize the MPC-based trajectory planning for the ego vehicle, we first need a predictive model to predict vehicle motions, such as kinematic and dynamic models [45], car-following models [46] and neural networks [47]. The more accurately the model describes the vehicle kinematics and dynamics, the more accurately the planned trajectory will be tracked by a control system. However, due to the limited computing resources and high requirements for computing time in driving environments, the predictive model should also have the advantages of easy implementation and low computation complexity. To this end, we use the bicycle model in [45] to describe the nonlinear vehicle kinematics. With the Euler discretization, this vehicle kinematic model can be defined as,

\[
\begin{align*}
x[k+1] &= x[k] + \Delta t \times v[k] \cos(\psi[k] + \beta[k]), \\
y[k+1] &= y[k] + \Delta t \times v[k] \sin(\psi[k] + \beta[k]), \\
\psi[k+1] &= \psi[k] + \Delta t \times \frac{v[k]}{l_f} \sin(\beta[k]), \\
v[k+1] &= v[k] + \Delta t \times a[k], \\
\beta[k] &= \tan^{-1}\left(\frac{l_f}{l_f + l_r}\tan(\delta[k])\right),
\end{align*}
\]

where \( \beta \) denotes the angle between the speed and the heading, \( l_f \) and \( l_r \) denote the length from the gravity center of a vehicle to the front axle and the rear axle, respectively, \( a \) is the acceleration, and \( \delta \) denotes the steering angle. Thus, we obtain a predictive model for MPC. As mentioned in Section II, the acceleration and the steering angle are taken as control actions, and thus we define them as \( u[k] = [a[k], \delta[k]]^T \).

B. Mechanical and physical constraints

Due to the mechanical and physical limitations in velocity, heading angle, and position, we need to take the boundaries of these variables as constraints in the process of motion planning to achieve a feasible solution. Specifically, they are represented as,

\[
\begin{align*}
\tau_{min} \leq \tau[k] \leq \tau_{max}, \\
u_{min} \leq u[k] \leq u_{max}, \\
\Delta u_{min} \leq u[k] - u[k-1] \leq \Delta u_{max},
\end{align*}
\]

where \( \tau \) and \( u \) are the control inputs for acceleration and steering angle.
where the first constraint considers the road boundaries and the available range of the heading angle and the velocity, i.e., \( \tau_{\min} \) and \( \tau_{\max} \); the second constraint ensures the acceleration and the steering angle do not exceed the vehicle’s capacity from \( u_{\min} \) to \( u_{\max} \); the last constraint guarantees the smoothness and comfort of generated trajectories by restraining the jerks and steering angle rates to a range from \( \Delta u_{\min} \) to \( \Delta u_{\max} \).

C. Safety constraints

In addition to the above mechanical and physical constraints, we also consider the safety constraints. Since the vehicle-occupied road area imposes restrictions on the movements of other vehicles, it is essential to model a precise vehicle shape. Unlike previous works that model the shape of vehicles as a mass point or particles with radial gaps, we assume vehicles are rectangular which is closer to an actual circumstance. As shown in Fig. 5, the vehicle-occupied road region is represented by a rectangle \( \mathcal{R} \), which is expressed as,

\[
\mathcal{R} = \{ p = [p_1, p_2]^\top \mid A \cdot p \leq b \}. \tag{19}
\]

As in [48], the matrix \( A \) and the vector \( b \) are expressed as,

\[
A = \begin{bmatrix}
\cos \psi & \sin \psi \\
-\sin \psi & \cos \psi \\
-\cos \psi & -\sin \psi \\
\sin \psi & \cos \psi
\end{bmatrix},
\]

\[
b = [l/2, w/2, l/2, w/2]^\top + A \cdot [x_0, y_0]^\top,
\]

with the length \( l \) and width \( w \) of a vehicle, and the current coordinate of the gravity center \( [x_0, y_0] \).

With this vehicle shape model, the distance between two vehicles can be represented as,

\[
\text{dist}(\mathcal{R}_1, \mathcal{R}_2) = \{ \min_{p_1, p_2} ||p_1 - p_2||_2 \mid p_1 \in \mathcal{R}_1, p_2 \in \mathcal{R}_2 \}, \tag{21}
\]

where \( \mathcal{R}_1 \) and \( \mathcal{R}_2 \) are the road regions occupied by two vehicles, respectively, and \( p_1 \) and \( p_2 \) denote any coordinates in the occupied road regions. Therefore, the safety constraints are represented as,

\[
\text{dist}(\mathcal{R}_{ego}[k], \mathcal{R}_n[k]) > d_{\min}, \forall n \in \{1, \cdots, N\}, \tag{22}
\]

where \( \mathcal{R}_{ego}[k] \) and \( \mathcal{R}_n[k] \) denote the road regions occupied by the ego vehicle and the \( n \)th nearby vehicle at the time step \( k \), respectively, \( d_{\min} \) is the minimum safety distance between vehicles. With the interactive trajectory prediction of nearby vehicles \( \{\tau_{1,\text{opt}}, \cdots, \tau_{n,\text{opt}}, \cdots, \tau_{N,\text{opt}}\} \), we can calculate their occupied regions in the planning time horizon.

In this way, vehicular interactions are considered during trajectory planning.

Note that the collision avoidance constraint (22) is non-differentiable, so we adopt the approach in [49] to convert this constraint to a smooth and differentiable constraint by using strong duality theory. Based on this method, the safety constraints (22) can be reformulated as,

\[
\begin{align*}
& -b[k]^\top \lambda_n[k] - b_n[k] \mu_n[k] \geq d_{\min} \\
& A[k] \lambda_n[k] + \rho_n[k] = 0 \\
& A_n[k] \mu_n[k] - \rho_n[k] = 0 \\
& \rho_n[k] \rho_n[k] \leq 1 \\
& \lambda_n[k] \geq 0 \\
& \mu_n[k] \geq 0,
\end{align*}
\]

\[
\forall n \in \{1, \cdots, N\}, \tag{23}
\]

where \( \lambda_n \), \( \mu_n \) and \( \rho_n \) are the dual variables. Interested readers are referred to Ref. [49] for more details. With this exact and smooth reformulation, standard nonlinear solvers can deal with the safety constraints.

D. Objective function and overall optimization formulation for planning

The objective is to minimize the deviation between the trajectory updated by the vehicle kinematic model and the reference trajectory associated with the optimal decision; meanwhile, smooth control actions are preferred for comfort. This objective function is defined as follows,

\[
J_p = \sum_{i=0}^{M-1} ||Q_r (\tau[k+i|k] - \tau_{\text{opt}}[k+i])||_2^2 + \sum_{i=0}^{M-1} ||Q_u u[k+i]||_2^2 + \sum_{i=1}^{M-1} ||Q_{\Delta u} \Delta u[k+i]||_2^2,
\]

\[
\tag{24}
\]

where \( \tau[k+i|k] \) represents the state at the time step \( k+i \) predicted by the state at the time step \( k \), \( M \) is the length of optimization horizon under the sampling period \( \Delta t \), \( Q_r \), \( Q_u \) and \( Q_{\Delta u} \) denote the corresponding weight matrices. The first term of the objective function penalizes the divergence of the solved trajectory from the reference trajectory. The second and third term suppress the excessive control actions and control input rates (i.e., jerks and steering angle rates), respectively.

With the objective function and constraints introduced in the above subsections, the trajectory planning is formulated as an optimization problem, i.e.,

\[
\min_{u, \lambda, \mu, \rho} J_p
\]

s.t. \( \tau[k|k] = \tau_{\text{opt}}[k] \),

\[
(17), (18), (23), \tag{25}
\]

where the first constraint guarantees the initial solved state \( \tau[k|k] \) to be equal to the reference state \( \tau_{\text{opt}}[k] \).

E. Ipopt-based approach for trajectory planning

To solve the optimization problem (25), we propose an algorithm to plan the trajectory for a lane change based
on interior point optimizer (Ipopt) [50]. Ipopt is a widely used numerical solver for large-scale nonlinear optimization problems.

The algorithm for trajectory planning based on Ipopt is described in Algorithm 1. The optimization problem at the time step $k$ is established as (25). By solving this problem, a sequence of optimal control actions $U^* = \{u^*[k], \cdots, u^*[k+M-1]\}$ can be obtained. As the basic MPC algorithm in [51], we only apply the first control action $u^*[k]$ to the ego vehicle to update its state. At the next time step $k + 1$, the horizon moves forward and a new optimization problem is formulated and solved by our algorithm. By repeating this procedure, the ego vehicle can obtain an optimal trajectory that is smooth, collision-free, and satisfies the vehicle kinematic model. Till now we have formulated an optimization and an Ipopt-based algorithm to complete the task of trajectory planning.

Algorithm 1: Ipopt-based approach for trajectory planning

Data: Reference trajectory $\tau_{opt}^d$, interactive trajectory prediction $\{\tau_{1, opt}, \cdots, \tau_{n, opt}, \cdots, \tau_{N, opt}\}$, ego vehicle's current state $\tau_{ego}[O]$

Result: Planned trajectory $\tau_{ego}$

Initialization: $k = O$;

while $k \leq O + P - M$ do

Reset variables, and initial state constraint;

for $m = 1$ to $M$ do

Reset predictive model (17);

Reset mechanical and physical constraints (18);

Calculate ego vehicle's $A$ and $b$ using (20);

for $n = 1$ to $N$ do

Calculate $A$ and $b$ using $\tau_{n}^d[k + m]$ and (20);

Reset safety constraints (23);

end

end

Reset the objective function (24);

Solve above optimization using Ipopt;

Update ego vehicle's state using (17);

$k = k + 1$;

end

VI. SIMULATION STUDY

In this section, we show the effectiveness and flexibility of the proposed lane change method through simulations in different complex traffic scenarios and comparison with other methods. The effectiveness is further discussed by analyzing the prediction of other vehicles’ interactive trajectories.

A. Simulation environment

An open-source automotive driving simulator [52] is used to implement the simulation scenarios. We consider two-lane or three-lane highway. All vehicles have the same shapes; i.e., 4 meters in length and 1.8 meters in width. Only the ego vehicle uses our proposed method for lane change. For other vehicles, the longitudinal motions and lateral lane change behaviors are governed by the Intelligent Driver Model (IDM) [53] and the Minimizing Overall Braking Induced by Lane changes (MOBIL) [54] model, respectively. In order to increase the complexity of the simulated scenarios, the parameters in the IDM and the MOBIL are randomly sampled from uniform distributions. Unless otherwise specified, our simulation uses the settings in Table I by default.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$u$</td>
<td>Vehicle width (m)</td>
<td>1.8</td>
</tr>
<tr>
<td>$l$</td>
<td>Vehicle length (m)</td>
<td>4.0</td>
</tr>
<tr>
<td>$m$</td>
<td>Vehicle mass (kg)</td>
<td>1412</td>
</tr>
<tr>
<td>$L$</td>
<td>Lane number</td>
<td>2 or 3</td>
</tr>
<tr>
<td>$\lambda_s$</td>
<td>Weight of safety</td>
<td>0.4</td>
</tr>
<tr>
<td>$\lambda_e$</td>
<td>Weight of efficiency</td>
<td>0.3</td>
</tr>
<tr>
<td>$\lambda_c$</td>
<td>Weight of comfort</td>
<td>0.3</td>
</tr>
<tr>
<td>$a_{y, \text{max}}$</td>
<td>Maximum lateral acceleration ($m/s^2$)</td>
<td>1.0</td>
</tr>
<tr>
<td>$\Delta a_y, \text{max}$</td>
<td>Maximum lateral jerk ($m/s^3$)</td>
<td>2.0</td>
</tr>
<tr>
<td>$a_{z, \text{max}}$</td>
<td>Maximum longitudinal acceleration ($m/s^2$)</td>
<td>4.0</td>
</tr>
<tr>
<td>$\Delta a_z, \text{max}$</td>
<td>Maximum longitudinal jerk ($m/s^3$)</td>
<td>1.0</td>
</tr>
<tr>
<td>$u_{min}$</td>
<td>Minimal control input</td>
<td>$[-4.0, 0.3]^T$</td>
</tr>
<tr>
<td>$u_{max}$</td>
<td>Maximum control input</td>
<td>$[4.0, 0.3]^T$</td>
</tr>
<tr>
<td>$T_o$</td>
<td>Observation horizon (s)</td>
<td>2.0</td>
</tr>
<tr>
<td>$T_p$</td>
<td>Prediction horizon (s)</td>
<td>1.0</td>
</tr>
<tr>
<td>$T_c$</td>
<td>Control horizon (s)</td>
<td>1.0</td>
</tr>
<tr>
<td>$\Delta t$</td>
<td>Sampling time (s)</td>
<td>0.1</td>
</tr>
<tr>
<td>$\text{diag}(Q_f)$</td>
<td>Diagonal elements of $Q_f$</td>
<td>$[1, 10, 20, 1]^T$</td>
</tr>
<tr>
<td>$\text{diag}(Q_u)$</td>
<td>Diagonal elements of $Q_u$</td>
<td>$[0.1, 0.1]^T$</td>
</tr>
<tr>
<td>$\text{diag}(Q_{\Delta u})$</td>
<td>Diagonal elements of $Q_{\Delta u}$</td>
<td>$[0.1, 0.1]^T$</td>
</tr>
<tr>
<td>$C_f$</td>
<td>Cornering stiffness of front tire (N/rad)</td>
<td>55000</td>
</tr>
<tr>
<td>$C_r$</td>
<td>Cornering stiffness of rear tire (N/rad)</td>
<td>55000</td>
</tr>
<tr>
<td>$I_z$</td>
<td>Moment of inertia about z axis (kg-m^2)</td>
<td>1536.7</td>
</tr>
</tbody>
</table>

B. Performance of trajectory prediction

The accuracy of trajectory prediction has a significant influence on the decision making and trajectory planning, so we briefly discuss the performance of trajectory prediction in this subsection. Interested readers are referred to Ref. [38] for more details. To train GSTCN for our lane change method, we use the above simulator to generate 10,800 data segments under free, moderate, and heavy traffic scenarios. To be more realistic, we add random noise to simulate the measurement errors. Each segment contains 5-second trajectories, in which the observation horizon and the prediction horizon are set to 2 seconds and 3 seconds, respectively. These segments are randomly split into training, validation, and testing sets.

To evaluate the performance of GSTCN, we compare it with two baselines.

- Constant Velocity Model (CV): This baseline uses the average velocity in the past time horizon to represent the future velocity of a vehicle.
- Long short-term memory network (LSTM): This baseline is a LSTM encoder-decoder that takes the past trajectory of the target vehicle as inputs and generates a future trajectory of the target vehicle.

As shown in Table II, GSTCN achieves the best prediction results than those of all baselines. Compared to CV, GSTCN and LSTM has an ability to learn nonlinear mapping from
TABLE II
Comparison of RMSE for different trajectory perdution model. Data are in meters.

<table>
<thead>
<tr>
<th>Prediction Horizon(s)</th>
<th>CV</th>
<th>LSTM</th>
<th>Ours</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.43</td>
<td>0.38</td>
<td><strong>0.27</strong></td>
</tr>
<tr>
<td>2</td>
<td>0.98</td>
<td>0.81</td>
<td><strong>0.72</strong></td>
</tr>
<tr>
<td>3</td>
<td>1.62</td>
<td>1.35</td>
<td><strong>0.89</strong></td>
</tr>
<tr>
<td>Average</td>
<td><strong>1.01</strong></td>
<td>0.85</td>
<td><strong>0.63</strong></td>
</tr>
</tbody>
</table>

abundant data, so they outperform CV. In addition, since graph convolutional network is more effective to capture the spatial dependencies between vehicles than LSTM, GSTCN has a better accuracy than that of LSTM. Therefore, GSTCN can provide a reliable prediction for the subsequent decision making and trajectory planning.

C. Performance of proposed lane change method

1) Baselines: In order to further demonstrate the superiority of our proposed method, we compare it with the following baselines.

- IDM+MOBIL: This baseline controls the lateral and longitudinal motions with MOBIL and IDM, respectively, which is the same as other vehicles.
- Our proposed method without interactive trajectory prediction (denoted as Proposed W/O IP): This baseline is the same as our proposed method except that it uses constant velocity, instead of the interactive trajectory prediction method in Section IV-B, to predict other vehicles’ trajectories.

2) Quantitative analysis: In this subsection, we make quantitative analysis for the proposed method. We totally conduct 100 simulations under different traffic densities. In each simulation, vehicles run on a three-lane highway, and the parameters and initial positions for each vehicle are random. The mean velocities of the ego vehicle and surrounding vehicles are listed in Table III.

We can see that ego vehicles equipped with our proposed method achieve the fastest speeds, demonstrating the effectiveness of interactive trajectory prediction. Meanwhile the mean speed of other vehicles are faster than that of other baselines. This is because the ego vehicle also considers the driving efficiencies of surrounding vehicles when making decisions on lane changes. Therefore, their driving efficiencies will be improved when the ego vehicle cooperates with others. The ego vehicle using IDM+MOBIL only considers the observation at the current time but ignores the prediction of the future, so the mean speeds are the slowest.

3) Case study: As shown in Fig. 6, we also study two practical cases for lane change, including obstacle avoidance in dense traffic, and complex traffic with three lanes having different speeds and space gaps.

Case 1: In this case, as shown in Fig. 6(a), the ego vehicle drives in dense traffic, and the space gap between any two consecutive vehicles in Lane 1 is insufficient for others to merge into. There is a stationary obstacle in front of the ego vehicle, so the ego vehicle should decide whether to stay in the current lane and stop or change to another lane for normal driving. If the ego vehicle chooses the latter decision for a higher efficiency, it needs the ability to interact with other vehicles to make them yield and make a space for it to cut in.

Fig. 7 shows the visualization of testing results at different time instants. It can be seen that although the initial inter-vehicle distances in Lane 1 are too narrow to merge in, the ego vehicle still successfully changes to that lane. As shown in Fig. 7(b), at the time instant $t = 2s$, the ego vehicle heads to the left and is going to overtake the left vehicle, which slows down to help the ego vehicle cut in. As shown in Fig. 7(c), at the time instant $t = 3s$, the ego vehicle has overtaken the left vehicle and is merging into the target lane. Finally, as shown in Fig. 7(e), the ego vehicle successfully changes to Lane 1 at about 8s.

Fig. 8 illustrates how the ego vehicle achieves interactions with surrounding vehicles by adjusting its acceleration and steering angle. The whole process for lane change can be divided into three stages: before, during, and after merging. Between 1~3s, it is before merging. The ego vehicle prepares for lane change by applying positive steering angle to approach the target lane and accelerating to overtake the left vehicle. When the ego vehicle is close enough to the target lane, as shown in Fig. 7(b), the gap in front of the left vehicle is larger than the initial one, demonstrating the left vehicle is slowing

TABLE III
Mean speeds of the ego vehicle and other vehicles under 100 simulations.

<table>
<thead>
<tr>
<th>Object</th>
<th>IDM+MOBIL</th>
<th>Proposed W/O IP</th>
<th>Proposed</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ego vehicle</td>
<td>13.95</td>
<td>14.85</td>
<td><strong>16.01</strong></td>
</tr>
<tr>
<td>Other vehicles</td>
<td>14.19</td>
<td>14.31</td>
<td><strong>14.56</strong></td>
</tr>
</tbody>
</table>

(a) Obstacle avoidance in dense traffic.

(b) Complex traffic with three lanes having different speeds and space gaps.

(c) High-speed driving traffic.

Fig. 6. Top views of the studied traffic scenarios. The white vehicle is the ego vehicle, the black one represents a stationary obstacle, and the blue vehicles are normal.
down and giving way to the ego vehicle. In the *during merging* stage during 3–7.8 s, the ego vehicle needs to perform intensive interactions with left vehicles to promote cooperation with them. The interactions are achieved by adjusting its velocity and heading angle to inform others, so we can see the acceleration and velocity curves have some fluctuations. In this process, the ego vehicle speeds up to overtake the left vehicle to merge into Lane 1, and must slow down to avoid collision whenever it is too close to the preceding vehicle. In the third stage, the ego vehicle has successfully entered the target lane. At this time, the ego vehicle only keeps the lane and does not need to interact with others to seek cooperation, so its acceleration and steering angle gradually tend to zeros.

To demonstrate the superiority of our proposed method, the comparison between our method and the above baselines is shown in Fig. 9. We can see that both baselines choose a relatively conservative strategy. They decide to stay in the current lane, and thus the ego vehicle has to slow down to avoid collision with the obstacle. Since the other two algorithms cannot predict nearby vehicles’ reactions to ego vehicle’s decisions, they think lane change in that case is a dangerous behavior. To keep safe, the ego vehicle equipped with these two algorithms can only choose a conservative strategy, i.e., stopping and waiting. On the contrary, our proposed method accurately predicts nearby vehicles’ reactions to ego vehicle’s each decision, so it thinks lane change is an optimal decision in term of safety, efficiency, and comfort. During the trajectory planning, we also incorporated prediction as safety constraints, so the planned trajectory enables the ego vehicle to interact with surrounding vehicles to promote cooperation without compromising safety.

In order to further investigate how our method determines whether the lane change is a feasible decision, and how to use vehicular interactions to achieve cooperation during trajectory planning, Fig. 10 shows several examples of the interactive trajectory prediction in this case. Our proposed
method selects the decision in Fig. 10(a) as the optimal one, since the interactive trajectory prediction indicates that if the ego vehicle runs in this way, the vehicle behind will slow down and enlarge the gap. Therefore, this decision can help the ego vehicle avoid collision with the obstacle and change lanes safely to ensure normal driving. The decision in Fig. 10(b) can also make the ego vehicle overtake the left vehicle and then change lanes, but the prediction shows that the ego vehicle would collide with the front vehicle. This is consistent with the intuition that the front vehicle rarely reacts to the speed of the following vehicle. We can see from Fig. 10(c) and (d) that if the ego vehicle neither changes to another lane nor decelerates, it will collide with obstacles. Based on the above discussion and analysis, we conclude that our proposed method is able to obtain reliable interactive trajectory prediction, which can be further used to determine the most proper decision and provide the motion planning module with safety constraints to avoid collision between vehicles.

Note that with communication technologies (e.g., C-V2X, DSRC), the rear vehicle could also give its way. However, in this paper, we only use the information perceived by the ego vehicle. There are two reasons for this choice. First, vehicular communication is not applicable to all scenarios as some vehicles may not install communication equipment, or the equipment fails in some cases. In this regard, the methods relying on communication cannot make the rear vehicle yield. Since the raw data we get only relies on the sensors of the ego vehicle, our method can be used in more scenarios than communication-based methods. In addition, our method does not require all vehicles to be equipped with communication facilities, so it is easier to implement. Second, even if all vehicles are equipped with communication equipment, there is no guarantee that these vehicles will cooperate with each other. This is because automated vehicles manufacturers from different companies usually only consider their own interests, the algorithms they use may cause competition instead of cooperation.

Case 2: In this case, a complex traffic scenario is studied. Fig. 6(b) shows the top view snapshot of vehicles at the initial time. The vehicles in Lane 1 have the fastest speeds and narrowest inter-vehicle distances, so it is risky to change to this lane in order to obtain a higher speed. On the contrary, vehicles in Lane 3 have the slowest speeds and largest inter-vehicle distances. The ego vehicle is driving in Lane 2, and vehicles in Lane 2 have moderate speeds. Since the vehicle in front of the ego vehicle travels at a slower speed than vehicles in Lane 1, the ego vehicle needs to decide whether to follow the preceding vehicle and keep a slow speed to guarantee the safety or to change to Lane 1 to gain a higher speed. The decision is dependent on the reaction of surrounding vehicles and whether a feasible trajectory can be generated.

The simulation results at different time instants are presented in Fig. 11. We can see that the ego vehicle makes two lane changes to reach the fastest speed. At first, in order to get rid of the influence of the preceding vehicle with slow speeds, the ego vehicle tries to change to Lane 1 by interacting with other vehicles. As shown in Fig. 11(b), at the time instant \( t = 2 \) s, the left following vehicle slows down to expand the space gap to help the ego vehicle to cut in. As shown in Fig. 11(c), the ego vehicle completes lane change and overtaking at the time instant \( t = 4 \) s. Further, as shown in Fig. 11(f), the ego vehicle returns to Lane 2 and obtains the fastest speed. These interactive behaviors can also be interpreted by the acceleration and steering angle of the ego vehicle in Fig. 12. Similar to the first case, the process for two lane changes is divided into six stages. Since the initial speed of the ego vehicle is lower than the left vehicle’s, it increases its longitudinal speed while moving towards Lane 1 before the first merging. At about 2 to 4 seconds, the acceleration and steering angle of the ego vehicle fluctuate, which indicates that the ego vehicle wants to switch to the target lane quickly while avoiding collision with the preceding vehicle. Between 4–6.7s, the control actions are getting closer to zeros since the ego vehicle has finished the first lane change and only needs to drive steadily. At about 7 seconds, as shown in
(a) Time instant $t = 0s.$
(b) Time instant $t = 2s.$
(c) Time instant $t = 4s.$
(d) Time instant $t = 7s.$
(e) Time instant $t = 7.5s.$
(f) Time instant $t = 10s.$

Fig. 11. Visualization of the testing results based on the proposed lane change method in the second case.

Fig. 12. The acceleration and steering angle of the ego vehicle in the second case.

Fig. 13. Comparison of vehicle states generated by the proposed lane change method and baselines in the second case.

Fig. 11(d), the space gap between the front vehicle and the right one is large enough, and there is no front vehicle in the Lane 2. Consequently, after the prediction and evaluation, our proposed method decides to accelerate and change to Lane 2. Between 8~9.5s, the ego vehicle smoothly enters the target lane.

As shown in Fig. 13, in the second studied case, the ego vehicle using both baselines exhibits conservative behaviors. For the baseline Proposed W/O IP, we can see that it decides to stay in the current lane and speed. Because of the lack of interactive prediction, this baseline believes there would be a collision when changing to Lane 1. For another baseline, we can see that at about 0.5 seconds, the ego vehicle attempts to switch to Lane 3 where the space gap between vehicles is large. But soon it finds that the speeds of vehicles in this lane are too slow, so it returns to the original lane. This is because this baseline cannot predict the future trajectory of other vehicles. Therefore, when it decides to change to Lane 3, it only considers the benefits of a larger space gap, but cannot predict the future speed loss. The lack of trajectory prediction leads to large amplitudes and frequent actions on the steering wheel, which reduces the driving comfort. After returning to the original lane, the ego vehicle has to follow the preceding vehicle and maintain a relatively slow speed. Similar to the first case, although the speeds of vehicles in Lane 1 are faster, the ego vehicle is not recommended to change that lane because the close distances between vehicles may cause a collision. However, the ego vehicle equipped with our proposed method is more inclined to create a favorable environment through active cooperation with other vehicles, so it can achieve safe, comfortable and efficient driving.

We take the first merging as an example to explore how the proposed method decides to accelerate and change to Lane 1. The interactive trajectory prediction for each decision is shown in Fig. 14, and the cost values are listed in Table IV. From the prediction in Fig. 14(f), (h) and (i), we can see that these three decisions would lead to collisions, and thus their cost values for safety are much higher than others’. When the ego vehicle changes to the left lane at low or current speeds, the prediction in Fig. 14(a) and (b) indicate that the left following vehicle will slow down. Despite both decisions are safe, their cost values for efficiency vary greatly, resulting in a large difference in the total costs. Besides, although keeping in the current lane and speed range would not cause any costs for safety and comfort, its efficiency cost contributes to a higher total cost.
(a) Left lane change and decelerating.

(b) Left lane change and keeping in the current speed range.

(c) Left lane change and accelerating.

(d) Staying in the current lane and decelerating.

(e) Staying in the current lane and speed range.

(f) Staying in the current lane and accelerating.

(g) Right lane change and decelerating.

(h) Right lane change and keeping in the current speed range.

(i) Right lane change and accelerating.

Fig. 14. Interactive trajectory prediction under different candidate decisions in the first decision process of the second case.

Fig. 15. Comparison of vehicle states generated by the proposed lane change method and baselines in the third case.

whether to slow down to keep a safe distance or to change lanes to overtake. The initial vehicle states are set as follows. The longitudinal velocities of ego, front, and right vehicles are set to 18 m/s, 16 m/s, and 15 m/s. Their initial locations are (25.0, 0.0), (55.0, 0.0), and (10.0, -3.0), respectively.

Fig. 15 shows the comparison results between our method and baselines. We can see that three methods have similar performance. They all changed to Lane 2 at similar times. In particular, Proposed W/O IP has the same planned trajectory as the proposed method. This is because the space gaps between vehicles in routine high-speed scenarios are larger and the lane changes usually involve fewer or no interactions than the first two cases. Therefore, our proposed method can handle both routine and extreme lane changes.

VII. DISCUSSION

Finally, we analyze the effects of different hyperparameter values, and the necessity of considering module interdependence.
is consistent with the higher weight on efficiency.

A faster speed after lane change than the normal one, which
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Fig. 16. Comparison of vehicle states generated by the proposed lane change method with different driving styles.

A. Hyperparameter analysis

In this subsection, we discuss the effects of different hyper-
parameter values on our proposed method.

1) Decision weight: When making decisions, the ego vehi-
cles are supposed to satisfy the preference of different drivers
and passengers under different traffic scenarios. For example,
safer and more comfortable driving is desirable when the
elderly or children are in the vehicle. In contrast, if drivers
and passengers are in a hurry, they might prioritize travel
efficiency. Therefore, to make the decisions personalized for
different driving scenarios, we discuss the effects of different
decision weights on the planning. We define three driving
styles, i.e., conservative, aggressive, and normal [55]. The
decision weight values in Table I represent the normal style.
The aggressive drivers assign weights of 0.3, 0.4, 0.3 to
time, safety, efficiency, and comfort. Conservative drivers assign the
corresponding weights to 0.6, 0.2, 0.2.

We use Case 3 to illustrate the effects of different decision
weights. As shown in Fig. 16, we can see that different driving
styles would lead to various decisions and motions. The ego
vehicle with aggressive or normal style changes to Lane 2 with
a high speed, while the conservative style would decelerate and
follow the front car. This is because the cost of lane keeping
for the ego with conservative style is lower than lane change.
However, the ego with an aggressive or normal style gives a
higher priority to travel efficiency, so it chooses to change
lanes to keep a high speed. Besides, the aggressive vehicle has
a faster speed after lane change than the normal one, which
is consistent with the higher weight on efficiency.

2) Prediction and control horizons: Prediction horizon and
control horizon are two important parameters of MPC. The
prediction horizon represents how many time steps to predict
the future states, and the control horizon defines how many
groups of control actions are needed to be solved. Note that
the prediction horizon should be greater than or equal to the
control horizon. As shown in Table V, we use Case 3 to discuss
the effects of prediction and control horizons on the objective
value and computation time.

The objective value reflects the deviation between the
planned trajectory and the reference, and the amplitudes of
the control actions and control input rates. We can see that
the objective value increases with the prediction horizon but
decreases with the control horizon. Computational efficiency
is an important factor when considering the applicability of
a method. All the above simulations were implemented in
the Julia programming language and performed on a 2017
MacBook Pro with an Intel i5 processor clocked at 2.3 GHz.
We can see that the computation time increases with both the
prediction horizon and the control horizon, and all computation
times are less than the sampling time \( \Delta t = 100 \text{ ms} \). It is worth
noting that although the computation time increases with the
complexity of traffic scenarios, it can be greatly shortened by
using C++ to optimize the codes when deployed in real cars.

B. Module interdependence analysis

Previous methods usually take the decision making and
trajectory planning for lane change as two separate problems.
However, as a high level module, decision maker usually
outputs more general instructions, which may cause conflicts
(e.g., excessive acceleration) with the low level trajectory
planner. Thus, we discuss the necessity of considering module
interdependence. To this end, we first define a baseline, i.e.,
our proposed method without considering interdependence
(Proposed W/O ID). This baseline is the same as our proposed
method except that its decision making module does not con-
sider the constraints of trajectory planning. Then, we slightly
modify the setting of Case 3 to illustrate this problem. The
initial location of the right vehicle is changed to (25.0, -3.0),
and its speed is changed to 18m/s. In this way, the distance
and speed difference between the right vehicle and the ego
vehicle become smaller. Finally, the maximum and minimum
accelerations of the baseline’s trajectory planning module are
set to be half of the original values.

As shown in Fig. 17, we can see the Proposed W/O ID takes
more time to change lanes with a less smooth trajectory. This
is because the accelerations used in decision making and plan-
ning are inconsistent. The decision maker believes that a lane
change can be successfully achieved using a large acceleration.
However, because only half maximum acceleration can be used
by the trajectory planner, the ego vehicle fails to accelerate to
the desired speed in time. Finally, it takes more time to change
lanes, and the trajectory is less smooth. On the contrary, our
proposed method considers the consistency between decision
making and trajectory planning, so the decision ensures the
feasibility of trajectory planning.

| Table V: Objective Value / Computation Time Using Different Prediction Horizons and Control Horizons. The First Column Corresponds to the Prediction Horizon. The First Row Corresponds to the Control Horizon. |
|-------------|-----|-----|-----|
| Prediction | 0.5 | 1.0 | 1.5 |
| Control | 1.5 | 2.0 | 4.0 | 4.5 | 6.2 | 6.2 |
| 0.5 | 17.1 / 26 | - | - |
| 1.0 | 18.4 / 40 | 17.5 / 43 | - |
| 1.5 | 20.7 / 43 | 17.7 / 45 | 17.7 / 62 |

\( T_{O} \) TO THE PREDICTION HORIZON / OBJECTIVE VALUE
\( T_{O} \) TO THE CONTROL HORIZON / COMPUTATION TIME
Fig. 17. Comparison of vehicle states generated by the proposed lane change method and Proposed W/O ID.

C. Path following

In this subsection, we demonstrate that the planned trajectory can be used by a more complex model of the control module. To be more realistic, we use a vehicle dynamic model in Ref. [56] to consider the lateral tire forces of the front and rear wheels, respectively. The state space model is defined as,

\[
\begin{bmatrix}
\dot{y} \\
\ddot{y} \\
\dot{\psi} \\
\ddot{\psi}
\end{bmatrix} = A \cdot \begin{bmatrix}
y \\
\dot{y} \\
\psi \\
\dot{\psi}
\end{bmatrix} + \begin{bmatrix}
0 \\
\frac{2C_f}{m} \\
0 \\
\frac{2l_f C_f}{I_z}
\end{bmatrix} \delta,
\] (26)

where,

\[
A = \begin{bmatrix}
0 & 1 & 0 & 0 \\
0 & 0 & \frac{2C_f + 2C_r}{mv_x} & 0 \\
0 & 0 & 0 & -\frac{1}{mv_x} \\
0 & -\frac{2l_f C_f - 2l_r C_r}{I_z v_x} & 0 & 0
\end{bmatrix},
\] (27)

\(C_f\) and \(C_r\) are the cornering stiffness of each front tire and rear tire, \(m\) is the mass of a vehicle, \(I_z\) denotes the moment of inertia about the \(z\) axis. The values of these parameters are listed in Table I. More details can be found in Ref. [56]. We use MPC to solve the trajectory controlled by (26) using the planned trajectories of the cases in Section VI-C3. Case 1 is in a dense traffic where the ego vehicle needs to perform obstacle avoidance. Case 2 consists of a complex traffic with three lanes having different speeds and space gaps, where the ego vehicle needs to change lanes to improve the driving efficiency. Case 3 is in a routine highway scenario, where the ego vehicle changes lanes to maintain a high speed.

As shown in Fig. 18, we use the planned trajectories of the above three cases to evaluate our proposed method. We find that the controlled trajectories fit the planned trajectories well, demonstrating that our proposed method is able to control a more complex dynamic model. Even if the planned trajectories of the cases have different steering and speeds, the control module can follow the planned trajectories to control the vehicle dynamic model.

Fig. 18. Path following of planned trajectories using vehicle dynamic model.

VIII. CONCLUSIONS

In this paper, we have presented a cooperation-aware method that can help the ego vehicle to execute a proper lane change for guarantee driving efficiency and safety. Different from the existing methods, we have considered the interdependence between the lane change decision module and the trajectory planning module so as to avoid possible conflicts between them. An interactive trajectory prediction method has been proposed, with which we have designed a candidate evaluation method. By doing so, our approach can find potential cooperation by predicting others’ interactions so that a less conservative decision on lane change can be made. With a right lane change decision, a safe, efficient, and comfortable driving can be well guaranteed. During the process of planning a lane change trajectory, interactive trajectories has been incorporated into constraints, such that the ego vehicle can interact with others to promote cooperation by adjusting its control inputs. The quantitative results have demonstrated that when using our proposed method, the driving efficiencies of the ego vehicle and others are 14.8% and 2.6% higher than those with methods without interactive prediction. Two practical case studies further analyze how the proposed method predicts interactive trajectories of other vehicles and uses this interactive prediction to make decisions.
Following the stream of this study, several future works can be done. (i) The uncertainty caused by communication delays can be considered to improve the robustness. (ii) The proposed lane change method is only applied on single vehicle to improve driving efficiencies of its nearby vehicles and itself. Based on our method, exploring a distributed framework to optimize a large traffic network is also worthwhile for future research.
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