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Vibrational Modelling with an anHarmonic Oscillator Model in1

DSMC2

Clément Civrais∗, Craig White† and René Steijl‡3

University of Glasgow, School of Engineering, James Watt South Building, G12 8QQ, Glasgow, United Kingdom4

Vehicles undergoing hypersonic speed experience extreme aerothermodynamic conditions.5

Real gas effects cannot be neglected and thus internal degrees of freedom of molecules being6

partially/fully excited must be carefully predicted in order to accurately capture the physics of7

the flow-field. Within direct simulation Monte Carlo solvers, a harmonic oscillator (HO) model,8

where the quantum levels are evenly spaced, is typically used for vibrational energy. A more9

realistic model is an anharmonic oscillator (aHO), in which the energy between quantum levels is10

not evenly spaced. In this work, the Morse-aHO model is compared against HO. The Morse-aHO11

model is implemented in the dsmcFoam+ solver and the numerical results are in excellent12

agreement with analytical and Potential Energy Surface solutions for the partition function,13

mean vibrational energy, and degrees of freedom. A method for measuring the vibrational14

temperature of the gas when using the anharmonic model in a DSMC solver is presented,15

which is essential for returning macroscopic fields. For important thermophysical properties of16

molecular oxygen, such as the specific heat capacity, it is shown that the aHO and HO models17

begin to diverge at temperatures above 1000 K, making the use of HO questionable for all but low18

enthalpy flows. For the same gas, including the electronic energy mode significantly improves19

the accuracy of the specific heat prediction, compared to experimental data, for temperatures20

above 2000 K. For relaxation from a state of thermal non-equilibrium, it is shown that the aHO21

model results in a slightly lower equilibrium temperature. When applied to hypersonic flow22

over a cylinder, the aHO model results in a smaller shock stand off distance and lower peak23

temperatures.24

I. Introduction25

Space exploration is one of the most demanding technological challenges. One of the major difficulty remains the26

entry into a planetary atmosphere where the space vehicle experiences large aerothermodynamic loading. Vehicles27

travelling at hypersonic velocities induce the formation of strong shock waves, behind which very high temperatures28
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are created, with the result that real gas effects on the thermophysical properties of the flow cannot be neglected [1].29

The number of degrees of freedom of the problem increases: in addition to the translational and rotational modes, one30

must take into account the vibrational and electronic modes [2]. Being closely related to the thermophysical properties31

through the partition functions, the degrees of freedom of a molecule must be carefully modelled to correctly capture32

the physics of the flow [2, 3].33

One of the most popular manners to characterise the vibrational excitation of a diatomic molecular system is the34

simple harmonic oscillator (HO) model [2, 3], Eq. (1). Vibrational energies, 𝜖𝑣 , are equally-spaced over vibrational35

quantum levels, 𝑖, by a increment ℎa,36

𝜖𝐻𝑂
𝑣 (𝑖) = ℎa(𝑖 + 1

2
), (1)

where a is the fundamental frequency and ℎ is Planck’s constant.37

Typically, the vibrational energy is re-scaled such that the ground state level has zero energy, which is permissible38

since it simply a constant and does not influence the changes of state of a system [1, 2, 4, 5]. In the HO model, the energy39

associated with a given quantum level can then be defined in terms of a characteristic vibrational temperature, Eq. (2),40

𝜖𝐻𝑂
𝑣 (𝑖) = 𝑖𝑘\𝑣 , (2)

where 𝑘 is the Boltzmann constant and \𝑣 is the characteristic vibrational temperature.41

This model is often used in the direct simulation Monte Carlo (DSMC) community to address the vibrational42

excitation of molecular systems [6–8]. For reasonably low temperatures, where the flow is mainly governed by43

translational and rotational modes, the assumption of a molecular system acting as a HO is valid, whereas at high44

temperature, where the vibrational modes become significantly excited, the HO model meets its limitations [9–11]. As a45

result of the linear distribution of the vibrational energy over quantum levels, the modelling of the vibrational partition46

function, 𝑄𝑣 , is inaccurate at high temperature. Poorly modelling the partition function is undesirable because it is47

closely related to the thermophysical properties, e.g. the specific heat capacity of the gas 𝐶𝑣 (𝑇),48

𝐶𝑣 (𝑇) =
𝜕2

𝜕𝑇2
[𝑄𝑡𝑟𝑎𝑛𝑠 (𝑇) +𝑄𝑟𝑜𝑡 (𝑇) +𝑄𝑣𝑖𝑏 (𝑇) +𝑄𝑒𝑙𝑒𝑐 (𝑇)], (3)

where𝑄 is the partition function and the superscripts ()𝑡𝑟𝑎𝑛𝑠 , ()𝑟𝑜𝑡 , ()𝑣𝑖𝑏, and ()𝑒𝑙𝑒𝑐 refer to the translational, rotational,49

vibrational, and electronic modes, respectively, and 𝑇 is the temperature. A failure to recover the correct thermophysical50

properties will lead to the physics of the flow not being captured accurately.51

An alternative to avoid using a HO model for the description of vibrational excitation is to assume the molecular52

system to be an anharmonic oscillator (aHO) [2, 12, 13]. Instead of linearly relating vibrational energy and quantum53

levels, this model offers a non-equally spaced quantum level distribution, i.e. it assumes that the spacing between54
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quantum levels decreases with increasing energy. Describing the physical interaction that a molecule experiences with a55

non-linear approach significantly impacts the macroscopic properties of the physics of the flow [9–11].56

Similar to an HO model, an aHO model is derived from a system composed of the time-independent Schrödinger57

equation and a potential energy function that describes the inter-atomic forces acting within the molecule [14–16]. In58

the HO framework, the potential function is derived from a simple quadratic formulation, while a large number of59

potential functions – and their corrected versions – can result in an aHO-like model, see Roy [17] for an extensive60

discussion around potential energy functions. Two of the most common functions that lead to an aHO-like model with61

application in DSMC are summarised in Table 1.62

Table 1 Potential energy functions. 𝑆𝑘 is the bond stiffness, 𝑐 is the speed of light in vacuum, b = 𝑟−𝑟𝑒𝑞
𝑟𝑒𝑞

is the
normalised distance between the nuclei, 𝑟𝑒𝑞 is the distance between the nuclei at the equilibrium state, 𝑎0 and 𝑎𝑖
are spectroscopic constants, 𝛼 is a constant controlling the width of the potential, and 𝐷 is the dissociation energy.

Name Formulation

Harmonic Oscillator [2] 𝑉 (b) = 𝑆𝑘𝑟
2
𝑒𝑞

2 b2

Dunham Expansion [13] 𝑉 (b) = ℎ𝑐𝑎0b2 (1 +
∑

𝑖 𝑎𝑖b
𝑖)

Morse Potential [12] 𝑉 (b) = 𝐷 (1 − 𝑒−𝛼𝑟𝑒𝑞 b )2

The Dunham expansion function makes use of a series expansion at an equilibrium molecular state. This model is63

widely used in spectroscopic and plasma research due to its ability to propose a simple coupling between the rotational,64

vibrational, and electronic modes of the molecular system [18–20].65

Anharmonic oscillator models have been employed in the past to address the vibrational excitation in DSMC66

simulations [21–25] and in CFD simulations [9, 26–28]. The Morse-aHO model has previously been used in DSMC67

simulations. It was applied as the foundation for Koura’s studies [23, 29, 30] on the rotational relaxation of diatomic68

species. Similarly, Haas [21] employed the Morse-aHO model to propose a new model for reactive collisions in order69

to capture coupled vibration-dissociation (CVD) mechanisms prevalent in high-temperature rarefied gases [31–33].70

The authors show that the Morse-aHO model indicates the best agreement to empirical data when compared to the71

other vibrational models considered. The coupling between vibrational excitation and the dissociation phenomena is a72

field of active research [34–36], showing the benefits of modelling the vibrational excitation with an aHO model. Bird73

also implemented the Morse-aHO model in his code to include anharmonic vibrational energy levels in a test case in74

his 1994 monograph [4], where the impact of this on dissociation rates was studied. It was found that the measured75

dissociation rates were greater than that from the harmonic oscillator model, although some uncertainty remained over76

the selection procedure for post-collision vibrational energies being taken from a uniform distribution when the energies77

are not uniformly distributed.78

However, to the best of the authors’ knowledge, the details of how to implement an aHO model in a DSMC solver79

have not been explicitly described before. This article therefore aims to describe the implementation of such a model in80
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a DSMC solver and to study the influence of having an aHO rather than a HO model. The focus will be on the Morse81

potential [12] and Dunham expansion [13] for the computation of macroscopic and thermophysical properties of a82

diatomic gas.83

As is evident from Eq. (3), the electronic mode must also be taken into account to return the correct macroscopic84

properties of a high temperature gas [4]. At low temperatures, the flow is mainly governed by the translational and85

rotational modes, whereas at high temperatures, the contributions of vibrational and electronic modes are no longer86

negligible and play a major role in the correct representation of the physics of the flow. The electronic mode has87

sometimes been omitted in DSMC studies [37] due to its strong connection to ionisation and plasma simulations; this88

decision is surprising while dealing with Mach numbers in excess of 30 and temperatures of almost 20,000 K [37]. The89

consequences of such an omission on the thermophysical properties will also be investigated in the current work.90

The aims of this work are threefold. The key contribution of the current article is on the quantification of the91

influence of modelling the vibration excitation with either a traditional HO model or a Morse-aHO model on the92

thermophysical properties. Although aHO-type models have been employed in DSMC before [21–25], none of the93

articles detail how it has been implemented and the necessary modifications required in the DSMC solver. Therefore,94

the development of a aHO model compatible with the DSMC principle, as well as a novel technique for measuring the95

vibrational temperature of the gas when an aHO model is used, will be addressed. Moreover, electronic mode omission96

is a questionable assumption for the recovery of the thermophysical properties of a gas for all but low enthalpy flows and97

the impact of this will be investigated. To summarise, the novelty of the article lies in the development of a Morse-aHO98

model, validated against well-established test cases and high-accuracy data, and its application to different problems.99

The rest of the article is organized as follows: in Sec. II, the derivation of two aHO models, namely Dunham100

expansion and Morse potential, are presented. The important characteristics of these models are regarded in terms101

of the physical description of the dissociation phenomena. The implementation of the Morse-aHO model in the102

dsmcFoam+ [38] solver is detailed in a step-by-step fashion. In Sec. III, the Morse potential function is validated against103

theory and compared to the traditional HO model. In Sec. IV, the impact of the vibrational model and the omission of104

electronic mode on thermophysical properties of fundamental problems is studied. In Sec. V, the Morse aHO model is105

tested for a flow past a cylindrical body. The final section, Sec. VI, provides conclusions and perspectives for future106

work.107

II. Vibrational Modelling Theory108

The derivation of the vibrational energy, 𝜖𝑣 , is a matter of solving the time-independent Schrödinger equation [14–109

16] for a chosen potential function [17], i.e. Morse potential [12], Dunham expansion [13], or any other potential110

function [17]. Obtaining the vibrational energy consists of applying a convenient coordinate transformation and111

evaluating the eigen-value of the system. The complete derivation from quantum mechanics of the HO model can be112
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found in Refs. [14, 15], for the Morse-aHO model in Refs [12, 14–16, 39], and for Dunham-aHO model in Ref [13].113

A. Dunham Expansion114

With Dunham theory, a diatomic molecule is modelled as a rotating vibrator [13] that has two contributions. The115

total potential is obtained by summing the rotational and vibrational contributions. Applying the relevant mathematical116

transformation [13, 13–16], the internal ro-vibrational energy has the form of a double infinite summation that accounts117

for each contribution,118

𝜖𝐷𝑢𝑛ℎ𝑎𝑚
𝑣,𝑟 (𝑖, 𝐾) = ℎ𝑐

∑︁
𝑚

∑︁
𝑛

𝑌𝑚,𝑛 (𝑖 +
1
2
)𝑚 [ 𝑓 (𝐾)]𝑛, (4)

where 𝑌𝑚,𝑛 is related to a spectroscopy constant [13], 𝑖 is the vibrational quantum level, 𝑓 (𝐾) a function that accounts119

for the calculation of the rotational energies.120

In the context of uncoupling internal modes and targeting the vibrational excitation of a diatomic molecule, the 𝑛𝑡ℎ121

summation, referring to rotational motion, can be dropped to zero. Due to the infinite nature of the summation over 𝑚,122

this function must be arbitrarily truncated to a certain level. This decision is mainly governed by the availability of123

spectroscopy constants [40–42] for the computation of the weighted parameter 𝑌𝑚,𝑛. These coefficients are tabulated in124

Refs. [40, 42] for a selection of chemical species. Developing Eq. (4) up to the third order results in a commonly used125

expression [18, 19];126

𝜖𝐷𝑢𝑛ℎ𝑎𝑚
𝑣 (𝑖) = ℎ𝑐𝜔𝑒 (𝑖 +

1
2
) (1 − 𝜒𝑒 (𝑖 +

1
2
) + 𝛾𝑒 (𝑖 +

1
2
)2), (5)

where 𝜔𝑒, 𝜔𝑒𝜒𝑒 and 𝜔𝑒𝛾𝑒 are spectroscopy constants.127

B. Morse Potential128

Similarly, the Morse potential [12] defines the vibrational energies as the eigen-value of the system composed of the129

time-independent Schrödinger equation and the Morse potential [12].130

The vibrational energy is readily obtained by applying the appropriate transformation and extracting the eigen-value131

of the system,132

𝜖𝑀𝑜𝑟𝑠𝑒
𝑣 (𝑖) = ℎa(𝑖 + 1

2
) −

[ℎa(𝑖 + 12 )]
2

4𝐷
, (6)

where 𝐷 is the dissociation energy and a is the fundamental frequency, defined as133

a =
𝛼

2𝜋

√︂
𝐷

𝑚
, (7)

where the parameter 𝛼 controls the width of the potential function and 𝑚 is the mass.134

The first term on the right hand side of Eq. (6) is equivalent to the HO model and the second, negative, term is135

responsible for the change from the parabolic shape to an asymptotic behavior towards the dissociation limit.136
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C. Comparison137

To compare the previously described models at an equivalent level, it is necessary to follow the same convention.138

For this purpose, the vibrational energy derived through a Morse Potential can be re-written in the form of a function139

that accounts for spectroscopy constants only. The most popular sources for obtaining these constants are the National140

Institute of Standards and Technology (NIST) database [43] or the Huber and Herzberg tables [40, 41]. However, as has141

previously been noted by other authors [28], the use of these constants often over-estimates the number of vibrational142

quantum levels and the dissociation energy of a molecule [44]. Therefore, the spectroscopic constants used in this work143

have been fitted to high-accuracy Potential Energy Surface (PES) data [45]. Table 2 presents the fitted spectroscopy144

constants along with the values extracted from the Huber and Herzberg tables [40, 41] for three molecular systems lying145

at the ground state level.146

Table 2 Spectroscopy constants for three ground state diatomic molecules.

Species 𝜔𝑒 (𝑐𝑚−1) [41] Fitted 𝜔𝑒 (𝑐𝑚−1) 𝜔𝑒𝜒𝑒 (𝑐𝑚−1) [41] Fitted 𝜔𝑒𝜒𝑒 (𝑐𝑚−1) 𝐷 (𝑒𝑉) [41]
𝑁2 (𝑋1

∑+
𝑔) 2358.57 2345.99 14.324 17.454 9.759

𝑂2 (𝑋3
∑−

𝑔) 1580.19 1671.74 11.981 16.425 5.116
𝑁𝑂 (𝑋2 Π𝑟 ) 1904.20 1949.98 14.075 17.305 6.497

For Eq. (6) to be expressed in terms of the spectroscopic constants from Tab. 2, the first step is to express both the147

fundamental frequency, Eq. (7), and dissociation energy in terms of spectroscopy constants [5, 28], i.e.,148

a = 𝑐𝜔𝑒, (8)

and,149

𝐷 = ℎ𝑐
𝜔2𝑒
4𝜔𝑒𝜒𝑒

. (9)

Substituting Eqs. (8)-(9) in Eq. (6), the Morse-vibrational energy can now be written as:150

𝜖𝑀𝑜𝑟𝑠𝑒
𝑣 (𝑖) = ℎ𝑐𝜔𝑒 (𝑖 +

1
2
) − ℎ𝑐𝜔𝑒𝜒𝑒 (𝑖 +

1
2
)2. (10)

As previously mentioned, for the calculation of thermophysical flow properties, the zero-point energy is subtracted in151

the calculation of the vibrational energy [1, 4, 10, 11, 46, 47]. Note that this treatment is also applied to the translational152

and electronic modes as mentioned in Refs. [1, 4, 46, 47]. Therefore, Eq. (10) can be reduced to the following expression,153

𝜖𝑀𝑜𝑟𝑠𝑒
𝑣 (𝑖) = 𝜖𝑀𝑜𝑟𝑠𝑒

𝑣 (𝑖) − 𝜖𝑀𝑜𝑟𝑠𝑒
𝑣 (0) = ℎ𝑐𝜔𝑒𝑖 − ℎ𝑐𝜔𝑒𝜒𝑒 (𝑖2 + 𝑖). (11)

The result of this is illustrated in Fig. 1, where aHO models, i.e. the Dunham and Morse, are compared to the HO154
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model for the calculation of the vibrational energy for the nitrogen molecule lying at ground state level. The vibrational155

energies are calculated with both sets of spectroscopic constants shown in Tab. 2. The calculation of the vibrational156

energy with the Huber and Herzberg table values [40] are denoted by 𝐻. 𝑎𝑛𝑑 𝐻.. The calculation of the vibrational157

energy with the values fitted to PES calculations are denoted by 𝐹𝑖𝑡𝑡𝑒𝑑 and the dissociation limit is denoted by 𝐷. The158

vibrational energies of the three diatomic molecules summarised in Table 2 are tabulated in Tables 3, 4 and 5 for 𝑁2, 𝑂2,159

and 𝑁𝑂, respectively.160
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Fig. 1 Vibrational energy for molecular nitrogen at the ground state level.

In the preamble of this manuscript, the foundation of the HO model has been detailed. This vibrational model is161

based on an equally spaced representation of the vibration quantum levels which, in turn, leads to a linear behavior of162

the vibrational energy, as clearly illustrated in Fig. 1. In aHO models, the spacing between levels is no longer uniformly163

distributed. In fact, the latter possesses a second order negative term that decreases the gap between levels as the164

level increases. This pattern is particularly noticeable in Fig. 1, with a high concentration of energy in the high-lying165

vibrational quantum levels.166

Note that the vibrational energies computed with the Huber and Herzberg tables [40] match the PES data [45] for167

the first 14 vibrational quantum levels of molecular nitrogen. Beyond this, the vibrational energies diverge as the energy168

levels increase. It is clear that these spectroscopic constants over-estimate the vibrational energy and allow it to obtain169

values significantly above the accepted dissociation energy, as previously noted by Da Silva [28].170
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Table 3 Vibrational energy for Nitrogen molecular at ground state.

𝑖 𝜖 𝐻𝑂
𝑣 (𝑖) , 𝑒𝑉 𝜖𝑀𝑜𝑟𝑠𝑒

𝑣 (𝑖) , 𝑒𝑉 𝜖𝐷𝑢𝑛ℎ𝑎𝑚
𝑣 (𝑖) , 𝑒𝑉 𝜖 𝑃𝐸𝑆

𝑣 (𝑖) , 𝑒𝑉 [45]
0 0.0000 0.0000 0.0000 0.0000
1 0.2903 0.2860 0.2859 0.2881
2 0.5805 0.5676 0.5676 0.5719
3 0.8708 0.8449 0.8449 0.8513
4 1.1611 1.1179 1.1179 1.1265
5 1.4513 1.3866 1.3865 1.3973
6 1.7416 1.6509 1.6508 1.6638
7 2.0319 1.9110 1.9108 1.9260
8 2.3222 2.1667 2.1665 2.1839
9 2.6124 2.4181 2.4178 2.4375
10 2.9027 2.6652 2.6648 2.6867
11 3.1930 2.9079 2.9075 2.9316
12 3.4832 3.1464 3.1458 3.1722
13 3.7735 3.3805 3.3798 3.4085
14 4.0638 3.6103 3.6094 3.6405
15 4.3540 3.8358 3.8347 3.8681
16 4.6443 4.0569 4.0557 4.0914
17 4.9346 4.2738 4.2723 4.3104
18 5.2249 4.4863 4.4845 4.5251
19 5.5151 4.6945 4.6924 4.7355
20 5.8054 4.8984 4.8960 4.9416
21 6.0957 5.0980 5.0952 5.1433
22 6.3859 5.2932 5.2900 5.3407
23 6.6762 5.4842 5.4805 5.5338
24 6.9665 5.6708 5.6667 5.7226
25 7.2567 5.8531 5.8484 5.9070
26 7.5470 6.0310 6.0258 6.0872
27 7.8373 6.2047 6.1989 6.2630
28 8.1276 6.3740 6.3676 6.4345
29 8.4178 6.5390 6.5319 6.6017
30 8.7081 6.6997 6.6918 6.7645
31 8.9984 6.8561 6.8474 6.9231
32 9.2886 7.0082 6.9986 7.0773
33 9.5789 7.1559 7.1454 7.2272
34 9.8692 7.2993 7.2879 7.3728
35 10.1594 7.4384 7.4259 7.5140
36 10.4497 7.5732 7.5596 7.6510
37 10.7400 7.7037 7.6889 7.7836
38 11.0303 7.8298 7.8139 7.9119
39 11.3205 7.9517 7.9344 8.0359
40 11.6108 8.0692 8.0506 8.1556
41 11.9011 8.1824 8.1624 8.2709
42 12.1913 8.2912 8.2698 8.3820
43 12.4816 8.3958 8.3728 8.4887
44 12.7719 8.4960 8.4714 8.5911
45 13.0621 8.5919 8.5656 8.6891
46 13.3524 8.6835 8.6554 8.7829
47 13.6427 8.7708 8.7408 8.8723
48 13.9330 8.8538 8.8219 8.9575
49 14.2232 8.9324 8.8985 9.0383
50 14.5135 9.0067 8.9707 9.1147
51 14.8038 9.0767 9.0385 9.1869
52 15.0940 9.1424 9.1019 9.2547
53 15.3843 9.2037 9.1609 9.3182
54 15.6746 9.2608 9.2155 9.3774
55 15.9648 9.3135 9.2657 9.4323
56 16.2551 9.3619 9.3115 9.4829
57 16.5454 9.4060 9.3528 9.5291
58 16.8357 9.4458 9.3898 9.5710
59 17.1259 9.4812 9.4223 9.6086
60 17.4162 9.5123 9.4504 9.6419
61 17.7065 9.5391 9.4741 9.6709
62 17.9967 9.5616 9.4934 9.6955
63 18.2870 9.5798 9.5082 9.7158
64 18.4060 9.5937 9.5186 9.7318
65 18.6936 9.6032 9.5246 9.7435
66 18.9812 9.6084 10.1920 9.7508
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Table 4 Vibrational energy for Oxygen molecular at ground state.

𝑖 𝜖 𝐻𝑂
𝑣 (𝑖) , 𝑒𝑉 𝜖𝑀𝑜𝑟𝑠𝑒

𝑣 (𝑖) , 𝑒𝑉 𝜖𝐷𝑢𝑛ℎ𝑎𝑚
𝑣 (𝑖) , 𝑒𝑉 𝜖 𝑃𝐸𝑆

𝑣 (𝑖) , 𝑒𝑉 [45]
0 0.0000 0.0000 0.0000 0.0000
1 0.2068 0.2028 0.2028 0.1932
2 0.4137 0.4015 0.4015 0.3838
3 0.6205 0.5961 0.5961 0.5720
4 0.8274 0.7867 0.7867 0.7575
5 1.0342 0.9733 0.9732 0.9404
6 1.2411 1.1557 1.1555 1.1205
7 1.4479 1.3341 1.3339 1.2978
8 1.6548 1.5084 1.5081 1.4722
9 1.8616 1.6787 1.6782 1.6436
10 2.0684 1.8449 1.8442 1.8119
11 2.2753 2.0070 2.0061 1.9772
12 2.4821 2.1651 2.1639 2.1393
13 2.6890 2.3191 2.3177 2.2981
14 2.8958 2.4690 2.4673 2.4536
15 3.1027 2.6149 2.6127 2.6057
16 3.3095 2.7567 2.7541 2.7543
17 3.5163 2.8945 2.8913 2.8993
18 3.7232 3.0282 3.0244 3.0407
19 3.9300 3.1578 3.1534 3.1784
20 4.1369 3.2833 3.2783 3.3123
21 4.3437 3.4048 3.3990 3.4424
22 4.5506 3.5222 3.5156 3.5684
23 4.7574 3.6356 3.6280 3.6904
24 4.9643 3.7449 3.7363 3.8082
25 5.1711 3.8501 3.8404 3.9218
26 5.3779 3.9513 3.9404 4.0311
27 5.5848 4.0484 4.0362 4.1359
28 5.7916 4.1414 4.1278 4.2362
29 5.9985 4.2304 4.2153 4.3318
30 6.2053 4.3153 4.2987 4.4226
31 6.4122 4.3962 4.3778 4.5085
32 6.6190 4.4729 4.4528 4.5893
33 6.8259 4.5457 4.5236 4.6649
34 7.0327 4.6143 4.5902 4.7353
35 7.2395 4.6789 4.6526 4.8001
36 7.4464 4.7394 4.7109 4.8592
37 7.6532 4.7959 4.7649 4.9125
38 7.8601 4.8483 4.8147 4.9598
39 8.0669 4.8966 4.8604 5.0009
40 8.2738 4.9409 4.9018 5.0355
41 8.4806 4.9811 4.9391 5.0635
42 8.6875 5.0172 4.9721 5.0850
43 8.8943 5.0493 5.0009 5.0999
44 9.1011 5.0773 5.0255 5.1089
45 9.3080 5.1012 5.0459 5.1134
46 9.5148 5.1211 5.0620 5.1150

The change from linear to non-linear behavior directly influences the quantum level reached at the dissociation171

energy. For a nitrogen molecule under the HO assumption, the dissociation limit is reached for a quantum level of 33,172

while under the Morse-aHO assumption, the dissociation occurs at quantum level 47 for the the vibrational energies173

computed with the Huber and Herzberg tables [40], or 66 for the PES fitted vibrational energies. A delay in the174

dissociation of the molecule as indicated by Fig. 1 causes a noticeable change in the chemistry of the molecule. Although175

this fundamental aspect is of interest in the context of high speed flow simulations, chemical reaction rates are not176

investigated in the current work.177
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Table 5 Vibrational energy for Nitric Oxide molecular at ground state.

𝑖 𝜖 𝐻𝑂
𝑣 (𝑖) , 𝑒𝑉 𝜖𝑀𝑜𝑟𝑠𝑒

𝑣 (𝑖) , 𝑒𝑉 𝜖𝐷𝑢𝑛ℎ𝑎𝑚
𝑣 (𝑖) , 𝑒𝑉 𝜖 𝑃𝐸𝑆

𝑣 (𝑖) , 𝑒𝑉 [45]
0 0.0000 0.0000 0.0000 0.0000
1 0.2413 0.2370 0.2370 0.2289
2 0.4825 0.4697 0.4697 0.4548
3 0.7238 0.6981 0.6981 0.6778
4 0.9651 0.9223 0.9221 0.8977
5 1.2064 1.1421 1.1419 1.1145
6 1.4476 1.3577 1.3573 1.3281
7 1.6889 1.5690 1.5684 1.5385
8 1.9302 1.7760 1.7752 1.7457
9 2.1714 1.9787 1.9776 1.9495
10 2.4127 2.1772 2.1756 2.1499
11 2.6540 2.3714 2.3693 2.3469
12 2.8952 2.5612 2.5586 2.5404
13 3.1365 2.7468 2.7435 2.7303
14 3.3778 2.9282 2.9240 2.9166
15 3.6191 3.1052 3.1001 3.0993
16 3.8603 3.2779 3.2718 3.2781
17 4.1016 3.4464 3.4391 3.4532
18 4.3429 3.6106 3.6020 3.6244
19 4.5841 3.7705 3.7604 3.7917
20 4.8254 3.9261 3.9144 3.9550
21 5.0667 4.0775 4.0640 4.1142
22 5.3080 4.2246 4.2091 4.2692
23 5.5492 4.3673 4.3497 4.4200
24 5.7905 4.5058 4.4858 4.5665
25 6.0318 4.6401 4.6175 4.7087
26 6.2730 4.7700 4.7447 4.8464
27 6.5143 4.8956 4.8673 4.9795
28 6.7556 5.0170 4.9855 5.1080
29 6.9968 5.1341 5.0992 5.2318
30 7.2381 5.2469 5.2083 5.3508
31 7.4794 5.3554 5.3129 5.4648
32 7.7207 5.4597 5.4129 5.5738
33 7.9619 5.5596 5.5084 5.6777
34 8.2032 5.6553 5.5994 5.7763
35 8.4445 5.7467 5.6858 5.8695
36 8.6857 5.8338 5.7676 5.9572
37 8.9270 5.9166 5.8449 6.0392
38 9.1683 5.9952 5.9175 6.1153
39 9.4095 6.0694 5.9856 6.1855
40 9.6508 6.1394 6.0490 6.2495
41 9.8921 6.2051 6.1078 6.3072
42 10.1334 6.2665 6.1621 6.3582
43 10.3746 6.3237 6.2116 6.4024
44 10.6159 6.3765 6.2566 6.4394
45 10.8572 6.4251 6.2969 6.4690
46 11.0984 6.4694 6.3326 6.4909
47 11.3397 6.5094 6.3635 6.5045
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Another outcome highlighted in Fig. 1 is the validity of the HO assumption. It is perceptible that, due to the linear178

behavior, the HO model is an acceptable hypothesis in a configuration where only a small portion of vibrational levels179

are excited. In another words, HO fits for low enthalpy flows, but as the temperature increases, it should be replaced by180

an aHO model.181

III. Implementation and Validation of Morse-aHO model182

A. dsmcFoam+ solver183

Similar to MONACO [48], DAC [49], SPARTA [50], and others, dsmcFoam+ is a DSMC solver developed around184

the foundation of the method established by Bird [4]. It is built within the OpenFOAM framework [51]. In the current185

work, a version of dsmcFoam+ that is implemented within OpenFOAM-v2112 is used. A custom version of this186

solver, developed at the University of Glasgow, possesses vibrational and electronic energies [38]. In order to provide187

a more realistic description of the vibrational excitation of a diatomic molecule, the aHO model derived from the188

Morse potential, Sec. II, has been implemented in the dsmcFoam+ solver. As described in detail previously, rather than189

computing the vibrational energy through the use of the characteristic vibrational temperature, aHO vibrational levels190

have been pre-calculated and inserted within the dsmcFoam+ species definitions as an additional "look-up table" entry,191

in a similar fashion to the treatment of electronic energy [38].192

The redistribution of internal energies is ensured by a serial application of the quantum Larsen-Borgnakke (LB)193

method [4, 52] using the HO model or the Morse-aHO model to compute the vibrational energy of the molecule.194

Various alternatives can be used to redistribute the internal energy with sophisticated approaches, i.e. forced195

harmonic oscillator [44, 53], Quasi-Classical Trajectory Calculation-DSMC [54, 55], Classical Trajectory Calculation-196

DSMC [23, 29] or a ’state-to-state’ approach [22]. These techniques can provide a highly-accurate description of197

the quantum transitions for the distribution of the energy toward various internal energetic channels, i.e. vibrational-198

translational (VT) [22, 53, 56], vibrational-vibrational (VV) [22, 53, 56], or vibrational-vibrational-translational199

(VVT) [53] transitions. Although the state-to-state technique has a clear advantage in that it offers an almost complete200

description of energy transitions, which is the key difference between traditional LB and the cited models, this technique201

increases the level of complexity to keep track of the full transitions and the corresponding rates that a molecule can202

experience (single/multi-quantum jumps). In the current work, the choice has been made to keep the application of the203

quantum LB method to maintain a certain level of sophistication. The combination of the Morse-aHO model and LB204

can provide a significant improvement in the calculation of the macroscopic and thermophysical properties without205

adding significant complexity to the algorithms, or expense to the numerical simulations.206
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B. Implementation of Morse-aHO model in dsmcFoam+207

The DSMCmethod [4] is a stochastic particle-based technique for obtaining a solution to the Boltzmann equation. In208

the framework of the method, internal energies are commonly redistributed through a serial application of the quantum209

Larsen-Borgnakke (LB) method [4, 52]. A general illustration of the serial application of the method to redistribute the210

energy through the internal modes is shown in Fig. 2.211

The quantum Larsen-Borgnakke technique to redistribute the internal energy is a four-step procedure. The purpose212

of Step 1 (top left) and 3 (top right) is to allocate a portion of the collision energy to the vibrational modes of particles 𝐴213

and 𝐵, respectively. Similarly, Step 2 (bottom left) and 4 (bottom right) aim to redistribute the collision energy to the214

rotational mode of the collision partners.215

Assuming all stages of the collision process are inelastic, the pre-collision energy of the collision partners 𝐴 and 𝐵,216

𝐸𝐶 , is calculated as the sum of the relative translational energy of the pair 𝐴 and 𝐵, 𝜖𝑡 , and the pre-collision vibrational217

energy of particle 𝐴, 𝜖𝑣,𝐴,218

𝐸𝐶,1 = 𝜖𝑡 + 𝜖𝑣,𝐴. (12)

After this process, the collision energy is redistributed between a new translational energy, 𝜖∗
𝑡 ,1 and the newly selected219

vibrational energy 𝜖∗
𝑣,𝐴
(where the superscript ()∗ refers to post-collision properties), such that220

𝜖𝑡 ,1 = 𝐸𝐶,1 − 𝜖∗𝑣,𝐴. (13)

This procedure is then applied successively to the rotational mode of particle 𝐴 and repeated for particle 𝐵.221

Fig. 3 shows the general three-step procedure to assign the post-collision vibrational energy levels, whether an HO222

or aHO model is used. The first step is to test the particle for vibrational energy exchange and compute the maximum223

available post-collision vibrational quantum level, 𝑖∗𝑚𝑎𝑥 . If an inelastic collision is accepted, a post-collision quantum224

level is uniformly chosen between 0 and 𝑖∗𝑚𝑎𝑥 ; if the particle is not accepted for energy exchange, the function returns225

the initial vibrational quantum level, 𝑖𝑝 . Finally, an acceptance-rejection method is used to select a value of 𝑖∗ from the226

distribution 𝑃 (𝐸𝐶 ,𝑖∗)
𝑃 (𝐸𝐶 ,𝑖∗𝑚𝑎𝑥 ) .227

In the context of an anharmonic oscillator model, the implementation only slightly differs from the traditional228

harmonic oscillator model. When using the HO model, the vibrational energies for a diatomic molecule are supplied as229

a list that is a species property, similar to the electronic energy list [38]. Vibrational energies for 𝑁2, 𝑂2, and 𝑁𝑂 have230

been calculated and are provided in Tabs. 3, 4, and 5, respectively. For other diatomic species, vibrational energies can231

be calculated using Eq. (6) and Refs. [40–42]. In DSMC, it is good practice to avoid the utilisation of macroscopic232

temperature [4, 38, 58]; therefore the next step is to define a collision temperature, 𝑇𝑐𝑜𝑙𝑙 , when a pair are selected for233
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Fig. 2 Flowchart of the serial application of the quantum Larsen-Borgnakke techniques [52] (adapted from [57]).

collision,234

𝑇𝑐𝑜𝑙𝑙 =
𝜖𝑣 (𝑖∗𝑚𝑎𝑥)
𝑘 (7/2 − 𝜔) =


𝑖∗𝑚𝑎𝑥 \𝑣
(7/2−𝜔) if HO model,

ℎ𝑐𝜔𝑒𝑖
∗
𝑚𝑎𝑥 (1−𝜒𝑒 (𝑖∗𝑚𝑎𝑥+1))
𝑘 (7/2−𝜔) if aHO model,

(14)

where 𝜖𝑣 (𝑖∗𝑚𝑎𝑥) refers to the vibrational energy at quantum level 𝑖∗𝑚𝑎𝑥 .235

For the HO model, the maximum vibrational quantum level, 𝑖∗𝑚𝑎𝑥 , is,236

𝑖∗𝑚𝑎𝑥 =

⌊
𝐸𝐶

𝑘\𝑣

⌋
, (15)

where 𝜔 is the viscosity index, 𝐸𝐶 is the collision energy, which is the sum of the pre-collision vibrational energy for the237

particle under consideration and the relative translational energy, and 𝑖∗𝑚𝑎𝑥 denotes the maximum vibrational quantum238

level available.239

For the Morse-aHO model, the maximum vibrational quantum level is obtained by looping through the list of240

vibrational energies and finding the vibrational quantum level that satisfies the conditions of Eq. (16), i.e.241

𝑖∗𝑚𝑎𝑥 =


increment 𝑖, if 𝐸𝐶 > 𝜖𝑣 (𝑖),

accept (𝑖 − 1), if 𝐸𝐶 < 𝜖𝑣 (𝑖).
(16)
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Compute 𝑖∗𝑚𝑎𝑥 , Eq. (15),
𝑇𝑐𝑜𝑙𝑙 , Eq. (14)
and 𝑍𝑣 , Eq. (17).

1
𝑍𝑣
> 𝑅𝑛𝑑 (0, 1).

Return 𝑖∗ = 𝑖𝑝.

no

𝑖∗ = 𝑅𝑛𝑑 (0, 𝑖∗𝑚𝑎𝑥).

yes

Compute
𝑃 (𝐸𝐶 ,𝑖∗)

𝑃 (𝐸𝐶 ,𝑖∗𝑚𝑎𝑥 ) , Eq. (19)

𝑃 (𝐸𝐶 ,𝑖∗)
𝑃 (𝐸𝐶 ,𝑖∗𝑚𝑎𝑥 ) < 𝑅𝑛𝑑 (0, 1).

no

Return 𝑖∗.

yes

Fig. 3 Flowchart of the post-collision treatment of the vibrational energy levels.

The vibrational collision number, 𝑍𝑣 , is calculated from Eq. (17) [4, 58],242

𝑍𝑣 =

(
𝐷

𝑇𝑐𝑜𝑙𝑙

)𝜔 [
𝑍𝑟𝑒 𝑓

(
𝐷

𝑇𝑐𝑜𝑙𝑙

)−𝜔] (
𝐷

𝑇𝑐𝑜𝑙𝑙

)1/3
−1(

𝐷
𝑇𝑍𝑟𝑒 𝑓

)1/3
−1
, (17)

where 𝑍𝑟𝑒 𝑓 is the vibrational collision number at a reference temperature 𝑇𝑟𝑒 𝑓 ,243

𝑍𝑟𝑒 𝑓 =
𝐶1
𝑇𝜔
𝑟𝑒 𝑓

𝑒
−𝐶2𝑇

1
3
𝑟𝑒 𝑓 , (18)

where the parameters 𝐶1, 𝐶2, and 𝜔 are given in Appendix A of Ref. [4].244

If accepted for vibrational relaxation, the potential post-collision vibrational quantum level of the particle is uniformly245

chosen between 𝑖 = 0 and the maximum possible level 𝑖∗𝑚𝑎𝑥 . The acceptance-rejection method is applied to select a246

value of 𝑖∗ from the probability ratio, Eq. (19),247

𝑃(𝐸𝐶 , 𝑖
∗)

𝑃(𝐸𝐶 , 𝑖
∗
𝑚𝑎𝑥)

=


(
1 − 𝑖∗𝑘\𝑣

𝐸𝑐

)3/2−𝜔𝐴,𝐵

if HO model.(
1 − ℎ𝑐𝜔𝑒𝑖

∗ (1−𝜒𝑒 (𝑖∗+1))
𝐸𝑐

)3/2−𝜔𝐴,𝐵

if aHO model.
(19)
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where 𝜔𝐴,𝐵 is the average viscosity exponent of the collision pair 𝐴 and 𝐵, see Fig. 2.248

As shown above, the redistribution of internal energy is slightly modified by the inclusion of an aHOmodel. However,249

it is a relatively simple adaptation since the procedure is similar to the one typically used for electronic energy [59].250

The main differences lie in the calculation of the maximum allowed vibrational quantum level, 𝑖∗𝑚𝑎𝑥 , Eq. (16) and the251

probability calculation where the vibrational energies are calculated with Eq. (6) for the Morse-aHO model instead of252

Eq. (2) for the HO model.253

C. Validation test case254

Changing from a linear behaviour with an HO model to a non-linear behaviour implies a different response to an255

external excitation. It has been observed in Sec. II that due to the negative non-linear term, a larger proportion of the256

vibrational energy is concentrated in the high-lying vibrational quantum levels compared to the HO model. This has257

significant consequences on the high-lying vibrational quantum level population. Usually, these levels are populated258

through a Boltzmann distribution259

𝑓𝑖 ≡
𝑒

−𝜖𝑣 (𝑖)
𝑘𝑇∑

𝑗 𝑒
−𝜖𝑣 ( 𝑗)

𝑘𝑇

, (20)

where 𝜖𝑣 is the energy in the 𝑖𝑡ℎ vibrational quantum level.260

With the population density being a function of the internal vibrational energy, a change from a linear to a non-linear261

profile is expected. As it is the fundamental characteristic point of the aHOmodel, this quantity is selected as a validation262

test case for the implementation of Morse-aHO model within dsmcFoam+ [38].263

A 0-D simulation of molecular oxygen in an adiabatic cell filled with 1 million DSMC simulator particles and264

periodic boundaries is performed. Collisions are processed with the variable hard sphere (VHS) model [4] with the265

properties at a reference temperature 𝑇𝑟𝑒 𝑓 of 273 K, i.e. 𝑚 = 53.12 × 10−27 kg, 𝑑 = 4.07 × 10−10 m and 𝜔 = 0.77. The266

population of each quantum level is sampled for 1000 time-steps and recorded for three different temperatures: 5,000 K,267

10,000 K, and 15,000 K.268

The HO and aHO results for the analytical and dsmcFoam+ calculations are shown in Fig. 4, with the numerical269

results in excellent agreement with the analytical solutions. Some scatter is evident at the tails of the distributions,270

particularly for 5,000 K. This is expected in a DSMC simulation, because the probability of finding a molecule in these271

higher vibrational levels is relatively small, leading to a low signal-to-noise ratio. It is a positive outcome to notice the272

change from linear to non-linear shape when the aHO model is considered. This crucial characteristic of an aHO model273

of having higher-lying vibrational quantum levels with a greater population can have an impact on the dissociation of274

reactive chemical species, however, such phenomena will not be covered in the current work.275
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Fig. 4 Probability distribution of vibrational quantum levels for molecular oxygen at the ground state.

IV. Adiabatic Box276

A. Partition function277

In statistical thermodynamics [3, 60], the parameter that relates internal structures of the molecules to macroscopic278

properties such as pressure, the temperature, or specific heat capacity, is the partition function, 𝑄, that is defined in279

terms of the sensible energy, i.e. relative to the zero-point energy,280

𝑄(𝑇) ≡
∑︁
𝑖

𝑔(𝑖)𝑒
−𝜖 (𝑖)
𝑘𝑇 , (21)

where 𝑔𝑖 is the degeneracy of the mode and 𝜖 is the energy of the mode.281

In the current work, each mode has been treated individually, i.e. no coupling is considered, therefore it is a matter282

of evaluating each contribution as a separate element. Translational, rotational, and electronic modes are fully derived283

in Refs. [2, 3, 60]. In this work the focus is on the vibrational contribution while describing the vibrational excitation of284

a molecule with a HO or aHO model.285

In the HO formalism, the complete derivations of the total mean vibrational energy, 𝐸𝑣 (𝑇𝑣), the degrees of freedom,286
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b𝑣 (𝑇𝑣), and the specific heat capacity, 𝐶𝑣𝑖𝑏
𝑣 (𝑇𝑣), are readily obtained with the first and second derivative, with respect287

to 𝑇 , of the partition function. The full derivation of these quantities can be found in Refs. [2, 3, 60].288

B. Vibrational temperature289

The challenge with an aHO model is related to the characteristics of the model presented in Sec. II. By definition,290

the vibrational partition function follows the formulation in Eq. (21),291

𝑄𝑎𝐻𝑂
𝑣 (𝑇𝑣) =

∑︁
𝑖

𝑒
−𝜖𝑣 (𝑖)
𝑘𝑇𝑣 . (22)

Because of the nature of vibrational energy in aHO models, the upfront summation can not be dropped and Eq. (22)292

is lying in its simplest form. Following the whole process with the assessment of the total mean vibrational energy, this293

quantity is, again, not obtainable with an analytical expression in the same fashion as the HO model, and takes the form,294

𝐸𝑎𝐻𝑂
𝑣 (𝑇𝑣) =

∑
𝑖 𝜖𝑣 (𝑖)𝑒

−𝜖𝑣 (𝑖)
𝑘𝑇𝑣∑

𝑖 𝑒
−𝜖𝑣 (𝑖)
𝑘𝑇𝑣

. (23)

Finally, with the degrees of freedom of the molecule being linearly linked to Eq. (23), the expression is,295

b𝑎𝐻𝑂
𝑣 (𝑇𝑣) =

1
2𝑇𝑣

∑
𝑖 𝜖 (𝑖)𝑒

−𝜖 (𝑖)
𝑘𝑇𝑣∑

𝑖 𝑒
−𝜖 (𝑖)
𝑘𝑇𝑣

. (24)

A point should be made about the calculation of the vibrational temperature, 𝑇𝑣 . Through a series of calculations,296

illustrated in Refs. [1, 2], this quantity is related to the mean vibrational quantum level < 𝑖 > and the characteristic297

vibrational temperature of the molecule, \𝑣 . As a consequence of the simplest form of the vibrational energies, the HO298

model benefits from a simple derivation and the vibrational temperature can be calculated as299

𝑇𝐻𝑂
𝑣 =

\𝑣

𝑙𝑛(1 + 1
<𝑖>

)
. (25)

An aHO model does not benefit from an analytical expression of 𝑇𝑣 and the only way to obtain this parameter is to300

make use of an iterative methodology to approach one of the quantities derived above. In the current work, a new way301

of solving this issue is proposed; using a first-order Newton iterative methodology [61, 62] coupled with an optimized302

pre-loop to hasten the convergence of the approach. A general illustration of the method is represented in Fig. 5. This303

method is versatile, has fast convergence, and consumes little computational resources [61, 62]. It consists of applying a304

Taylor expansion around a certain value and truncating the term beyond the fist order. As the series is shortened to305

conserve only first order terms, the function must be smooth to be approached by a reasonable tangent approximation.306

In the case of the resolution of 𝑇𝑣 for an aHO model, the function 𝑓 (𝑇𝑣), in Fig. 5, chosen is composed of the total mean307
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vibrational energy, Eq. (23), and the value returned by dsmcFoam+, 𝐸𝐷𝑆𝑀𝐶
𝑣 ,308

𝑓 (𝑇𝑣) = 𝐸𝐷𝑆𝑀𝐶
𝑣 − 𝐸𝑎𝐻𝑂

𝑣 (𝑇𝑣). (26)

The function in Eq. (26) is monotone, which by definition does not contain local minima. Therefore, solving the309

problem of the vibrational temperature by a Newton iterative method is particularly well adapted since it will not310

encounter any singularities. Nevertheless, this method is sensitive to the initial value set at the beginning of the process311

and a coarse initial value can delay convergence.312

To avoid this, an optimized pre-Newton loop has been designed to closely approach the value given by dsmcFoam+313

with a scanning process. Once this initial guess is known, the value is passed to the main Newton loop to refine the314

vibrational temperature value by comparing the gradient of the function, the function itself, and the initial guess to a315

tolerance factor. In this work, the Newton iterative approach has been applied to a certain function that is related to316

𝐸𝑣 (𝑇𝑣). In a different configuration, this versatile method can be employed to solve any irreversible problem as long as317

the function is smooth. To sum up the implementation requirements of this functionality within a DSMC framework,318

the user must specify:319

• a temperature step, 𝑑𝑇 – for the pre-loop optimisation, the smaller the better;320

• a tolerance factor, 𝛼 – for the comparison between a gradient, the function, and the initial guess.321

C. Vibrational degrees of freedom322

In Sec. IV.B, the HO and aHOmodels have been compared, with a focus on the numerical methodologies employed for323

the computation of the thermophysical properties. Here, these quantities are studied for a pure oxygen gas experiencing324

a large range of temperature to investigate the influence of the vibrational models.325

Looking first at the vibrational partition function,𝑄𝑣 (𝑇𝑣), Eq. (21) is shown in Fig. 6, along with the results extracted326

from PES calculations [45].327

From the beginning of the article, the validity of the HO model at low temperature has been stressed. It is relatively328

evident in Figs. 6, 7, and 8 that at low-to-moderate temperatures the HO model returns a valid approximation of329

the vibrational partition function. However, as the temperature increases, the discrepancy between the HO and aHO330

models becomes appreciable. This departure is, of course, propagated over the quantities derived from the partition331

function, such as the total mean vibrational energy, in Fig. 7, and the vibrational degrees of freedom, Fig. 8. Although332

expected, it is good to notice that the value of these quantities returned by dsmcFoam+ matches the theory, validating333

the implementation of the aHO model. A second element that should be highlighted is the change of behaviour when334

switching from HO to aHO in Figs. 7 and 8. In the HO hypothesis, the vibrational degrees of freedom of the diatomic335

molecule is asymptotically limited to a value of 2, while in the aHO formalism, an oxygen molecule can reach another336
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Iteration, 𝑖 > 0

𝑇𝑖𝑛𝑖 = 𝑇𝑣 (𝑖 − 1)

Compute 𝐸𝑣 (𝑇), Eq. (23)
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𝑣

𝑇𝑖𝑛𝑖 = 𝑇

yes

no

𝑇
=
𝑇
+
𝑑
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Compute 𝑓 (𝑇𝑖𝑛𝑖),
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𝑇𝐺𝑢𝑒𝑠𝑠 = 𝑇𝑖𝑛𝑖 − 𝑓 (𝑇𝑖𝑛𝑖)
𝑓 ′ (𝑇𝑖𝑛𝑖)

(𝑇𝐺𝑢𝑒𝑠𝑠 − 𝑇𝑖𝑛𝑖) > 𝛼
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Fig. 5 Flowchart of the first-order Newton approach with an optimized pre-loop.
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Fig. 6 Partition function, 𝑄(𝑇𝑣), for HO and aHO models of molecular oxygen.

vibrationally excited state that has more than 2 degrees of freedom over a specific interval of temperature. This behaviour,337

although still observable within a molecular nitrogen system, is primarily enabled by the weak bond that links the two338

atoms of oxygen. This modification in the description of the vibrational excitation of the molecule consequently impacts339

the internal properties of a molecular system.340

D. Thermal equilibrium341

In this section, a more complex test case is investigated. The HO and aHO models are employed to model the342

vibrational modes of a diatomic molecule experiencing relaxation from an initial condition of significant thermal343

non-equilibrium. This situation is simulated with the dsmcFoam+ solver [38], see Sec. III. The test case is a single344

adiabatic cell filled with one million DSMC simulator particles with periodic boundaries. The working gas is molecular345

oxygen. The translational and rotational modes are initialised at 20,000 K, while the vibrational and electronic modes346

are set at 0 K. The internal energy is redistributed through a serial application of the quantum LB method [52]. The347

vibrational relaxation rate 𝑍𝑟𝑒 𝑓 is calculated from Eq. (18) with the reference temperature set to 𝑇𝑟𝑒 𝑓 = 20, 000 K. A348

fraction of 1/5 and 1/50 collisions are allowed to result in rotational and electronic relaxation, respectively. In the cell,349

the collision rate and the corresponding temperature of each internal mode are recorded and presented in Fig. 9. The350

‘collision number’ for the abscissa is calculated as the product of the instantaneous collision rate from the simulation351

and the physical time that has elapsed [63, 64]. In addition, the CPU time and the memory consumption for both cases352
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Fig. 7 Total mean vibrational energy, 𝐸𝑣 (𝑇𝑣), for the HO and aHO models of molecular oxygen.
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Fig. 8 Vibrational degrees of freedom, b𝑣 (𝑇𝑣), for the HO and aHO models of molecular oxygen.
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are monitored and tabulated in Table 6.353

Table 6 Numerical expense of aHO and HO models.

Model CPU time (𝑠)/100Δ𝑡 RAM (GB)
HO 1382.55 0.816
aHO 1385.25 0.816

The major change between the HO model and the aHO model lies in the calculation of the vibrational temperature354

with a non-linear system to solve in the Morse-aHO framework. Changing from the HO to the aHO model requires355

some effort in terms of modifying the algorithms, however the methodology used here to implement an aHO model356

within a DSMC solver is fast and efficient and does not affect the computational expense, as shown in Table 6.357
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Fig. 9 Simulation of thermal relaxation in pure oxygen gas.

Fig. 9 highlights the difference in terms of the equilibrium state reached at the end of a relaxation process between358

HO and aHO. The internal mode temperatures are normalised by the initial temperature given to the translational mode.359

In Fig. 9, the abscissa has been consciously cropped to a collision number of 180 in order to visualise the influence of360

the Morse-aHO model on the relaxation process at low values of the collision number; the temperatures eventually come361

in to thermal equilibrium after enough collisions have occurred. A slight increment of 500 K differentiates these two362

models at equilibrium. The change of the equilibrium temperature is readily derived from the degrees of freedom of the363
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molecule, Fig. 8, and the corresponding mean energy, Fig. 7. In the case of the aHO model, the molecule is slightly more364

excited than when an HO model is used (b𝑎𝐻𝑂
𝑣 (𝑇𝑒𝑞) > b𝐻𝑂

𝑣 (𝑇𝑒𝑞)). With the cell being adiabatic, energy is conserved365

along the relaxation process. The thermal equilibrium must, consequently, reach a lower value for the aHO model.366

E. Specific heat capacity367

Another thermophysical property that should be regarded while changing from the HO to the aHO model is the368

specific heat capacity, 𝐶𝑣 . The evaluation of the influence of the vibrational model is studied for a pure molecular oxygen369

gas for a low-to-moderate range of temperature. Often omitted [21, 37, 65–68] in the description of the molecular370

modes in DSMC simulations, the electronic mode effects on 𝐶𝑣 are also highlighted.371

By definition, the partition function, 𝑄(𝑇), is related to the specific heat capacity through the second derivative with372

respect to 𝑇 ,373

𝐶𝑣 (𝑇) ≡
𝜕2𝑄(𝑇)
𝜕𝑇2

. (27)

The total specific heat capacity of a gas is described as the summation of each of the internal contributions,374

𝐶𝑣 (𝑇) = 𝐶𝑡𝑟𝑎𝑛𝑠
𝑣 + 𝐶𝑟𝑜𝑡

𝑣 + 𝐶𝑣𝑖𝑏
𝑣 + 𝐶𝑒𝑙𝑒𝑐

𝑣 . (28)

In the case of translational and rotational contributions, the corresponding heat capacities, 𝐶𝑡𝑟𝑎𝑛𝑠
𝑣 and 𝐶𝑟𝑜𝑡

𝑣 are375

known [2] to be 32𝑅 and 𝑅, respectively, where 𝑅 is the specific gas constant. For the vibrational and electronic modes,376

this simple form is not readily obtained and requires a full derivation of the partition function, Eq. (22) and Eq. (21), for377

the vibrational and electronic modes, respectively. By substituting these quantities in Eq. (28), the complete description378

of the specific heat capacity takes the form,379

𝐶𝑣 (𝑇) =
3
2
𝑅 + 𝑅 + 𝜕

2𝑄𝑣𝑖𝑏 (𝑇)
𝜕𝑇2

+ 𝜕
2𝑄𝑒𝑙𝑒𝑐 (𝑇)
𝜕𝑇2

. (29)

Fig. 10 compares the specific heat capacity of molecular oxygen where vibrational excitation is described with the380

HO and the Morse-aHO models, with the electronic mode being either enabled, including the first six excited states of381

the oxygen molecule [43, 59], or disabled. Experimental data from the NIST database [43] is included for comparison,382

along with the Jaffe calculations [69].383

Fig. 10 shows the importance of including the electronic mode within the 𝐶𝑣 (𝑇) calculation. Even in the situation384

of an aHO model applied to describe vibrational excitation, the specific heat capacity of the gas does not match385

experimental data from the NIST-JANAF database [43] or Jaffe calculations [69] for temperatures above 2000 K. Note386

that adding the electronic contribution to 𝐶𝑣 (𝑇) is a significant improvement even under the HO assumption. The best387

option to recover the experimental data for 𝐶𝑣 at low-to-moderate temperatures is the aHO model with the inclusion of388
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the electronic mode. At high temperature, especially for species with low dissociation energy, the assumption of having389

four individual modes meets its validity domain. A slight difference between the aHO model and experimental data390

is noticeable at higher temperatures and is possibly related to the coupling between the rotational and the vibrational391

modes of the molecules [70]. The vibrational energy list for the excited states also differs from that in the ground state,392

see Ref. [41], but we have assumed they remain constant in the current work, which will also influence the degree of393

disagreement here. In the current work, each of the modes have been considered separately and attributed a dedicated394

partition function. Consequently, this demonstration highlights the necessity of neglecting any modes in the calculation395

of thermophysical properties, even for relatively low enthalpies, and the requirement of coupling some of the internal396

modes for a better description of the high enthalpy physics of the flow. It should be reiterated that chemical reactions are397

not considered in the current work and that the agreement between aHO with electronic excitation and the experimental398

data is reasonable until well above the expected dissociation temperature of molecular oxygen.399
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Fig. 10 Specific heat capacity variation with temperature for pure oxygen gas.

V. Hypersonic Cylinder Flow400

In order to show the difference between the HO and the aHO models in a 2D hypersonic flow, a study of flow past a401

cylinder is considered. The free stream conditions are 𝑀𝑎∞ = 16, 𝑃∞ = 48.5 Pa, 𝑇∞ = 300 K. The cylindrical body has402
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a diameter of 𝐷 = 0.01 m, giving 𝐾𝑛𝐷 = 0.005. The working gas is non-reacting molecular oxygen. The electronic403

energy follows the techniques developed by Liechty [59]. The redistribution of internal energies is modelled by a404

serial application of the quantum Larsen-Borgnakke method [52] using the HO model or the Morse-aHO model. The405

inter-molecular collisions are computed by the variable hard sphere (VHS) model [4] with a reference temperature of406

𝑇𝑟𝑒 𝑓 = 273 K. A constant fraction of 1/5 and 1/50 collisions are considered for rotational and vibrational relaxation,407

respectively. Additionally, two fractions of collisions, 1/100 and 1/500, are considered for the relaxation of the408

electronic mode.409

The geometry represents a 2D slice of a cylinder with a domain length equal to one diameter upstream of the410

stagnation point. The mesh is refined near the stagnation point to ensure a cell size, Δ𝑥, of around one quarter of the411

local mean free path, _, is maintained, resulting in a total of 152, 123 cells. The gas-surface interactions are fully412

diffusive with a wall temperature, 𝑇𝑤 = 300 K. The time-step, Δ𝑡, is carefully chosen following Eq. (30),413

Δ𝑡 =


1
10 ×

Δ𝑥
𝑢∞

if Δ𝑥
𝑢∞

≤ _2
𝑐𝑤

1
10 ×

_2
𝑐𝑤

if Δ𝑥
𝑢∞

≥ _2
𝑐𝑤

(30)

where 𝑢∞ is the free stream velocity, _2 is the VHS mean free path [71] downstream of the normal shock wave that414

develops along the stagnation streamline, 𝑐𝑤 is the most probable thermal velocity [2] such that,415

𝑐𝑤 =
√︁
2𝑅𝑇2, (31)

where 𝑇2 is the peak value of the translational temperature along the stagnation streamline. Based on this, a time step of416

10−9s was used, which is smaller than the smallest values of both the mean collision time and the cell residence time.417

The simulation was run in parallel on 6 AMD® Ryzen 9 5950x CPU cores (base: 3.4GHz, max: 4.9 GHz) and over418

300, 000 samples are taken after steady-state to reduce the numerical scatter. The temperatures along the stagnation419

streamline are presented in Fig. 11. The translational, rotational, and vibrational temperature contours are shown in420

Figs. 14, 12, and 13, respectively. The inclusion of the electronic mode is denoted by 𝐻𝑂𝑒 and 𝑎𝐻𝑂𝑒.421

A. Stagnation Line Properties422

The influence of the vibrational models on the internal temperatures along the stagnation streamline is plotted in423

Fig. 11. The internal temperatures are normalised by the free stream temperature and the longitudinal coordinate is424

normalised by the diameter of the cylinder. The peak values and their locations are summarised in Table 7.425

Physically, the flow experiences a compression through the shock wave that forms in front of the body. The internal426

modes are consequently largely activated throughout the shock, culminating in a peak value downstream of the shock427

wave. The dominating mode is naturally the translational energy, Fig. 11a, which experiences a steep increase across428
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Table 7 Comparison of the HO model and aHO model on the peak value of the internal temperatures and their
locations. The inclusion of electronic energy is denoted by HOe and aHOe.

Model 𝑥
𝐷
|𝑚𝑎𝑥 (𝑇𝑡 )

𝑇𝑡
𝑇∞

𝑥
𝐷
|𝑚𝑎𝑥 (𝑇𝑟 )

𝑇𝑟
𝑇∞

𝑥
𝐷
|𝑚𝑎𝑥 (𝑇𝑣)

𝑇𝑣
𝑇∞

𝑥
𝐷
|𝑚𝑎𝑥 (𝑇𝑒)

𝑇𝑒
𝑇∞

𝐻𝑂 -0.31 56.48 -0.23 44.64 -0.10 38.43 - -
𝑎𝐻𝑂 -0.30 56.31 -0.23 44.08 -0.10 37.05 - -

𝐻𝑂𝑒𝑍𝑒=500 -0.30 56.35 -0.23 44.32 -0.10 37.29 -0.06 19.51
𝑎𝐻𝑂𝑒𝑍𝑒=500 -0.29 56.33 -0.23 43.81 -0.10 36.24 -0.06 19.51
𝐻𝑂𝑒𝑍𝑒=100 -0.29 55.98 -0.23 43.28 -0.10 35.85 -0.08 31.78
𝑎𝐻𝑂𝑒𝑍𝑒=100 -0.28 55.87 -0.22 42.35 -0.10 35.01 -0.08 31.21

the shock wave and reaches a peak value upstream the body surface. It undergoes a short relaxation process before429

enduring a rapid drop towards the constant value of the cylinder surface temperature. The small difference of the thermal430

peak value between the two vibrational energy models originates from the nonlinear distribution of vibrational energy431

over the vibrational quantum levels as seen in Sec. III. The inclusion of electronic mode results in a small drop of the432

translational temperature in similar proportion to the modelling of the vibrational excitation with an aHO model.433

The rotational mode is the most dominant internal mode of the molecule and the profiles through the stagnation434

streamline are shown in Fig. 11b. The rotational temperature exhibits a smaller peak of temperature in comparison with435

the translational temperature. It initiates a relaxation process before undergoing a sudden decrease towards the body436

surface. The inclusion of the electronic energy results in a peak value of rotational temperature that is 100 K lower for437

𝑍𝑒 = 500 and 400 K lower for 𝑍𝑒 = 100 than the predicted state with the electronic mode disabled. This finding is438

directly linked to the addition of a fourth channel for the energy, resulting in a lower thermal state, as was noted in439

Sec. IV.D.440

The vibrational temperature peaks closer to the surface compared to the translational and rotational modes, as is441

shown in Fig. 11c. The vibrational temperature exhibits a parabolic shape and does not have the time to relax towards a442

quasi-transient thermal equilibrium state with the translational temperature until near the surface of the cylinder. The443

aHO model results in a smaller vibrational temperature peak compared to the HO model. This behaviour is partly due to444

the non-linear distribution of the vibrational energy over the vibrational quantum levels. At high temperatures, the445

Morse-aHO model suggests that the high lying vibrational quantum levels become significantly more populated than in446

the HO model. This overpopulation at the end of the vibrational quantum ladder decreases the vibrational temperature.447

Similarly, the inclusion of electronic energy considerably impacts the vibrational temperature across the shock wave,448

with the result of a lower peak value compared to the HO profile. Note that the larger electronic relaxation probability449

results in a smaller vibrational temperature peak value. Fig. 11c also shows that the new measurement technique for the450

vibrational temperature when using the aHO model works well in flows with large spatial gradients of temperature.451

In this study the electronic temperature is calculated with the approach developed by Liechty [59] and derived from452

the ratio of the Boltzmann distribution of the ground state and the first unbounded electronic states. The assumption of453

26



the higher lying electronic states having a negligible contribution is applied here. Although this model is a zeroth-order454

approximation of the electronic temperature and the electronic degrees of freedom, it has significantly improved the455

calculation of the thermophysical flow properties, i.e. specific heat capacity, see Fig. 10. When the electronic mode456

relaxes with 𝑍𝑒 = 100, the electronic temperature has a larger peak value and the inclusion of the electronic mode457

significantly impacts the vibrational temperature profile. For the other relaxation constant value, i.e. 𝑍𝑒 = 500, the458

electronic temperature reaches smaller a peak value, inducing a lower impact on the other internal modes of the molecule.459

B. Thermal Non-Equilibrium460

In the previous section, the comparison of the two vibrational models was limited to the stagnation line properties461

and the results show that the Morse-aHO model results in lower thermal peak values. In Figs. 12, 13, and 14, the462

translational, rotational, and vibrational temperature contours, respectively, are plotted for the two vibrational models463

and the electronic mode enabled with the two relaxation constants denoted ()𝑍𝑒=100 and ()𝑍𝑒=500.464

From Fig. 12 it is evident that the vibrational models agree well in the far-field region and the near the surface of the465

body. However, in the vicinity of the shock wave, the Morse-aHO model predicts a slightly smaller shock stand off466

distance. When the electronic mode is enabled, the peak temperature decreases and the shock stand off distance agrees467

between HO and aHO.468

Fig. 13 shows that the rotational temperature exhibits notable changes in its topology when the Morse-aHO model469

is applied and the electronic mode is activated. Similar to the translational temperature, the two models result in470

differences in the region where the shock wave develops. In this region, the HO model results in larger and more diffuse471

high-temperature contours compared to the Morse-aHO model. The addition of the electronic mode tends to reduce472

the discrepancy between the two models; although, the Morse-aHO model predicts a significantly smaller very-high473

temperature contour with the highest electronic relaxation constant.474

When the electronic mode is disabled, Figs. 14a and Fig. 14d show a reasonable agreement for the first six contours475

where the vibrational temperature does not exceed 6, 000 K. For any temperature above this value, the aHO model476

shows smaller areas bounded by the contours. This behaviour is gradually accentuated as the temperature increases. In477

addition to a difference in the high temperature areas, the two models also differ in the peak temperature that is achieved.478

The HO model results in a higher temperature ratio of 38.43 whereas the aHO model peaks at 37.05, as seen in Table. 7.479

Note that this result agrees with the observations from Figs. 6, 7, and 8, in which the aHO model returned a larger480

value of the vibrational degrees of freedom than the HO model, i.e. b𝑎𝐻𝑂
𝑣 (𝑇𝑒𝑞) > b𝐻𝑂

𝑣 (𝑇𝑒𝑞). As a result, the mean481

vibrational energy calculated by the aHO model is lower, which leads to a lower vibrational temperature and smaller482

high-temperature areas.483

The inclusion of the electronic mode changes the topology of the vibrational temperature. For 𝑍𝑒 = 500, the484

high-temperature contour layers reduce in size compared to when the electronic mode is omitted. For 𝑍𝑒 = 100, the485
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(c) Vibrational temperature.
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Fig. 11 Temperatures along the stagnation streamline for pure oxygen gas flow over a cylinder with free stream
conditions 𝑀𝑎∞ = 16 and 𝐾𝑛𝐷 = 0.005. The inclusion of electronic energy is denoted by HOe and aHOe in the
legend.

28



a) HO b) HOeZe = 500 c) HOeZe = 100

d) aHO e) aHOeZe = 500 f) aHOeZe = 100

x

y

z x

y

z x

y

z

Tt/T∞

35

45
50

15

20
25
30

40

5

10

Fig. 12 Non-dimensionalised translational temperature contours for hypersonic flow over a cylinder; a) harmonic
oscillator and no electronic energy, b) harmonic oscillator with electronic energy and 𝑍𝑒 = 500, c) harmonic
oscillator with electronic energy and 𝑍𝑒 = 100, d) anharmonic oscillator and no electronic energy, e) anharmonic
oscillator with electronic energy and 𝑍𝑒 = 500, f) anharmonic oscillator with electronic energy and 𝑍𝑒 = 100.

high-temperature regions are strongly impacted resulting in considerably smaller contours. This implies a significant486

decrease in the vibrational temperature around the cylindrical body when the electronic mode is enabled. The inclusion487

of the electronic mode constitutes another sink in which to redistribute the internal energy, which, in turn, decreases488

the internal energy allocated to the vibrational mode. As has been highlighted in Fig. 10, the inclusion of unbounded489

electronic states has a significant impact on the thermophysical flow properties and results in a better description of the490

physics of the flow. When the unbounded electronic mode is activated, Figs. 14b, 14c, 14e and Fig. 14f, the peak value491

of the vibrational temperature changes and the contours significantly reduce in area. The two vibrational models agree492

very well in the vicinity of the stagnation point and the far-field regions providing similar areas for all the contours.493

which is expected as the temperature in these regions is much lower.494

VI. Conclusions495

The merits of different vibrational models for use in DSMC simulations have been discussed and analysed. The496

harmonic oscillator model is simple to implement and has been shown to be a good approximation for low enthalpy497

flows. At higher enthalpies, it is clear that an anharmonic oscillator model offers a better description of the flow498

physics. The Morse-aHO model has been implemented within dsmcFoam+ and validated with the reproduction of499

fundamental parameters, such as the mean vibrational energy, degrees of freedom, and thermophysical properties of a500
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Fig. 13 Non-dimensionalised rotational temperature contours for hypersonic flow over a cylinder; a) harmonic
oscillator and no electronic energy, b) harmonic oscillator with electronic energy and 𝑍𝑒 = 500, c) harmonic
oscillator with electronic energy and 𝑍𝑒 = 100, d) anharmonic oscillator and no electronic energy, e) anharmonic
oscillator with electronic energy and 𝑍𝑒 = 500, f) anharmonic oscillator with electronic energy and 𝑍𝑒 = 100.

gas. Additionally, a method for returning a macroscopic measurement of the vibrational temperature of a gas when501

using the aHO model is described.502

Relaxation to thermal equilibrium has been demonstrated using a serial Larsen-Borgnakke model to redistribute503

energy between the various modes and it is shown that the aHO model results in a slightly lower equilibrium temperature.504

The importance of including the electronic mode for reproducing the correct thermophysical properties has been505

illustrated and it is shown that the aHO model improves this prediction further over an HO model. The study of a506

hypersonic flow past a cylindrical body has shown that the vibrational temperature is over-estimated when considering507

the HO model. Similarly to the specific heat capacity study, the vibrational temperature is substantially impacted by the508

omission of the electronic mode. The Morse-aHO model needs further improvement to bring the model into closer509

alignment with experimental data. However, it seems that modelling the vibrational excitation with an aHO model510

and including the unbounded electronic states offers a more accurate description than only representing the molecular511

vibrations using the HO model.512

In future work, further studies on the coupling between the rotational and the vibrational modes will be presented.513

The influence of having different lists of vibrational energy for each excited state of a molecule will also be explored.514

Additionally, investigations on the influence of modelling the vibrational excitation with an aHO model on chemical515
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Fig. 14 Non-dimensionalised vibrational temperature contours for hypersonic flow over a cylinder; a) harmonic
oscillator and no electronic energy, b) harmonic oscillator with electronic energy and 𝑍𝑒 = 500, c) harmonic
oscillator with electronic energy and 𝑍𝑒 = 100, d) anharmonic oscillator and no electronic energy, e) anharmonic
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reaction rates will be addressed.516
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