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Abstract—Optimised task allocation is essential for efficient and effective edge computing; however, task allocation differs in edge systems compared to the powerful centralised cloud data centres, given the limited resource capacities in edge and the strict QoS requirements of many innovative Internet of Things (IoT) applications. This paper aims to optimise heterogeneous task allocation specifically for edge micro-cluster platforms. We extend our previous work on optimising task allocation for micro-clusters by presenting a linear-based model and propose a metaheuristic Particle Swarm Optimisation (PSO) technique to minimise the makespan time and the allocation overhead time of heterogeneous workloads in batch execution. We present a comparative performance evaluation of metaheuristic PSO, mixed-integer programming (MIP) and randomised allocation based on the computation overhead time and the quality of the solutions. Our results show a crossover implying that mixed-integer programming is efficient for small-scale clusters, whereas PSO scales better and provides near-optimal solutions for larger-scale micro-clusters.

Index Terms—Edge Micro-Clusters, Edge Systems, Edge Computing, Task Allocation, Resource Management, PSO, Optimisation.

I. INTRODUCTION

The recent growth in Internet of Things (IoT) technology requires the distribution of computing resource across the network edge, rather than offloading computation to remote cloud data centres. This is mainly to minimise latency, eliminate network jitter, and enhance privacy of IoT-relevant services [1].

This transformation from a centralised model to a distributed model is captured by the trend in edge computing or fog computing. Several architectures and solutions have been proposed to facilitate effective edge computations. However, the majority of work focuses on edge computing systems where resources are considered sufficient for computing workloads locally. For example, cloudlet data centres deploy resource-rich computers or clusters to provide computation and storage services for nearby mobile devices [2], [3].

In this work, we focus instead on edge compute micro-clusters where the computing resources are extremely constrained. Edge compute micro-clusters demonstrate realistic infrastructures that can be deployed near the network edge to support smart IoT, based on micro-scale clusters composed of several small computing nodes with sufficient collective capacity to perform required computation.

Recent studies construct single board computer (SBC) clusters to process edge computing applications. Clustering resource-limited devices represents an effective way to offer sufficient computer power to handle workloads at the network edge. Although existing literature demonstrates the feasibility of such edge micro-clusters, most studies merely consider simple application deployment. Furthermore, there is an absence of evaluating complex multi-task scenarios, orchestration and management, and the required optimisation of such micro-clusters. In this paper we argue that resource management aspects, such as task allocation or load balancing, should be integrated within edge micro-cluster functionality to optimise overall performance and make these micro-clusters more efficient.

Resource management in edge computing can be complex, given resource heterogeneity, varying resource capacities, workload variation, and strict QoS requirements of IoT-based applications [4]. Resource management generally covers several technical concepts including, but not limited to, task allocation, task offloading, load balancing and resource provisioning [5]. These management aspects address specific problems and require advanced optimisation techniques. In this paper we assert that the optimisation techniques deployed in centralised cloud data centres need to be re-evaluated for compact edge micro-clusters.

This paper expands on our previous work on optimising task allocation for edge micro-clusters [6], through proposing a linear-model objective function and evaluating metaheuristic Particle Swarm Optimisation (PSO) [7]. PSO is a well-known optimisation technique used in many scientific areas, especially in cloud data centres to solve various resource management problems [8]. Our current study aims to evaluate the performance of different optimisation techniques in terms of solution quality and allocation overhead, particularly for edge micro-clusters. Although the No Free Lunch Theorem (NFLT) states that no optimisation technique can be most effective for all optimisation problems [2], [9], our evaluation reflects typical performance of selected optimisation techniques for micro-clusters and provide insights for edge computing researchers. Our results show that mathematical optimisation-
based allocation is appropriate for small-scale micro-clusters, whereas search-based metaheuristic allocation is a more viable technique for large-scale clusters. Accordingly, this paper seeks to address the following research questions:

1) **RQ1:** Which task allocation methods provide effective solutions that can optimise makespan time for edge micro-clusters in relation to heterogeneous workloads in batch modes?

2) **RQ2:** Which optimisation methods are efficient and appropriate (i.e., sufficiently lightweight) for edge micro-clusters?

This paper makes the following contributions. (1) The characterisation of micro-clusters nodes performance for processing concurrent workloads. (2) The contribution of a linear model based on empirical experiments to optimise the makespan time required to process heterogeneous workloads for edge micro-clusters. (3) The comparison of allocation overhead and solution quality of different optimisation techniques for task allocation for edge micro-clusters. (4) The identification of a crossover point that refers to the efficiency of task allocation optimisation techniques for edge micro-clusters. (5) An experimental evaluation of different optimisation techniques for optimising task allocation for edge micro-clusters.

The remainder of this paper is organised as follows. Section II outlines the systems specification and the task allocation problem formulations. Section III presents the adoption of PSO to optimise task allocation pertaining to the problems associated with edge micro-clusters. Section IV evaluates the results emerging from this study. Section V reviews related research into edge computing resource management and edge-based clusters. The paper ends with Section VI, in which the conclusion and suggestions for future research are presented.

**II. BACKGROUND**

This section briefly discusses edge micro-cluster systems and presents a linear model developed specifically for modelling tasks allocation.

A. **Edge Micro-Clusters and Workloads**

1) **Edge Micro-Clusters:** Edge micro-clusters represent compact edge platforms that form stationary or portable solutions deployed near data sources. Such micro-clusters might connect to the same local area network (LAN) of IoT appliances and operate using renewable energy or battery. Edge micro-clusters can provide sufficient computing resources to other tiny IoT devices that are not equipped with processing and storage resources, which mandates offloading their workloads to edge or cloud data centres.

Incrementing to the micro-cluster setup configured in our earlier work [6], this micro-cluster testbed features several heterogeneous nodes to model the system. The current version of our micro-cluster comprises eight Raspberry Pi devices drawn from different generations to model the system’s heterogeneity. The cluster nodes are mounted in a mini rack case and connected using an ethernet switch. Table I presents nodes specifications used in the configured micro-cluster testbed. The testbed configuration overall represents micro-cluster heterogeneity in terms of resources like CPU and memory. Such edge micro-clusters platforms might include other equivalent SBC devices with different hardware specifications.

In addition, edge micro-cluster systems can be configured to receive and process workloads using lightweight deployment technologies like Docker containers, which can instantly initialise application instances without extra delay to the system. Conventional virtualisation solutions, such as hypervisor virtual machines, might not be compatible with micro-cluster devices as they require larger resource overhead in terms of CPU or RAM.

Micro-clusters can perform heterogeneous edge-relevant workloads, offloaded from surrounding IoT appliances, such as environmental sensors or drones. The anticipated workloads might include workloads like image processing and audio processing tasks. The subsequent section describes workloads in more detail.

2) **Workloads:** In terms of workloads, we assume that edge micro-cluster platforms receive and process heterogeneous tasks in batch-execution mode. Different IoT devices generate workloads and choose to offload to micro-clusters through any networking medium for processing and storage. Micro-clusters aggregate tasks into batches to be effectively allocated on cluster nodes.

Micro-clusters consist of several physical nodes, and each node can host a limited number of Docker containers of heterogeneous tasks. We consider that workloads are heterogeneous with respect to task types as different applications generate and offload certain kinds of tasks. For example, image-detection applications capture images and offload workloads of different sizes to an edge micro-cluster for processing. Batch execution consumes expensive parallel processing; thus, effective optimisation techniques are required. Section II-B presents task allocation for micro-clusters in further detail.

B. **System Objective Function**

1) **Individual Node Performance:** The hardware and software specifications of nodes in micro-clusters differ from nodes deployed in centralised cloud data centres. The nodes in
micro-clusters are typically integrated with small to moderate computing resources in terms of CPU, memory, and storage, whereas cloud data centres deploy high-performance server machines. Table II presents exemplary hardware specification of nodes in edge micro-clusters and nodes in cloud data centres.

To develop effective task allocation for micro-clusters, nodes performance need to be characterised at first. Below we present pre-experiments to evaluate the performance of nodes used in our micro-cluster when processing edge representative tasks. The main objective of these experiments is to capture performance characteristics of nodes when processing concurrent realistic workloads. This is to direct us to model a more realistic system objective function customised to micro-cluster platforms. Existing work characterises similar edge devices using micro-benchmarks like Sysbench and Linpack [10]. However, micro-benchmarks might not be sufficient to capture meaningful performance of micro-cluster nodes [11]. We used real-world holistic benchmarks to represent a balanced mixture of micro-behaviours for edge applications and capture relevant node performance metrics.

In particular, we examined the performance of different Raspberry Pi devices when processing concurrent tasks. We benchmark devices drawn from different generations that represent typical resource heterogeneity in edge micro-clusters, when processing concurrent and heterogeneous workloads from different applications, image-detection (Yolo), audio-text converting (PocketSphinx), and audio-text synchronisation (Aeneas). These applications are drawn from DeFog benchmark suite [12]. In addition, we modified and extended the DeFog benchmark to enable us to send multiple tasks concurrently.

Results are presented in Figure 1. The evaluation illustrates that nodes performance are linearly affected by the number of concurrent tasks. Results show linear growth in processing times for all applications benchmarks. Moreover, the experiments reveal nodes capabilities limits for handling concurrent tasks. For example, Raspberry Pi devices RPi 2B, RPi 3B, and RPi 3B+ were not able to accommodate multiple tasks that require intensive-processing (i.e., image detection). We noticed task failures when sending more than four concurrent tasks for image-processing workload. Furthermore, those nodes were not responding for more than eight concurrent tasks. Analysing task failures is beyond the scope of this paper and is subject to future work. Subsection II-B2 explains a linear-model system objective function for task allocation for edge micro-clusters.

2) Linear Model Objective Function: As mentioned earlier, we assume that micro-cluster processes workloads in a batch-execution mode, where tasks are offloaded from various IoT applications and aggregated into batches. The challenge is to effectively allocate tasks to micro-cluster nodes such that we minimise the makespan time of the entire batch and respect the cluster resources capacities.

The objective is to effectively allocate tasks to the cluster nodes in order to minimise the total execution time for a full batch of tasks (i.e. the makespan time) by effectively allocate tasks to nodes. Equation 1 describes the system objective function we developed based on results from the nodes performance experiments presented in section II-B1. Equation 1 evaluates candidate solutions provided by allocation techniques, where $T$ is the makespan time, $m_n$ is a constant that represents the gradient of node $n$, $\text{numTask}_n$ is the total number of tasks assigned to node $n$, and $c_n$ is a constant that represents the y-intercept of node $n$. As the cluster processes tasks in parallel execution, $T$ is effectively the maximum execution time among all the cluster nodes. Table III presents linear interpolation values of the gradients and the y-intercept derived for different applications.

$$T = \max_{n \in N} \left( m_n \cdot \text{numTask}_n + c_n \right)$$ (1)

where:

- $T$: denotes the Makespan Time
- $m_n$: is a constant value representing the gradient of node $n$
- $\text{numTask}_n$: is the total number of tasks allocated to node $n$
- $c_n$: is a constant value representing y-intercept of node $n$

Similar to our earlier work [6], two constraints are introduced to model the micro-cluster heterogeneity and nodes capacities. First, we defined node capacity constraint (Equation 2), in which each node $n$ has a defined capacity and should not accept more than its defined capacity. $\text{cap}_n$ is a non-negative integer value that represents node $n$ capacity, $x_{nt}$ is a binary array of 0-1 indicating whether task $t$ is allocated to node $n$. $N$ and $T$ represent a set of cluster nodes and a set of tasks, respectively. In addition, we defined a further constraint (Equation 3) to make sure that each task $t$ is assigned to only one node $n$ and avoid assigning the same task to multiple nodes.

$$n \sum_{t \in T} x_{nt} \leq \text{cap}_n$$ (2)

$$\sum_{t \in T} x_{nt} = 1$$ (3)
III. TASK ALLOCATION USING PARTICLE SWARM OPTIMISATION

Particle Swarm Optimisation is a well-known metaheuristic optimisation technique inspired by the social collaboration of bird swarms. In PSO, various particles are generated to discover the search space. The PSO iteratively optimises candidate solutions for several number of iterations or upon meeting a pre-defined termination condition and gradually converges towards near-optimal solutions [7].

The velocity (Equation 4) and position (Equation 5) control particles in the search process. Velocity \( V_{i}^{t+1} \) computes the distance between the current position \( X_{i}^{t} \) and the new position \( X_{i}^{t+1} \) using information from current iteration and hyperparameters values, defined in next paragraph. This prompts particles to re-locate in the direction of the best position. Particle best positions \( PBest_{i} \) and global best positions of the swarm \( GBest \) are frequently updated and compared during the search process to maintain the best found position.

PSO hyperparameters direct particles in their search for a global optimum. The inertia weight parameter \( W \) is used to balance exploration and exploitation, where a high \( W \) value increases exploration and a small value increases exploitation. Equation 6 balances exploration and exploitation by assigning a large \( W \) value at the beginning of the search process and gradually decreases it throughout the search process. \( WMax \) and \( WMin \) are constants representing upper and lower bounds, respectively, \( t \) is the current iteration, and \( MaxIter \) is the total number of iterations. Equation 6 allows particles to discover the search space and then converge towards the best-found solution. A typically \( W \) value ranges from 0.4 to 0.9. In our experiments, we set \( W = 0.79 \) because we noticed that high value led to premature convergence whereas small value directed the particles to local optimal solutions.

The inertia weight \( W \), the acceleration coefficients \( c1 \) and \( c2 \), and the random variables \( r1 \) and \( r2 \) help controlling the velocity of the particles. Coefficient components \( c1 \) and \( c2 \) also impact exploitation and exploration in PSO. The individual component \( c1 \) is primarily responsible for increasing exploration, while the coefficient social component \( c2 \) is used to increase the exploitation. Balancing between \( c1 \) and \( c2 \) helps PSO particles to converge toward near-optimal solutions. The random variables are used to add randomness to the particles in each iteration. Table IV summarises the hyperparameters used in PSO and the assigned values employed in our implementation.

<table>
<thead>
<tr>
<th>Workload</th>
<th>Image Detection m-value</th>
<th>Audio-Text Converting m-value</th>
<th>Audio-Text Synch m-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>RP 3B</td>
<td>10</td>
<td>5</td>
<td>15</td>
</tr>
<tr>
<td>RP 3B+</td>
<td>10</td>
<td>5</td>
<td>15</td>
</tr>
<tr>
<td>RP 4B</td>
<td>5</td>
<td>5</td>
<td>5</td>
</tr>
</tbody>
</table>

\[
\left( \sum_{t \in T} x_{nt} \right) = cap_{n}, \quad \forall \ n \in N \quad (2)
\]

\[
\left( \sum_{n \in N} x_{nt} \right) = 1, \quad \forall \ t \in T \quad (3)
\]

### IV. PERFORMANCE EVALUATION

This section evaluates the performance of the task allocation techniques implemented in this work and analyses the results. The performance of the PSO-based technique is compared with that of the mixed-integer programming technique and with a random-based technique. Simple greedy techniques have been evaluated in our earlier work [6].

The experiments were carried out using both modelling and empirical evaluations. Specifically, the allocation techniques were implemented via modelling using a MacBook Pro machine (2.4 GHz dual-core i5, 4GB RAM). We empirically
Algorithm 1: PSO-based Task Allocation

Initialise Particles $X_1^i$ Randomly;
Initialise Velocity $V_1^i$ Randomly;
Initialise hyperparameters using table IV;

for $t$ in Iteration do
    for $i$ in Particles do
        Compute fitness using (Equation 1);
        Compute New Velocity $V_{t+1}^i$ using (Equation 4);
        Compute New Position $X_{t+1}^i$ using (Equation 5);
        #Update Best Position (PBest)
        if fitness $< P_{Best}$ then
            $P_{Best}=fitness$
            $X_{t}=P_{Best}$
        end
        # Update Global Position (GBest)
        if fitness $< G_{Best}$ then
            $G_{Best}=fitness$
            $X_{t}=G_{Best}$
        end
    end
end

return Best Allocation Decision

<table>
<thead>
<tr>
<th>TABLE IV</th>
<th>PSO HYPERPARAMETERS VALUES IMPLEMENTED IN THIS WORK</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parameters</td>
<td>Description</td>
</tr>
<tr>
<td>W</td>
<td>inertia weight</td>
</tr>
<tr>
<td>c1</td>
<td>coefficient for individual component</td>
</tr>
<tr>
<td>c2</td>
<td>coefficient for social component</td>
</tr>
<tr>
<td>r1</td>
<td>random coefficient</td>
</tr>
<tr>
<td>r2</td>
<td>random coefficient</td>
</tr>
<tr>
<td>Particles</td>
<td>Number of particles in each iteration</td>
</tr>
<tr>
<td>Iteration</td>
<td>Number of generations</td>
</tr>
</tbody>
</table>

conducted experiments using a physical micro-cluster testbed to evaluate the obtained solutions. The allocation techniques effectively should be executed on a cluster node capable of performing the orchestration and management aspects; however, due to dependencies requirements, we implemented the optimisation techniques via modelling on a MacBook Pro machine. The tasks are then allocated to cluster nodes according to allocation decisions.

We noted that the majority of work in the literature follows simulation-based experiments using simulation tools such as CloudSim or MATLAB. We used an empirical evaluation approach using a physical micro-cluster testbed to capture more realistic performance. PSO-based optimisation and the random-based techniques were implemented in Python, while the mixed-integer programming-based method was implemented using Google open source software suite for optimisation OR-Tools [13].

A. Optimisation Techniques

1) Mixed-Integer Programming Optimisation: Without loss of generality, the mixed-integer programming technique optimises the fitness function and allocates workloads to cluster nodes according to the optimal found allocation. Similar to PSO-based technique, it estimates each batch makespan time using values derived from Table III and takes into account the system constraints (see Equation 2 and Equation 3. We implemented this method using Google open source software suite for optimisation, OR-Tools [13].

2) Randomised Allocation: The random-based allocation method is a straightforward baseline allocation technique where workloads are randomly distributed to cluster nodes without knowledge about nodes capabilities or workloads types.

B. Evaluation Metrics

In this research, we evaluated the proposed allocation technique for edge micro-clusters based on two edge-relevant performance metrics. First is the allocation overhead time, which is the time required by an allocation technique to complete the required computation and produce an allocation decision. The second metric is makespan time, which reflects the quality of the solutions provided by the allocation techniques.

The makespan time is defined as the total time required for the micro-cluster testbed to process workloads in batch execution mode. The makespan time includes the time required by the allocation techniques to generate an allocation decision, the time required for offloading tasks to cluster nodes, the time required for the nodes to process the allocated workloads, and finally, the time required to receive results back from cluster nodes. As the micro-cluster processes tasks in parallel execution, the makespan time effectively is the maximum execution time required by the cluster node that takes the maximum time to complete its allocated workloads.

Table V presents examples of allocation solutions for allocating batches of 10 tasks and the estimated makespan based on the linear-model objective function. As per example, we explain the first solution for image-detection. According to the allocation decision, tasks $t_1, t_2, t_3, t_5, t_7,$ and $t_9$ are allocated to $n_7$; $t_4$ is allocated to $n_4$; $t_5$ is allocated to $n_4$; $t_5$ is allocated to $n_5$; and finally, $t_{10}$ is allocated to $n_6$. All tasks will be processed in parallel in the cluster and require an estimated makespan time of 40 sec, which is the time required by either $n_3$, $n_4$ or $n_5$. These nodes are RPi3B and the estimated $MakespanTime = 40$ sec, translated as: $m = 10$; $numTask = 1$; and $c = 30 (10 * 1 + 30 = 40)$.

C. Results Evaluation

1) Accuracy of the Linear Model: This subsection evaluates the linear model objective function. We assessed the
accuracy of the proposed linear model using three application benchmarks by comparing the estimated makespan time generated by the linear model and the actual makespan time on an eight node micro-cluster testbed. Figure 2 shows the results for different applications, where the x-axis represents different batch sizes, and the y-axis represents makespan time in sec. Overall, the results demonstrate that the linear model is useful for estimating the actual makespan time required for batch execution for edge micro-cluster. The data for the gradient and y-intercept values used for these experiments are presented in Table III.

2) Allocation Overhead Time: The allocation overhead time represents the runtime an allocation technique requires to search the solution space and converge to produce a task allocation decision. Allocation overhead time is a critical metric for edge computing because orchestration techniques run on resource-constrained devices, such as Raspberry Pi devices [14]. In relation to edge micro-clusters, we anticipate that the allocation technique will be deployed on one cluster node, thereby representing a cluster head node.

We consider two different scenarios to evaluate the performance of the optimisation techniques specifically for edge micro-clusters, as shown in Figure 3. For the first scenario, tasks are all the same types, representing homogeneous workloads to be effectively allocated to the cluster. In this scenario, the tasks are classified into different batches according to task types. For the second scenario, batches comprise heterogeneous workloads, where tasks are aggregated in mixed batches collected from different applications.

The PSO-based overhead time was compared to the mixed-integer programming allocation overhead time. Figure 3 shows practical crossover graphs identifying conventional overlapping between different task allocation optimisation techniques for edge micro-clusters. The allocation overhead time for the random-based technique never exceeds a few msec and was excluded from the figures.

The results demonstrate that the mixed-integer allocation technique is lightweight for homogeneous batches, as it converges very quickly and obtains the optimal allocation solution in less than 1 sec for up to 100 homogeneous tasks. However, the overhead time grows exponentially and dominates the total execution time for large homogeneous batches. Moreover, the problem becomes more complex for the heterogeneous workloads given the increased number of constraints, which makes exponentially complex MIP-based allocation an unfeasible technique for heterogeneous workloads.

On the other hand, PSO-based technique proves linear-complexity growth for both scenarios and achieves near-optimal solutions quality for homogeneous and heterogeneous batches, as we will explain in the following subsection. The PSO-based technique shows faster computation time than the mixed integer programming method and effectively produces near-optimal solutions for large-scale batches.

3) Makespan Time and Solution Quality: The task allocation techniques in this study are designed to minimise the makespan time metric, defined as the total execution time required for the edge micro-cluster to complete processing batches of workloads. This objective is achieved by identifying an appropriate allocation solution that permits effective distribution of tasks across cluster nodes.

We evaluated the performance of the task allocation techniques to find the most effective allocating decision that minimises the makespan time of different batch sizes. We assessed the performance of the allocation techniques with regard to different batch sizes and workloads types, i.e., homogeneous batches or heterogeneous batches.

Figure 4 illustrates the quality of solutions of the allocation techniques, namely: mixed integer-based allocation, PSO-based allocation, and random-based allocation. We examined for different batches of homogeneous and heterogeneous workloads to be allocated on an 8-node heterogeneous micro-cluster. For homogeneous workloads, results demonstrate that mixed-integer programming-based and PSO-based techniques can achieve comparable solutions quality, and their allocation overhead times do not significantly impact the total makespan time (see Figure 3). These findings overall prove that our
PSO-based technique is effective in producing near-optimal solutions compared with optimal solutions obtained by MIP-based technique.

For the heterogeneous batches, we examined three different heterogeneous batches where workloads are aggregated from different applications. The workload descriptions of batches is as follows. The image-detection workloads constitute 33%, audio-text synchronisation workloads constitute 33%, and audio-text converting workloads constitute 33%. For this scenario, results show that the allocation overhead time is growing exponentially for MIP-based allocation, as shown in Figure 3, and significantly influences the overall makespan time for large batch size (i.e., batch size 45 tasks). We observe that MIP-based technique takes 18 sec to produce the optimal allocation decision. The allocation overhead time of the PSO-based does not impact the makespan time as it grows linearly in relative to the batch sizes. Overall, the PSO-based technique demonstrates a viable and efficient technique that maintains both near-optimal allocation decision and minimal overhead time.

Finally, the results show that the random-based allocation is impractical for edge micro-cluster systems because the makespan time is always high for both homogeneous and heterogeneous batches; although the allocation overhead time remains constant and never exceeds a few msec. Furthermore, we noticed task execution failures when nodes exceeded their capacities. The analysis and the measurements of avoiding task failures are beyond the scope of this paper. This might involve techniques for load balancing or task migration between the cluster nodes.

4) Discussion: We conclude that there might be a necessary balance between obtaining high-quality solutions and securing much faster ones. It might be necessary to compromise between solution quality and computational complexity in order obtain faster allocation decisions. This applies when the allocation overhead to find high-quality allocation solutions exceeds the expected total computation time of any batch, particularly for large-scale clusters and large batch sizes.

5) Threats to Generality: We consider the generalizability of our findings. First, the devices deployed in the current version of our edge micro-cluster testbed were limited to Raspberry Pi devices. The characteristics of Raspberry Pi devices like cost, power consumption and advanced hardware specifications make Raspberry Pi devices a compelling selection for deployment in edge micro-cluster platforms. However, such micro-cluster platforms technically might involve other comparable SBC devices like Beaglebone or Odroid. Secondly, the cluster size is arguably smaller than the real-world scenarios. Yet, our linear-based model can be generalised easily to evaluate for larger clusters. Expanding the cluster size and involving other SBC types are planned for future work.

V. RELATED WORK

Edge micro-cluster platforms comprise several heterogeneous but resource-constrained computing nodes aggregated over a local area network and coordinated by a controller node [2] [15]. These micro-clusters demonstrate compact solutions for practical edge computing. Recent studies established the need for such micro-clusters and show the feasibility and suitability of using single board computers (SBCs), such as Raspberry Pi and Odroid devices, to build edge micro-clusters that can host edge-related applications [15].

Qureshi et al. [16] presented a SBC-based cluster for smart parking management system in context of smart city. Specifically, they constructed a small edge cluster using different SBC devices to monitor parking plots and analyze daily data. The work serves to motivate that such small SBC-based clusters are effective solutions for edge use cases. Rausch et al. [17] further investigated the energy characteristics of portable edge clusters and highlighted the usability of such clusters for portable and fieldwork edge use cases. The authors built an edge cluster using Raspberry Pi devices and general-purpose hardware devices. Sagkriotis et al. [18] investigated energy usage for SBC-clusters and developed energy monitoring application for profiling nodes energy consumption while hosting Docker containers. Nevertheless, further work is still required to optimise different resource management aspects for such computing clusters. Existing work only utilised micro-clusters for basic applications deployment without integrating the complexity of multi-task scenarios, orchestration, and different management aspects.

In edge computing, task allocation generally represents techniques applied to produce an optimal or near-optimal mapping of IoT-related workloads to edge devices. The overall objective is to generate effective allocation decisions capable of meeting different QoS requirements. This typically involves minimising edge-related metrics, such as makespan time, power consumption, and latency. Task allocation is a complex
optimisation problem in edge computing due to resource heterogeneity and the distribution of edge infrastructures. Researchers have proposed task allocation solutions based on various optimisation approaches. Solutions can be generally classified into three categories: mathematical-based solutions, heuristic-based solutions, and metaheuristic-based solutions [2] [5]. Skarlat et al. [19] provided a genetic algorithm-based solution to optimise fog service placement in fog computing. They compared the greedy first fit, exact optimisation, and cloud solutions through simulation methods. Taneya et al. [20] developed a heuristic-based algorithm to deploy applications in fog-cloud paradigm. The proposed solution iterates from fog nodes toward cloud nodes, thereby placing application modules on the most eligible fog nodes. If no fog nodes are available, contact is made with cloud nodes. Azimi et al. [21] compared two metaheuristic optimisation algorithms, namely: Particle Swarm Optimisation (PSO) and BAT algorithm to optimise multi-clustering management. Gill et al. [22] proposed a ROUTER resource scheduling management based on PSO technique for different QoS metrics for smart homes, including energy consumption, latency, bandwidth, and response times. They implemented the proposed solution using iFogSim and compared it with two algorithms, namely: round robin and first come first serve scheduling. Compared to [22], this work evaluates PSO-based task allocation designed to optimise batch execution for micro-clusters composed of several resource-limited devices and investigates the effectiveness and the efficiency for the proposed techniques. In comparison to existing research, this paper seeks to evaluate different task allocation techniques for optimising batch execution for edge micro-cluster platforms.

VI. CONCLUSION

This paper presents a comparative evaluation of different optimisation techniques for optimising heterogeneous workloads in batch execution for micro-cluster platforms. The performance of PSO-based allocation technique was compared with that of mixed-integer programming allocation and with the randomised-based allocation techniques. Our evaluation demonstrates a crossover point, which provides typical indicative limits for the application of each optimisation technique for edge micro-clusters. Our results indicate that PSO and MIP both achieve comparable solutions for small-scale edge clusters. However, PSO scales better and finds effective solutions for large-scale micro-clusters, with linear computation overheads compared to the exponential MIP for large-scale clusters. Based on our evaluation, we argue that mathematical-based optimisation is only recommended for task allocation for small-scale clusters, while PSO-based optimisation demonstrates a lightweight and effective optimisation approach for large-scale edge clusters. For future directions, we intend to extend this work by optimising other edge-related QoS metrics, like energy consumption and cost, to address complex multi-objective optimisation problems. In addition, we aim to evaluate other metaheuristic optimisation techniques, such as genetic algorithms.
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