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Abstract—Artificial Intelligence-based applications have been increasingly deployed in every field of life including smart homes, smart
cities, healthcare services, and autonomous systems where personal data is collected across heterogeneous sources and processed
using "black-box” algorithms in opaque centralised servers. As a consequence, preserving the data privacy and security of these
applications is of utmost importance. In this respect, a modelling technique for identifying potential data privacy threats and specifying
countermeasures to mitigate the related vulnerabilities in such Al-based systems plays a significant role in preserving and securing
personal data. Various threat modelling techniques have been proposed such as STRIDE, LINDDUN, and PASTA but none of them is
sufficient to model the data privacy threats in autonomous systems. Furthermore, they are not designed to model compliance with data
protection legislation like the EU/UK General Data Protection Regulation (GDPR), which is fundamental to protecting data owners’
privacy as well as to preventing personal data from potential privacy-related attacks. In this article, we survey the existing threat
modelling techniques for data privacy threats in autonomous systems and then analyse such techniques from the viewpoint of GDPR
compliance. Following the analysis, We employ STRIDE and LINDDUN in autonomous cars, a specific use-case of autonomous
systems, to scrutinise the challenges and gaps of the existing techniques when modelling data privacy threats. Prospective research
directions for refining data privacy threats & GDPR-compliance modelling techniques for autonomous systems are also presented.

Index Terms—Autonomous Systems, Data Privacy, General Data Protection Regulation, GDPR, Threat Modelling Technique

1 INTRODUCTION

In recent years, data-driven applications are increasingly
being deployed in all aspects of life including smart homes,
smart cities, healthcare, medical services, and autonomous
systems (AS) [1]. In such applications, Artificial Intelligence
(Al) incorporating various algorithms is profoundly em-
ployed, where personal data is collected and aggregated
from heterogeneous sources before being processed using
"black-box” algorithms in opaque centralised servers [2]]-
[5]. As a consequence, preserving the data privacy and
security of these applications is of paramount importance
[6]. In this respect, a modelling technique for detecting po-
tential threats and specifying countermeasures to mitigate
the vulnerability plays a significant role in securing personal
data from a variety of data breaches and privacy attacks.
Numerous threat modelling techniques have been pro-
posed in the literature such as STRIDE, LINDDUN, and
PASTA but none of them is sufficient to model the privacy
threats of AS. This is due to several reasons such as: (i) most
of the existing threat modelling techniques sorely focus on
software-based security, not data privacy threats, (ii) several
techniques such as LINDDUN are dedicated to modelling
data privacy threats but their approaches are based on
assumptions [7] (i.e., implementation assumptions [8] and
security assumptions [9]); as a consequence, such techniques
are limited to only pre-defined threats [7]-[9]; and (iii) these

techniques are not adoptable to new privacy breaches and
new types of privacy attacks in complex systems consisting
of numerous components including humans, smartphones,
sensors, and other types of Internet of Things (IoT) devices
such as traffic cameras and road-side units (RSU). Modelling
the privacy threats for such systems requires a holistic pic-
ture of threat landscapes in which diversified components
are interplayed, rather than only considering some specified
and pre-defined system models. Furthermore, since May
2018, the new data protection legislation in EU member
states and the UK (i.e., the General Data Protection Regu-
lations (GDPRﬂ) has come into force. Modelling the GDPR-
compliance is more effective in ensuring users’ privacy
and protecting personal data, far beyond modelling data
privacy threats, which only focus on different types of
privacy-related attacks [10], [11]. This has called a critical
need for applications and/or services processing personal
data to have modelling tools for analysing data privacy
threats and analysing compliance with sophisticated GDPR
requirements [11]]-[13].

In this paper, we conduct a survey on data privacy threat
modelling techniques with the focal point of whether such
techniques are applicable for modelling data privacy threats
in autonomous systems, particularly under the perspective
of complying with the GDPR. The main contributions of this

1. https:/ / gdpr-info.eu/



survey paper are as follows:

1) The review of the existing modelling techniques for
privacy threats in autonomous systems under the
GDPR compliance perspective.

2) An insightful analysis of modelling privacy threats
and complying with the GDPR in autonomous sys-
tems, provides a better understanding of how com-
plying with the GDPR directly results in preventing
privacy threats by taking an autonomous car system
as the evident instance.

3) The identification of challenges, gaps, and future
research directions in developing an effective data
privacy modelling technique leveraging the GDPR
principles and requirements as the baseline, en-
abling the compliance verification and enforcement
in autonomous systems.

The rest of the paper is organised as follows: In Section
we provide the background on various threat modelling
techniques as well as an overview of autonomous systems.
In Section 3} the state-of-the-art threat modelling techniques
are described with analysis of how these techniques can de-
termine the data privacy requirements and identify threats
in AS. The next section (Section [d) provides detailed infor-
mation about the GDPR principles and requirements, their
roles in preserving data privacy in AS, and specifies the
rationale for not being compliant with the GDPR. Section
presents an insightful discussion on how threat modelling
techniques (i.e., STRIDE and LINDDUN) are applied in the
Autonomous Car System (ACS) use-case, along with the
challenges and gaps for identifying data privacy threats
under the perspective of GDPR compliance. In this sec-
tion, unsolved challenges hindering the existing modelling
techniques from effectively modelling data privacy and
the GDPR-compliance are also analysed. The last section
(Section [6) summarises the paper and provides potential
research directions to develop data privacy threat modelling
techniques for AS based on the GDPR.

2 BACKGROUND

This section provides background on the concept of threat
modelling and notable modelling techniques that can be
employed in AS. An overview of AS with characteristics,
challenges, and difficulties in modelling data privacy threats
is also provided. Table[I|depicts the acronyms with descrip-
tions frequently used throughout this paper.

2.1 Overview of Threat Modelling

Threat modelling is a procedure that is used to (i) determine
the security requirements of a system, (ii) identify threats
and vulnerabilities, (iii) evaluate the criticality of the de-
tected threats and vulnerabilities, and (iv) prioritize the mit-
igation methods. Threat modelling is based on several tra-
ditional security methods such as attack trees and STRIDE,
which were developed in the 1990s. [14]. The modelling
of threats requires comprehending the system’s complexity
and recognizing all possible dangers to the system [15]. It
is essential to identify the threats that can occur in a system
before claiming that it is secured [15]. Furthermore, the secu-
rity of the system is defined using a systematic engineering
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approach [16]. This approach includes the identification of
security risks, security requirements, and recovery strate-
gies. It would require less time and effort to address the
security issues if security engineering [17] is incorporated in
the system design process [18] from the initial architecture
specification.

The identification of threats helps in the formulation of
realistic and relevant security requirements. This is impor-
tant because if the security criteria [19] are inaccurate, the
system’s concept of security is incorrect, and the system can-
not be secured. A proper threat assessment [20] reduces the
capacity of attackers to misuse the system. The most succinct
and basic descriptions of the threat modelling approach
have been provided which include four key phases, namely
decomposing the system, eliciting the threats, determining
the countermeasure and mitigation, and prioritizing the
threats. Therefore, a threat modelling technique is typically
developed based on a four-step framework in accordance
with the four phases, as illustrated in Figure [1|[21].

In step 1, a model of the system is created. Data
flow diagrams and attack trees, for example, are good
ways to illustrate system modelling. In step 2, the threat
model/approach is used to find threats. Threat modelling
approaches such as STRIDE [21]], Attack trees [22], PASTA
[23] etc., can be used to find threats in a system. In step 3,
these approaches are used to outline mitigation strategies
for the threats. Finally, in step 4, the model is validated for
completeness and effectiveness (i.e., the system is secured
from potential threats).

2.2 Notable Threat Modelling Techniques

A variety of threat modelling techniques have been pro-
posed and are already used in real-world scenarios, coming
with both pros and cons.

2.2.1 STRIDE

STRIDE is a model-based threat modelling technique devel-
oped by Microsoft [24]. It has been effectively applied to
cyber-physical systems (i.e., grid systems, robotics systems
etc.) [25]. This is a two-way method. In the first phase, a
data flow diagram is created to check the flow of data.
In the second phase, the STRIDE technique is utilized to
identify and model the threats as defined by its name (i.e.,
Spoofing, Tempering, Repudiation, Information Disclosure,
and Elevation of Privileges) [26]. The threats identified by
STRIDE are listed in Table[2} along with their corresponding
definitions.

Before the physical installation of systems (i.e., IoT de-
vices, autonomous systems etc.), STRIDE [27] is utilized in
the design phase to identify cyber-attacks(i.e, phishing at-
tacks). After that, threat mitigation strategies are employed
to stop the identified threats [28]-[30]. In addition, The main

Find Address .
> Threats > Threats > Validate >

Fig. 1: The four-step framework for threat modelling tech-
niques

Model
System




TABLE 1: Acronyms with Descriptions

Acronyms Description Acronyms Description

AC Autonomous Car 101 Items of Interest

AS Autonomous System LINDDUN Llnkablllty Identifiability, Non—Repudl.atlon, Detectability, Disclosure of Infor-
mation, Unawareness, and Non-Compliance

ACS Autonomous Car System PbD Privacy by Design

DC Data Controller RSU Road Side Unit

DP Data Process STRIDE 1Sepg(;c;fmg Tempering Repudiation Information Disclosure and Elevation of Privi-

DS Data Subject TA Trusted Authority

Dol Disclosure of Information V2v Vehicle to Vehicle

GDPR Data Protection Regulation V2I Vehicle to Infrastructure

TABLE 2: Threat Categories of STRIDE

Security

Threat . Description
Requirement
. - Pretending to be something or someone
Spoofing Authentication other than yourself.
. . Try to add/modify something in re-
Tampering Integrity sources(disk, network, memory etc.).
. Non- Claiming you were not responsible or
Repudiation Repudiation did not do something.
Information . 1 The information is provided to the one
. Confidentiality . .
Disclosure who is not authorized.
Denial - Restrict the resources that are required
. Availability :
of Service to deliver.
Elevation Authorization Permitting someone to perform a task
of privilege for which they are not authorised.

TABLE 3: Threat Categories of LINDDUN

Threats Properties
Linkability Unlinkability
Identifiability Anonymity & pseudonymity
Non-repudiation Plausible deniability
Detectability Undectecbility & unobservability

Disclosure of information
Content unawareness
Policy and content non-
compliance

Confidentiality
Content awareness

Policy and content compliance

issue of modelling with the STRIDE is that as the system’s
complexity grows, so does the number of threats. Another
drawback of STRIDE is that it cannot guarantee to model
the system’s data privacy threats [31].

222 LINDDUN

LINDDUN stands for Linkability, Identifiability, Non-
Repudiation, Detectability, Disclosure of information, Un-
awareness, and Non-Compliance. Linkability allows the
attacker to connect two or more Items of Interest (Iols) to
establish a link to a specific system. The term “identifia-
bility” means that the attacker will be able to locate the
object of interest. Non-repudiation is another threat in which
an adversary attempts to attack a target, but difficult-to-
counter evidence. Detectability refers to whether an enemy
can identify a target of interest. Furthermore, information
disclosure is a security risk that exposes information that
should not be exposed [32].

Moreover, Unawareness is a threat that occurs when
a user does not know the effects of sharing information.
The non-compliance threat shows that the system is not
compliant with the regulations and legislation. Table [3] il-
lustrates the threat categories of LINDDUN. Furthermore,
LINDDUN uses the iterative process to discover dangers in
a system and then build threat trees [33]-[35]. The strong
point of LINDDUN is that it has rich privacy documenta-
tion. On the other hand, it is a lengthy procedure.

Another deficiency of LINDDUN is that it is based
on some pre-defined assumptions and lacks flexibility in
complex scenarios where different components interplay
with each other. The assumptions are defined in the LIND-
DUN tutorial [33] as “direct or indirect choices to trust
the system components (i.e., data store or data flow) to
behave as expected”. The LINDDUN threat template (which
is included in the supporting materials) allows assumptions
to be entered in the 'Remarks’ section. However, the study
[7] found that most of the assumptions are based on the DFD
notation’s limitation of expressiveness. Some assumptions
directly refer to concepts such as trust and attacker capabili-
ties that are not typically modelled in a system architecture,
which raises the question of whether these aspects should
be modelled directly as a part of the system [7].

223 PASTA

Process for Attack Simulation and Threat Analysis (PASTA)
is a risk-centric technique that consists of seven stages [36].
It has several functions which are performed at various
phases. Stage 1, defines the objectives; stage 2, defines
the technical purpose; stage 3, implements the application
decomposition; stage 4, conducts threat analysis; stage 5,
conducts vulnerability and weaknesses analysis; stage 6,
conducts attack modelling; and stage 7 conducts risk and
impact analysis [23]], [37]. This technique can be used to
meet both business and technical goals [38]. PASTA has
rich documentation to assist with its laborious and extensive
process [39]]. However, this technique is insufficient to deal
with data privacy threats.

2.2.4 Persona non-Grata

The Persona Non-Grata (PnG) modelling approach focuses
on attackers, their motivations, and their ability to attack a
system. It allows the threat modellers to identify the threats
from the counter side. The technical experts try to identify
vulnerabilities that are caused by the potential adversary
[40]. This technique [41] identifies misuse cases with a
target, possible attack scenarios, and adversarial personas
[42].

Furthermore, This technique is simple to implement, yet
it is underutilized in research. It has a low rate of false
positives and a good level of consistency, although it may
not be able to detect all threat types [41]. This technique can
be used with an agile approach that includes personas.

2.2.5 Security Cards

This is an informal technique based on brainstorming for
identifying novel and difficult attacks. The analysts utilize



play cards to answer questions about potential attacks in
various scenarios. For instance, why is the system under
attack? Who is responsible for this? What kind of assets can
be harmed and how can they be harmed? [41]].

To identify threats, the Security Cards modelling tech-
nique uses a deck of 42 cards such as human impact (9
cards), adversary’s motivations (13 cards), adversary re-
sources (11 cards), and adversary’s methods (9 cards). This
approach can be used to discover almost any form of threat,
but it produces a lot of false positives and can not be
employed in non-standard scenarios [41]. In industry, the
Security Card technique is hardly used [41].
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The Hybrid Threat modelling Method (hTMM) is made up
of SQUARE (Security Quality Requirements Engineering
Method), Security Cards, and PnG activities [42], which
was developed by Software Engineering Institute in 2018.
The main characteristic of the technique is to provide a
consistent result with no false positives(i.e., an object, that
has been classified as harmful despite the fact that it isn’t
a threat), and no overlooked threats [42]. The main steps
of hTMM are to highlight the system to be threat-modelled,
apply for the security cards, remove unlikely PnG (i.e., there
are no realistic attack vectors), use the tool support for
finalizing the results, and finally continue to process for risk
assessment. The flaw in htMM is that it does not provide
mitigation for the threats that have been identified, and it
requires a lot of effort to model complex systems.

2.2.7 Attack Trees

This is one of the oldest techniques, and it has been widely
used in conjunction with other threat modelling techniques
like STRIDE, CVSS, and PASTA [43], [44]. The attacker’s
aim is put at the root of the tree, while the strategies to
achieve the goal are put at the leaf nodes. By travelling
through the leaves, AND and OR nodes are used for various
aims. Attack trees are used to make security decisions and
determine whether the system is vulnerable to attack. The
use of the attack tree modelling technique was proposed
[44] to develop the threat model of buildings and home
automation systems to model the security flaws in their
development and implementation. This strategy is simple
to understand and only beneficial when security considera-
tions are properly comprehended [44].

2.2.8 Quantitative Threat modelling Method (QTMM)

This technique [45] consists of STRIDE, CVSS and At-
tack Trees. With this technique [46], a few pressing issues
could be solved for cyber-physical systems. Another aim of
QTMM technique is to generate attack ports for individual
components. These attack ports then forward the risk to the
connected components. The system risk assessment is done
by score card (i.e., (1) Insignificant, (2) Minor, (3) Moderate,
(4) Major, and (5) Catastrophic). If the component root nodes
have a high-risk score, the attacked port has a high-risk
score as well and is thus more likely to be executed. This
is a time-consuming technique and requires high effort to
achieve consistent results.

2.2.9 Trike

In Trike, the threat modelling is performed from the view-
point of defensive and risk management [47]. This technique
starts by defining a system. Then the expert analyses the
requirement model by enumerating and understanding the
system’s actors, assets, intended actions, and rules. As a
result, an actor-asset-action matrix can be built. The trike
modelling technique lacks documentation and is a time-
consuming process.

22.10 CVSS

The Common Vulnerability Scoring System (CVSS) mod-
elling approach identifies vulnerability attributes and as-
signs a numerical score to their severity. This establishes
a consistent grading system for a variety of cyber-physical
systems [48], [49]. CVSS has three metric categories (Base,
Temporal, and Environmental), each with a set of measure-
ments.

The algorithms for computing the scores of metrics are
confusing, even though these metrics are thoroughly de-
tailed in the documentation. However, this approach is still
commonly employed. Other threat modelling techniques are
utilized in conjunction with this technique.

2211 VAST

The Visual, Agile, and Simple Threat (VAST) modelling ap-
proach is an automated threat modelling approach. Because
of its scalability and applicability, this strategy is employed
in large organizations to offer actionable and dependable
findings for a variety of stakeholders [50], [51].

Two models are developed in this technique: an appli-
cation threat model that uses data flow diagrams and an
operational threat model that is based on attacker mindset
DFDs. As a result, VAST can be integrated into the devel-
opment and DevOps life-cycle of an organization [50]. This
technique is used to model security and privacy in intelli-
gent autonomous vehicles [52]. However, this technique is
time-consuming and requires extensive effort in modelling
a system.

2.2.12 OCTAVE

For cyber-security planning and assessment, the Opera-
tionally Critical Threat, Asset, and Vulnerability Evaluation
(OCTAVE) modelling technique [53]], [54] are utilized. It is
primarily concerned with identifying organizational risks
and does not address technical threats. This strategy was
created primarily for large organizations. Small businesses
can also benefit from OCTAVE-S. This technique is com-
prehensive and adaptable. However, It’s a time-consuming
procedure with vague documentation.

Table f]illustrates the strengths and weaknesses of threat
modelling techniques [38]. These techniques are evalu-
ated based on various parameters such as maturity, focus,
time/effort, mitigation etc. The 'maturity’ is determined
by how effectively each technique is specified, how fre-
quently it has been utilized in case studies, and how fre-
quently it has been coupled with other techniques. The
"focus” shows the point of view or the perspective based
on which the technique was designed. The "Time/Effort’
indicator indicates how time-consuming and labor-intensive



Major Characteristics
1. Open
2. Anticipatory
3. Context aware

4. Self aware

Characteristics of
Autonomous Systems

Minor Characteristics
(self)
1. Configuring

2. Healing
3. Optimizing
4. Protecting

Fig. 2: Characteristics of Autonomous Systems [57]

the procedure is. The term 'mitigation” refers to whether
the procedure includes any mitigation strategies. The term
‘consistent results’ refers to whether or not a technique
provides consistent results when repeated. The ’Easy to
use/learn’ term represents how easily these techniques are
adopted. The term ‘automation” shows the ability of the
technique to be examined in an automated way. Finally, the
term "tool” shows its integration with Software Development
Life Cycle (SDLC).

2.3 Autonomous Systems and Characteristics

A machine or a system is considered to be autonomous
when it is capable of thinking, contemplating, speculating,
and making judgments without human involvement [56].
Figure [57], illustrates the characteristics of an autonomous
system (AS). These characteristics are divided into mi-
nor and major characteristics. The minor characteristics
include self-configuring, self-healing, self-optimizing, and
self-protecting (termed as CHOP); and the major charac-
teristics include open, anticipatory, context-aware, and self-
aware.

The relationship between ISO 9126 quality parameters
and AS features [58], [59] is depicted in Table Functional-
ity, Reliability, Usability, Efficiency, and Maintainability are
examples of quality factors. The term "Functionality” refers
to software that can meet the needs of its users. It also
has the security features of appropriateness, accuracy, and
interoperability [60], [61]. The term ’Reliability” refers to a
system’s ability to adapt to changes in the environment, cor-
rect problems, and improve its own performance. Moreover,
"Usability” refers to how easily a user can communicate with
a system. Understandability, learnability, attractiveness, and
operability are all sub-factors of Usability. The 'Efficiency’
is measured in the context of time and resources; i.e., the
extent to which the system can make use of its resources.
Furthermore, the capacity to facilitate ease of maintenance
is referred to as "Maintainability’. The sub-factors of main-
tainability are analysability, testability, changeability, and
scalability. The ability of software to adapt to and transfer
to any environment is referred to as ‘Portability’. Portability
[61] has sub-characteristics such as adaptability, instability,
replicability, and coexistence.

The characteristics of AS highly affect the privacy preser-
vation in autonomous systems [62]]. For example, the char-
acteristics of AS such as being open and transparent are
important factors for its users since it fosters confidence
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in the system by giving them an easy way to comprehend
what the system is doing and why. Moreover, transparency
is crucial for AS safety certification because it makes the
system’s procedures available for independent verification
against safety requirements. If accidents occur, an AS (ie.,
Autonomous Car) must be open to investigators and be
able to pinpoint the internal procedure that caused the
accident. Thus, failing to be transparent would lead to an
untrustworthy AS, requiring the threat modelling technique
to ensure how the AS would respond to the external adverse
environment and identify the emergence of threats.

Figure (3| shows the architecture of the Autonomous
System (AS). The AS has five main components [63]: au-
tonomic manager, knowledge source, touch-point, manual
manager, and enterprise service bus. These components
work together to manage the system itself. The autonomic
manager uses the control loop which is made up of four
functions known as MAPE (Monitor, Analyze, Plan and Ex-
ecute). It controls both hardware and software components.
Autonomic Manager consists of two elements i.e., managed
element and the autonomic element. The managed element
represents the entire system that has sensors and effectors.
Sensors collect the information of current states and store
it in a knowledge base and effectors help the autonomic
manager to trigger actions over the managed elements.

The flow of data in Figure [3| illustrates how the man-
aged element collects the information through sensors and
transfer it to the control unit to decide on and dictate
appropriate actions to the effectors. All components work
together to perform tasks by transforming knowledge. The
knowledge component contains knowledge of any type of
data that is used by the autonomic manager for perform-
ing management functions. The knowledge can be in the
form of information on policies, requests or changes in
plans. Moreover, the touch-point identifies the current state
of the managed element and performs some management
operations. The manual managers allow IT professionals
to perform management operations. Whereas the enterprise
service bus enables the connection between all the building
blocks of a system through which they can communicate
with each other.

Managed element

Effectors

Action ﬂ

Execute

Sensors

Data ll

Monit

Knowledge

Analyze Plan

Autonomic Manager

Fig. 3: Architecture of Autonomous System



TABLE 4: Strengths and Weaknesses of some notable Threat modelling Techniques [38]]

Threat Maturity Focus Time/Effort Mitigation Consistent | Portability | Easy to | Automation Tool
modelling results use/learn

Techniques

STRIDE [26] High Defender High Yes No Yes Medium Yes Yes
LINDDUN [33] High Assets /Data | High Yes No Yes No No No
PASTA [36] High Risk High Yes No Yes No No No
CVSS [55] High Scoring High No Yes No No Yes No
Attack Trees | High Attacker High No Yes Yes Yes No No
[44]

[ PnG [41] Medium Attacker Medium No Yes Yes Yes No No
Security Cards | Medium Attacker Medium No No Yes Yes No No
[41]
hTMM [42] Low Attacker High No Yes Yes Medium No No

/Defender
Quantitative Low Attacker High No Yes Yes No No No
TMM [45] /Defender
Trike [47] Low Risk High Yes No Yes Medium No No
VAST [50] High Attacker High Yes Yes Yes Medium Yes Yes
OCTAVE [53], | Medium Risk /Orga- | High Yes Yes Yes No No No
154] nization

TABLE 5: Mapping Characteristics of Autonomous Systems
with Quality Factors [58], [59]

Autonomous
. System

Quality Factors Charzcteristics
Minor (self) Major
Configuring

Functionality Protecting Self Aware
Optimizing Context Aware
Protecting

- Healin

Reliability Protectfi;ng —_—

Usability Configuring —

Efficiency Optimizing Anticipatory
Configuring

Maintainability | Healing Anticipatory
Optimizing

Portability Configuring | Open

2.4 Preserving Data Privacy in Autonomous Systems

The wide use of Autonomous Systems (AS) has resulted in
various ethical and privacy issues and concerns [64]. Users’
privacy must be protected not just to comply with the Uni-
versal Declaration of Human Rights H but also to prevent
cybercrime such as phishing attacks [65]], identity theft [66],
cyber frauds [67], online discrimination [68], cyberbullying
[69], cyberstalking [70], and other forms of cyber-crimes
[71]. Privacy is an important factor to be considered when it
comes to safeguarding the ethics and values of Al systems
[72]. The effects and challenges of privacy in Al-based
equipment are described in the studies [73]-[75].
Autonomous technologies such as drones [76], self-
driving cars [77], robots [78]], and personal assistants [79] ac-
quire a significant amount of data from their users. This data
is gathered through surveillance and interrogatory ways
[80]. In surveillance mode, autonomous systems gather in-
formation automatically, E.g., an autonomous car collects
the data of distance travelled, time-stamped location, routes
taken, and departure and arrival points [81]. In the interro-
gation mode, the user is asked to supply information. Per-
sonal assistants, for example, might inquire about the next
song to be played, or a self-driving car might inquire about
the destination location. The data obtained by these devices
may have privacy problems (i.e., drones may be used to spy

2. https:/ /www.un.org/en/about-us/universal-declaration-of-
human-rights

on individuals on purpose [82]). Thus, challenges to privacy
vary depending on the extent of autonomy, for example,
a completely autonomous system [83] is independent in
collecting data and can modify the technique or type of data
collection at any time.

Information processing of collected data by the AS can
lead to a variety of activities. Aggregation is one of these
activities [80]. This allows the system to learn more about
the individual than the individual knows about themselves,
a phenomenon known as inverse privacy [84]. For example,
the autonomous automobile can create a detailed profile
of the passenger’s travel patterns and behaviors, proving
someone was at a specific location, and predicting the user’s
future trips [81]]. Exclusion [80] is another activity, where the
user is unable to change or remove his previously stored
data, allowing the AS to make incorrect decisions about
them based on their previously stored data. Identification of
the individual based on linkability is another activity [80].
Drones that collect information on individuals, for example,
have cameras that are not static like CCTVs, and can readily
identify the individual based on his ongoing data collection.
The owner of a car can be identified by the face and gait
as developed by Jaguar [85]. This could also allow the
Autonomous Car (AC) to distinguish between passengers
in other automobiles, as well as pedestrians who happen to
be walking by. As a result, what people do and where they
travel could be monitored.

Another challenge with the AS’s information processing
of obtained data is the use of individual data for segregation
and discriminating reasons [86], which is often regarded as
violating people’s privacy [87]. For example, a healthcare
robot [88], [89] could decide on its own whether or not
to provide a specific treatment to someone who leads an
unhealthy lifestyle or to prioritize those who are in better
health. Additionally, further research is being carried out
to see if the AS is capable of lying and manipulating us to
persuade us [90]. As, AS gather more information about us,
it is privy to using persuasive methods on us [91].

Another significant challenge in ensuring data privacy
in AS is information dissemination [91]. The AS may share
the information it collects with other parties for marketing
or advertising purposes. The location of the vehicle and its
owner can be tracked and shared by the infrastructure with




third parties. Furthermore, some organizations promote
drone-based advertising [92]. Individuals would be easily
exposed to coordinated autonomous systems without the
need for any precise time or location constraints. As a result,
this may pose a greater threat to an individual’s privacy
than any previous attacks in this technologically advanced
age.

In the next section, we will discuss how data privacy
threats in AS can be modelled using the existing threat
modelling techniques.

3 DATA PRIVACY THREAT MODELLING FOR AU-
TONOMOUS SYSTEMS

This section examines how existing threat modelling tech-
niques are used for conducting data privacy threats, par-
ticularly for autonomous systems. We also scrutinize bar-
riers and challenges when implementing these techniques
for modelling data privacy and GDPR compliance as well
as discuss the reasons why such techniques are not fully
suitable for data privacy analysis in autonomous systems.

3.1 Overview of Data Privacy Threat Modelling Tech-
niques for Autonomous Systems

Existing threat modelling techniques such as STRIDE,
PASTA, and Attack trees are well suited for modelling
security threats for AS [93]; however, these may not be
effective enough to model the data privacy of an AS [94].
In the survey [95], the authors cover cyber-security and
modelling approaches for finding and mitigating risks and
vulnerabilities in the AS. The researcher further focuses on
modelling systems, threats, vulnerabilities, and attacks of
AS but does not highlight the approaches to model the data
privacy threats in autonomous systems.

Moreover, the survey [96] highlighted models and meth-
ods based on machine learning (ML) and deep learning (DL)
that can detect and counter both known and unidentified
threats (i.e., SQL injection, OS fingerprinting, malicious code
execution, etc.) in big data. The study also suggested a
Secure Data Analytics (SDA) architecture based on DL and
ML to characterize input data as acceptable or malicious.
Similarly, in the review paper [97], the authors examine
certain threat models and risk assessment techniques re-
lated to IoT. They also discuss the various IoT risk assess-
ment techniques. To predict and evaluate cyber risks and
safeguard industrial assets from future cyberattacks, the
study [98] suggests a structured threat modelling technique
for Industrial Cyber-Physical Systems (ICPS). The process
includes categorizing ICPS assets according to their level
of importance before examining the cyber security flaws,
threats, risks, effects, and solutions. However, these studies
do not discuss the data privacy threats and the countermea-
sures specifically for AS.

Syed Ghazanfar Abbas [99] used the STRIDE threat
modelling technique to identify phishing threats in the
automotive system [100] and the smart home [101]]. Phish-
ing causes data breaches which are done by theft of the
user’s credentials by sending emails [102]-[104]. Moreover,
in [105], the authors used various threat modelling tech-
niques such as VAST, PASTA, STRIDE etc. for the Intelligent
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Autonomous Vehicles (IAV) to discuss and mitigate the
privacy and security-related vulnerabilities. It also discusses
the taxonomy of security, vulnerability, and privacy. The
researchers in [106], use the CIA (Confidentiality, Integrity,
Availability) model to analyze each component of a system
to identify security and privacy-related attacks. However,
these techniques are not fully effective in detecting phishing
attacks and preventing AS from data breaches.

In [107]], the authors used LINDDUN threat modelling
technique and presented the evaluation criteria for a smart
home hub using common criteria. The descriptive study
[108] of LINDDUN assumptions is presented for the empiri-
cal study of IoT-based home automation systems. The result
showed that these assumptions are suitable for mitigating
some potential threats, but some assumptions are under
analysis where some are not in the scope of LINDDUN.
Moreover, in the study [109], the authors explained that
LINDDUN is not sufficient to mitigate the privacy threats
[110], which is not directly related to regulatory compli-
ance (i.e. General Data Protection Regulation (GDPR)). He
proposed the basis for developing a new framework for
ensuring the privacy of lIoT-based applications (i.e. smart
homes). This framework would be based on PbD and GDPR.
Thus, LINDDUN failed to fully detect the data privacy
threats and ensure data protection in AS systems.

Moreover, many researchers have proposed various pri-
vacy models for preserving the privacy of the AS systems
but they are not effective enough to ensure the data privacy
of these. For example, Feng [111], proposed the Sybil attack
model for VANET where attackers exploit the identities
of others to send false messages and create accidents in
VANET. The researcher describes different situations where
the attacker sends false notifications and messages to create
traffic issues. The authors in [112], discuss the Bell-LaPadula
privacy model for preserving the confidentiality of infor-
mation in securing Unmanned Autonomous Systems (UAS)
from cyber threats. Furthermore, in [112], the authors de-
scribe how the privacy-related legislation of various coun-
tries is not enough to meet the privacy requirements of the
AS such as unmanned aircraft systems. They suggest com-
bining the legislated requirements and impact assessments
to properly deal with the privacy of the systems. Therefore,
privacy-related legislation should be incorporated into the
proposed privacy models for AS system.

In [113]], the researcher discusses the privacy and security
threats in IoT devices (i.e. smart locks). An attacker can
steal the credentials of the authorized person to permit to
open the smart lock. The researchers suggested geo-fencing
and touch-to-unlock techniques for unwanted unlocking
of smart locks. To deal with the trust and privacy of the
network of IoT devices the authors developed a fog com-
puting paradigm [114] instead of using threat modelling
techniques.

3.2 Challenges and difficulties in conducting threat
modelling for AS

In [115], STRIDE, LINDDUN, QTMM and CORAS mod-
elling techniques are used for security research for au-
tonomous applications (i.e IoT devices). The researchers
discuss three gaps in threat modelling frameworks that



are used for IoT security research. First, threat modelling
techniques are more focused on the software-based threat,
thus ignoring the hardware-based threats. Second, threat
modelling methods are limited to the defined threats as
explained by their authors. Finally, these techniques are not
adaptable to new attack concepts for IoT devices. Thus,
there is a requirement for a holistic picture of the threat
landscape.

It has been noticed that UAV [116] is a popular field
of research regarding system modelling. Initially, the mod-
elling of the autonomous vehicle started to deal with the
DARPA challenge [106]. The UAV has a complex architec-
ture and most of the information regarding measures in
place is confidential, so it is difficult to identify which threat
is more dangerous to a UAV that needs to be modelled
at utmost priority [106]. Moreover, there has been wide
research for modelling the security and privacy of vehicle-
to-vehicle (V2V) [117], Vehicle-to-infrastructure (V2I) [118]
and Vehicle-to-everything (V2X) [119]. But threat modelling
techniques (such as STRIDE, LINDDUN) are not sufficient
for securing V2V, V2I and V2X because they require the
autonomy approach [120] to deal with privacy and security
vulnerabilities. The detailed taxonomy of security and pri-
vacy vulnerabilities of AV is proposed with active, passive
and preventive mechanisms [105]. However, there would be
computational or real-time limitations for those proposed
mechanisms. In short, the researchers found that existing
regulatory approaches are not enough to model privacy
concerns of Unmanned Aircraft System (UAS) due to their
high complexity [121].

The traditional threat modelling techniques have failed
to cope with the high-volume and the high velocity of
big data applications [122]. A system processing big data
normally imposes significant data leaks which include
intentional leaks and inadvertent leaks, leading to both
internal and external threats [123]]. These threats can be
network intrusion, phishing, espionage, leakage of sensi-
tive information etc. However, threat modelling techniques
identify only some specified threats (i.e., spoofing, EoP,
identifiability etc.) that may not be suitable for modelling
such potential threats. For example, Intelligent Transporta-
tion Systems (ITS) [124] produces high volume data that
have high impact on the architecture and application of
the system. However, numerous data privacy and security
risks are not dealt with by the STRIDE modelling tech-
nique [125]. Thus, it is suggested that researchers should
develop novel privacy-preserving techniques as big data
applications rapidly grows resulting in new security issues
arising that cannot be addressed with traditional modelling
techniques [122].

There are various challenges while modelling AS sys-
tems. For example, a semantic modelling paradigm is pro-
posed to check the safety and reliability of AS during
run-time in a dynamic environment [126]. The proposed
approach is limited to the robotic system which would
be expanded to more complex systems and determine its
adaptability to various environmental constraints. In [112],
the authors suggested dealing with high-risk threats by
breaking them into sub-attacks and then ranking these
threats using cyber threat modelling and cyber risk analysis
techniques. But this approach would be time-consuming
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and require proper management. Furthermore, the study
[113] shows how the attacker exploits the flaws in the design
and implementation of smart locks. Several defences and
mitigation were proposed, but It is believed that the security
of the smart lock and other similar IoT devices would be
enhanced if the proposed defences are adopted.

Another example of the challenges for the existing data
privacy threat modelling techniques is to model complex
and distributed systems in which a large number of par-
ticipants are exchanged sensitive data for a collaborative
task such as a Federated Learning-based system. Federated
learning (FL) is a prospective collaborative learning tech-
nique that provides better privacy preservation when pro-
cessing (i.e., training) personal data [127]. However, there
still exist data privacy threats in Federated Learning-based
systems due to the exchanged information (i.e., ML model
parameters) between partners in the FL network [128]. The
survey [129] highlighted the two main attacks in FL such
as poisoning attacks and inference attacks. The poisoning
attacks are aimed to induce the federating learning appli-
cation to output the target label intended by the attacker
and to minimize the accuracy of the application [130]. The
inference attacks [131] occur while exchanging gradient in
FL training that result in wide privacy leakages. To preserve
data privacy the techniques are divided into three categories
such as differential privacy [132], secure computation [133],
and trusted execution environment [134]. But these tech-
niques are employed at the expense of accuracy [135]. The
data privacy constraints change from device to device and
even within pieces of data, which is a dire challenge for
privacy preservation.

In Federated Learning-based systems, threat modelling
techniques (e.g., LINDDUN [33]]) can be used for detecting
data privacy threats. The linkability threat that may occur
in the FL system can be modelled by the LINDDUN. For
example, when used by the FL server to link certain pieces of
information to specific distinguishable individuals and mes-
sage metadata—such as the sender’s IP address or the times-
tamp—it can reveal sensitive information about particular
individuals. It is possible to prevent communicating parties
from knowing the message metadata by using anonymous
communication channels, which also guarantees unlinka-
bility E] in sender-message. Therefore, data privacy threat
techniques are also required to be conducted effectively in
FL-based systems [136].

3.3 Limitation of the existing data privacy threat mod-
elling techniques

In earlier sections, we provided a thorough review of a vari-
ety of threat modelling methods such as STRIDE, PASTA,
and LINDDUN, which are used to model security and
privacy in AS [95], [137]], [138]. However, these techniques
only emphasize some specified security but not data privacy
threats. Only LINDDUN highlights the privacy-related con-
cerns of the system [108], [110]. However, LINDDUN does
not fully identify all potential data privacy-related threats
in a complex AS. The challenges of using threat modelling
techniques for dealing with privacy-related concerns of AS
are discussed in the following paragraphs.

3. https://www.linddun.org/linkability



In [107], LINDDUN is used as a reference for personal
information protection in the smart home hub. However, it
is not sufficient to deal with all types of privacy threats in a
system as mentioned in the privacy threat taxonomy [107],
[108]. Similarly, authors in [[108] have illustrated the descrip-
tive study of assumptions based on LINDDUN for home
automation systems. However, some specified assumptions
are outside of the privacy scope of LINDDUN; it also lacks
expressiveness which might cause random assumptions.

Rima Deghaili [139] proposed a STRIDE-based trust-
privacy trade-off in a distributed computing environment.
However, distributed computing systems, which are made
up of autonomous systems, may pose wide privacy and
security concerns than that highlighted by STRIDE. In [140],
the authors addressed the issue of security by modelling
autonomous vehicles with STRIDE. But modelling with
STRIDE is limited to the design phase. Autonomous systems
are dynamic by nature and STRIDE does not guarantee to
preserve the privacy of the systems during the run time [93].

In [109], the authors developed a framework by con-
sidering Privacy by Design (PbD) and a compliance-driven
approach (i.e. GDPR). But the validation of the proposed
work should be extended by additional frameworks and
taxonomies [[109]. In [121], the researcher found that existing
regulatory approaches are not enough to model the privacy
concerns of Unmanned aircraft systems (UASs) due to their
high complexity. The authors in [121], suggested that leg-
islated and impact assessments can deal with privacy and
civil liberties.

In the literature, we found only STRIDE [141]] and LIND-
DUN [108], [110] methodologies for privacy modelling of
AS. However, these modelling techniques are not sufficient
to preserve the privacy of complex and highly scalable
autonomous systems such as Autonomous Car (AC), Un-
manned Aerial Vehicle (UAV) and robots. To adopt the
privacy policies and to have a system compliant with the
regulatory model, there should be a framework with a
privacy-preserving threat modelling technique based on the
regulatory compliance model (i.e., GDPR).

4 THE GDPR AND ITS ROLES IN MODELLING DATA
PRIVACY THREATS FOR AUTONOMOUS SYSTEMS

The goal of the GDPR is to preserve the privacy of personal
data by enforcing all participants in the data collection
and data processing to comply with its principles under
strict conditions. This section introduces the GDPR with
its seven principles as well as provides the relationship
between GDPR-compliance and data privacy preservation.
We also discuss the roles of the GDPR in specifying data
privacy threats and determining mitigation solutions for
autonomous systems.

4.1 What is the GDPR?

General Data Protection Regulation (GDPR) is a regulation
on data protection and privacy [142]. This is enacted in May
2018 in the countries of the European Union [143]. This is an
up-gradation of privacy principles proposed in 1995 [144].
GDPR is developed to preserve the privacy of personal
data by complying with its principle under strict conditions
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[145]. Each organization in the EU is obliged to comply
with GDPR. If the organization avoids complying with the
GDPR then it would be liable to pay a heavy amount of
fine [146]. The GDPR is detailed in more than 95 articles
that cover all of the technical and administrative principles
that govern how corporate and government organizations
process personal data [147].

European legislators aimed to harmonize privacy law
and enforcement with GDPR [148]. They intended to en-
hance individual privacy protection while preserving the
benefits of data processing [149]]. Each EU member state is
supposed to have a supervisory authority that is responsible
for monitoring GDPR compliance [150].

The organization should comply with Global Privacy
Principleng] such as being clear and transparent; being
accountable and keeping personal data secure; taking re-
sponsibility and valuing privacy; processing personal data
ethically and respecting individual preferences. The interna-
tional data protection privacy laws are followed and guided
by five global privacy principles [151] that include Notice;
Choice and Consent; Access and Participation; Integrity
and Security; and Enforcement. The principle of ‘Notice’
means that the user should notice and know about the
rules available to protect personal information. The ‘Choice
and Consent’ principle is meant to give individual choices
and consent about the use, collection and management of
personal information and storage. The "Access and Partic-
ipation’ principle states that information should only be
utilized and accessed by those who are authorized and have
the appropriate security protocols in place. The ‘Integrity
and Security concept’ is intended to ensure that data is ac-
cessed in a secure and authorized manner. Finally, the term
‘enforcement’ refers to the process of enforcing compliance
with any regulatory model. Therefore, the GDPR is based on
international data protection rules, which are an extension
of privacy principles.

GDPR is open for interpretation because compliance
requirements are abstract. It is made up of seven main
principles [121], [152] such as Lawfulness, Fairness, and
Transparency; Data minimization; Purpose limitation; Stor-
age limitation; Accuracy; Integrity and Confidentiality; and
Accountability. Based on these principles, GDPR is aimed to
meet the privacy requirement of personal data.

GDPR defines three main entities [153] such as Data
Controller [154] (DC), Data Processor (DP) [155]], and Data
Subject (DS) [156] play important roles while preserving
data privacy. The enterprise must be a data controller and a
third-party provider can be a data processor who performs
on behalf of the enterprise. There is also a difference be-
tween the data controller and the data owner. For example,
an accountant can be considered a data controller due to in-
dependent judgment which is done to perform professional
duties [157]. The various scenarios in which acting as a data
controller by enterprise and the third party are discussed in
[157].

GDPR gives DS more control over its data by allowing it
to exercise various rights such as the right to be informed;
right of access; right to rectification; right to erasure; right to
restrict processing; right to object; right to data portability;

4. https:/ /globaldma.com
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and right to automated decision-making. The DC and DP
are responsible to provide access to various rights to DS and
fulfil the request of DS. Moreover, there are six lawful bases
of data processing, for example, consent, legitimate interest,
contract, legal obligation, vital interest, and public interest.
For processing the data, one of these six lawful bases of
processing is taken for ensuring compliance. For example,
the DC should take the consent of the DS before processing
its personal data; Without taking the consent of the DS, its
data can not be processed.

The system can only be considered compliant when the
principles identified by GDPR are adopted and the defined
duties of DP and DC are performed for preserving the
privacy of the individual. Furthermore, to comply with the
GDPR, organizations are required to implement appropri-
ate controls and statistical disclosure-limitation strategies.
And one of the challenges for the implementation is the
considerable conceptual gap between legal statements and
mathematical formulation around data privacy [158]. The
authors explained the concept of “Predicate Singling Out”
(PSO), which is a privacy attack type that endeavours to
capture the notion of singling out occurring in the GDPR.
If an attacker identifies a predicate p matching exactly one
row in x with a probability substantially higher than a
statistical baseline, it isolates a dataset x using the output of
a data-release mechanism M(x). This further demonstrates
that PSO security implied differential privacy [159] which
is a mathematical concept with legal outcomes. The PSO
security of differential privacy and k-anonymity are investi-
gated in [160]. Furthermore, the study in [158] depicted that
differentiated privacy necessitates PSO security through a
relationship to statistical generalisation.

4.2 GDPR Principles and the reciprocity to data privacy
threats

GDPR is aimed to provide data protection and privacy
to individuals [142]. In today’s modern age, preserving
the privacy of individuals is not trivial. This sub-section
discusses the reciprocity between GDPR principles and data
privacy and security by scrutinizing the underlying threats
which may occur in case of non-compliance. The relation-
ship between non-complying with the GDPR principles and
potential privacy threats will be thoroughly discussed.

4.2.1 Lawfulness, Fairness and Transparency

The first principle of GDPR is Lawfulness/Fairness & Trans-
parency. The lawful basis for processing personal data must
be considered for the processing to be lawful. There are six
lawful bases (i.e., consent, legitimate interest, contract, legal
obligation, vital interest, and public interest). If none of the
legal bases applies, there will be a violation of this principle,
resulting in the unlawful processing of personal data.

Fairness is applied when the data is handled reasonably.
This covers how data is collected. The data controller vio-
lates the principle of fairness if they have misled someone
to collect their data.

According to the principle of transparency, Individuals
must know which data is obtained, for what purpose, for
whom, and for how long it will be kept. This information
should be written as clearly as possible in an easily under-
standable way.
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If the processing of data is unlawful, unfair, and non-
transparent, the processing of personal data would lead to
data abuse, and data exploitation . For example, it is noted that
Amazon processes the data of its users unlawfully without
informing the DS which is the transparency requirement
(i.e, the right to be informed). It was, therefore, recently
fined a large sum of money (i.e. $877 million) due to the
way it collects and shares personal data via cookie consent
on its website E} Furthermore, the violation of principles
of lawfulness, fairness & transparency would lead to pri-
vacy leakage with various privacy attacks (i.e., property
inference, reconstruction, membership inference, and model
extraction etc.) [161].

4.2.2 Purpose Limitation

This principle state that the processing of the data should
be limited to legitimate, explicit, and specific ‘purposes’
clearly defined in the legal basis (e.g., consent) before the
data collection. The processing of data should not be used
or transferred beyond the initial purposes for which it has
been collected or stored. Generally, processing personal data
for new purposes outside of the originally stated purposes is
considered unlawful; unless Data Controller performs and
passes a ‘Compatibility” test for a new purpose to ensure
that the data is still processed on the same ‘lawful basis.
There are also exceptions including further processing based
on EU or member state law and further processing for
public interest purposes. Purpose limitation is designed to
ensure the confidentiality, reliability, and accuracy of per-
sonal data being collected and processed [162]. Preserving
purpose limitation is of interest to Data Subject, ensuring
the confidentiality of personal data, as well as safeguarding
of the balance of powers between Data Subjects and Data
Controllers [l

Violation of this purpose limitation principle neglects
personal privacy and might lead to various data privacy
threats including data misuse, data exploitation, and data
breaches. The fundamental purpose of this principle is to
protect Data Subject’s privacy from data misuse and data
exploitation. For instance, Google has been found to un-
lawfully feed personal data to advertisers in violation of
the purpose limitation principles and unclear data consent
policies by the French data regulatorﬂ This could go further
than just a targeted advertisement, and the damage could be
tremendous. Personal data could be processed for numerous
illegitimate purposes including (e.g., by using inference
attacks [163]], [164]) to political campaigns

4.2.3 Data Minimization

According to the principle of Data Minimization, only the
required detail of personal data that is necessary for a spe-
cific purpose should be processed by the data controller. The
data breaches would result in a violation of the data mini-
mization principle. As H&M was fined (i.e., $41.4 million)

5. https:/ /www.tessian.com/blog /biggest-gdpr-fines-2020/

6. https:/ /migrationpolicycentre.eu/point-no-return-migration-
and-crime/

7. https:/ /www.bbc.co.uk/news/technology-46944696

8. https:/ /publications.parliament.uk/pa/cm201719/cmselect/
cmcumeds/1791/179110.htm.
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for data breaches that occur due to violating the principle of
data minimization [l

If the data provided for processing is not minimized suf-
ficiently, there would occur the privacy threats of Linkability
and Identifiability |"°} Because the excessive availability of
data [165] would let the attacker easily find and identify
the two items of interest (IOI)s for the specific target. The
violation of data minimization would also lead to data abuse
[165] and inference privacy attacks (i.e., location privacy
attacks, property inference etc.) [166].

4.2.4 Accuracy

According to the principle of Accuracy, the data provided
for processing should be accurate and up to date. Orga-
nizations should ensure that the given data is correct and
provide the option of erasure and rectification to DS for
updating their personal data.

Failing to comply with the "Accuracy’ principle would
lead to the processing of data with inaccurate and erroneous
data. This would also mean not providing the right to
erasure and rectification to the data subject. Therefore, the
processing of data with inaccurate data would lead to data
abuse and data exploitation [167]], [168].

4.2.5 Storage Limitation

According to the principle of Storage Limitation, organi-
zations should keep personal data until the purpose of
processing is achieved. The personal data should be erased
after the required processing. Thus, erasure from the storage
is needed after the processing. The violation of the 'storage
limitation” principle would lead to the linkability and identi-
ﬁabilityE]at the data store because data stored even after the
purpose of processing is completed would let the attacker
easily identify the two Items of Interests (IOI)s and link
it to the targeted object (i.e, AC). The violation of storage
limitation would lead to data breach incidents and unde-
sired inference of data [169]. For instance, the data breaches
[170] caused by privacy attacks include similarity attack,
skewness attack, differential privacy attacks, homogeneity
attack and background attack etc. [171], [172].

4.2.6 Integrity and Confidentiality

According to the principle of Integrity and Confidential-
ity, DC should ensure the secrecy and confidentiality of
personal data. For integrity, the controller should maintain
the “accuracy and validity (consistency)” of the data. There
should be the ’trustworthiness’” of the data. For confiden-
tiality, data should be protected from unauthorized access,
theft, or disclosure of information.

The violation of the “integrity and confidentiality’ principle
would lead to the privacy threats of disclosure of informa-
tion|“|and data theft because if the data is not secured any
unauthorized user can get access to personal data which
would lead to the disclosure of information. The violation of
the principle of integrity and confidentiality would also lead
to data privacy threats [173] of tempering and unauthorized
alteration and destruction of data [[174], [175].

9. https:/ /www.bankinfosecurity.com/clothing-retailer-hm-told-to-
wear-41-million-gdpr-fine-a-15111

10. https:/ /www.linddun.org/linddun-threat-catalog

11. https:/ /www.linddun.org/

12. https:/ /www.linddun.org/disclosure-of-information
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4.2.7 Accountability principles

The Accountability principle asserts taking responsibility
for whatever you do with the data of the DS. It also enforces
showing how you comply with the other principles. There-
fore, there should be appropriate measures and records to
present the compliance with the GDPR.

The violation of the principle of accountability would
lead to data breaches [176] and the privacy threat of non-
repudiation [176], for which the subject would be held
accountable if it is not able to repudiate a claim or action.

GDPR principles provide the compliance requirements
that need to be adopted to reduce privacy threats FEI The
relation of data privacy threats with GDPR principles is
illustrated in Tableldl

4.3 Role of the GDPR in data privacy threat modelling
for autonomous system

Under the GDPR, organizations and institutions can provide
data protection, ensure privacy risk management [177] and
adopt proactive methods for advanced technology, partic-
ularly for Artificial Intelligence and Autonomous Systems
(AS) [178]-[180]. Mark Coeckelbergh et al. have discussed
the ethical and philosophical issues in Human-Autonomous
Systems cooperation that have to be addressed by research,
development and legal legislation [181]. Autonomous sys-
tems may perform any task which is ethically and legally
prohibited under the data protection regulation [147]. More-
over, the regulatory frameworks of various countries [182]
as Italy, Greece, and New Zealand are still at the initial
stage of modelling AV’s ethical, legal, and social challenges
[183]. GDPR is rapidly integrating into AVs systems for
data protection and management in the EU [182]. In [184],
the authors suggested, based on the 'Data Minimization’
principle of GDPR, AV should minimize the collection of
personal data and remove the data after the purpose of
processing has been completed. Inspired by GDPR, the
authors in [185], suggested introducing the 'right to repa-
ration” and accountability strategies for building trust and
accountability in AS (i.e., AV) for unacceptable tasks.

The European Parliament’s resolution on Civil Law
Rules on Robotics |*| and the European policy debate on
the GDPR showed how to deal with the challenges posed
by robotics. In [186], the authors suggested implementing
cybersecurity and safety regulation (i.e. Arts 25 and Art 32
in the GDPR) in Care Robots. This is because the personal
data of the patients are processed by healthcare providers. In
addition, among the principles of GDPR, the accountability
mechanism has got an important focus which is termed
as ‘right to explanation’. The systems can make biased,
discriminatory and unfair decisions that put people at risk
[186]. For example, companion robot Papper [187], policing
robot Knightscope [188] and Tesla Autonomous Cars [189],
autonomously take decisions whether something is a car or
a person on road, or something posing a threat to them. As
a result, autonomous technology may take an undesirable
decision that needs to be accountable, transparent, and ex-
plainable. The privacy and security challenges posed by AS

13. https:/ /www.linddun.org/
14. https:/ /www.europarl.europa.eu/doceo/document/TA-8-2017-
0051_EN.pdf?redirect
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TABLE 6: Data privacy threats and related GDPR principles

Data Privacy threats

Description

Consequences

Related GDPR Principles

Being capable to identify whether two items

It can cause identifiability and inference

available set of subjects.

subject is assumed anonymous).

Linkability of interests (IOD)s are linked or not. about the particular subject. Data Minimization
Identifiability The subject can be identified easily within It causes severe privacy violations (when Data Minimization

If a subject is not able to repudiate
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parency and take the user’s consent.

Non-repudiation Unable to deny a claim or an action. claim /action, it can be held accountable. Accountability
Detectabilit The ability to distinguish if an item Inference of a subject can be caused by the ]
Y of interests (I0I)s exists or not. detection of an IOI.
. . . This is referred to information disclosure of This can lead the disclosure of personal X s

Disclosure of information . . . . Confidentiality
the subject. information of subject.
Not aware of impacts and consequences of This can lead to linkability and identifiabil-

Unawareness A ! . -
sharing information. ity.
The system/organization is compliant if it

Consent non-compliance adheres to regulatory principle of trans- This can make consent inconsistent. Transparency

are reflected in GDPR’s accountability mechanism. There-
fore, GDPR's principles of "Transparency” and "Accountabil-
ity’ play important role in Al, Autonomous Systems and
Robotics [190].

5 DATA PRIVACY THREAT MODELLING FOR ACS

In this section, we are going to discuss how threat modelling
techniques (i.e., STRIDE and LINDDUN) can be used to
model the data privacy threats in a specific autonomous sys-
tem namely Autonomous Car Systems (ACS). We examine
the challenges and gaps when conducting these techniques
for identifying data privacy threats by leveraging GDPR as
the baseline.

5.1 Use-cases: Data Privacy threats in ACS
5.1.1 Overview of ACS

ACS is one of the milestone inventions in autonomous
technology [191] including automotive capabilities based on
LIDAR, Radar [192], [193] and machine learning algorithms.
The successful implementation of ACS depends on both
safety parameters (i.e., the effectiveness of the self-driving
mechanisms, cyber-security and data privacy) and human
trust [194]. ACS can only be practically deployed in the real
world if it is trustworthy [195]-[197]. Along with technolo-
gies to ensure safety, there should be approaches to educate
and enhance users’ confidence and trust in ACS [194], [198].
Figure 4 [199], illustrates the main components of an
ACS in which data acquisition is done by the radars, sen-
sors, cameras, communication devices, and Light Detection
and Ranging (LIDAR). Data collected by these devices are
manipulated and processed by a central system of the Au-
tonomous Car (AC), and then passed to a decision-support
system which let the system perform a set of required tasks.
To travel from point A to point B, AC perceives and gets
awareness of the external surroundings, plans an appropri-
ate route, navigates, and makes controlled movements.
Moreover, Figure [5| [199] is a simple illustration of the
ACS in which AC communicates with other communicating
nodes that include the Road Side Unit (RSU), Trusted Au-
thority (TA)(i.e., registration and management authorities),
and other connected AC for its fully implemented. Notably,
AC communicates with RSU, other connected vehicles, and
TA through VANET by LTE, WiFj, visible light communica-
tion etc. In ACS a vehicle (e.g., AC) interacts with another
vehicle (V2V) [200], [201], and infrastructure (V2I) [202],

[203] such as RSU and TA for sharing information (i.e.,
traffic information, safety warnings etc.).

Furthermore, one of the most serious issues in the
automotive industry is the threat to security and privacy
[199]. The researchers in [204] and [205] have examined
numerous cyber-threats in autonomous vehicles. There are a
variety of conventional security vulnerabilities in ACS such
as the injection of malicious code into various sensors and
telematics units [206]], [207]; hacking into an in-car network
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[208], [209]; external spoofing while communication [210];
packet fuzzing [211]]; and jamming [212], [213]]. Researchers
have also demonstrated how an automobile may be readily
hacked using a bus of Connected and Autonomous Net-
works (CAN) [214]. Furthermore, a car communicates with
the other car through the CarSpeak mechanism for sharing
sensory information [215] which should be protected for
privacy concerns. In ACS, personal data is shared with in-
frastructure and other connected cars for multiple purposes
(e.g., safety and value-added services), thus it is crucial to
preserve the privacy and security of such data.

5.1.2 Data Privacy Threats in ACS

There are a large number of data privacy threats in ACS,
as the system is collecting and processing heterogeneous
personal and sensitive information from different sources
such as RSUs, central base stations, and other ACs. In [216],
the researcher presented the main challenges to safety and
security in ACS by identifying various attacks. For example,
Sensor Attack [217] occurs when an attacker attempts to
disable the GPS by hacking the sensor installed on the car.
An attack on VANET [218] is done when a hacker employs
brute force to get access to a vehicle’s confidential data (i.e.,
passwords or keys). The V2X attack [219] is held when the
attacker attack any gadget (i.e., smartphone) through which
a vehicle communicates to an external network by WiFi,
Global System for Mobile or Bluetooth. The V2V attack [220]
in which a distributed denial-of-service (DDoS) occurs by
overpowering and manipulating the V2V communication.
Moreover, GPS spoofing attacks occur when the attacker
pretended to be the legitimate terminal in the GPS network
and tries to access confidential data and pose significant
damage to the network. This would let the attacker navigate
the AC by spoofing the GPS and taking control of the car.

The AC is more computerized in generating a large
amount of data. This system is more vulnerable to privacy
concerns [221], since the autonomous industry pays less
attention to monitoring and analyzing how data is collected
and created by the AC. Third parties and hackers now have
more opportunities to abuse the vehicle’s data. A hacker
can easily access the driver’s personal information, the
vehicle’s location, the information of others in the car (such
as passengers), or someone in the vicinity of the automobile.

As demonstrated in Figure 4} in AC, the obtained data
from the sensors [217] can be used by organizations and
third parties for location tracking. In self-driving cars, loca-
tion data is primarily collected and used for route planning
[222]. A data collection that correlates location and travel
information (e.g., current area, goal, speed, course, date, and
time) may reveal sensitive information about users. These
concerns about personal safety exist on both a personal and
societal level (Data Protection Report.

Moreover, autonomous vehicles are ideal for acquiring
information about different drivers’ driving habits, goals,
and other information without their consent. Additional
issues could arise as a result of the vehicle’s use of sym-
bolism, such as ownership questions and potential intrusion
of protection claims, depending on the situations in which

15. https:/ /www.dataprotectionreport.com /2017 /07 / the-privacy-
implications-of-autonomous-vehicles/
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TABLE 7: Security and privacy threats in ACS (ACS)

Security and Privacy

attacks in ACS Description

An attacker sends false/fake information in
ACS for his interests. For instance, an attacker
could transmit the emergency vehicle approach
warning of getting a clear road.

The attacker tempers the messages in a network
for threatening the integrity of the communica-
tion link.

The legitimate messages that sent already by
the authenticate sender are sent again for ma-
licious intentions (i.e., to create a delays to
disrupt the traffic).

It is held when any message/consent send by
the malicious vehicle later deny the message or
information send by it.

This would lead a attack on AC sensitive infor-
mation(i.e., identity of vehicle, driver, passen-
ger, vehicle owner; driving style; geographical
location; mileage; or car’s technical data) from
invalid entities.

Fake information
attack

Integrity attack

Message
attack

replay

Repudiation at-
tack

Privacy attacks

the images are captured [222]. Similarly, an individual’s
information around AC (i.e, client’s locations and on-street
behaviour) may be useful to third parties such as the gov-
ernment and private sector entities, law enforcement, the
news media, private specialists, and insurance companies.

5.2 Threat Modelling Techniques for ACS

Threat modelling plays a crucial role in identifying and
mitigating the threats in ACS. This section provides system-
atic approaches for modelling potential threats in ACS by
leveraging STRIDE and LINDDUN techniques [52].

5.2.1 Modelling Data Privacy Threats in ACS using
STRIDE

The STRIDE approach consists of nine steps to model threats
in ACS. Step-1: define the use-case scenarios: We identify
the potential security and privacy threats for our use-case
scenario (i.e, ACS) [199]. Step-2: gather a list of external
dependencies: we identify that an AC operates in a com-
munication network in which AC communicates with other
ACs, Road Side Units (RSUs), and a central operation server
called Trusted Authority (TA) [199]. Step-3: define security
assumptions: we have analyzed that in ACS, there would
be not only security threats but also privacy vulnerabilities
which need to be mitigated. The security and privacy attacks
in ACS are shown in Table[7][52].

Step-4: create external security notes. As ACs operate
with other connected entities in a communication network,
there are external security and privacy concerns related to
RSUs, TA, and other connected vehicles such as spoofing
of AC and RSU etc. as presented in Table 7} Step-5: create
DFDs of the system based on logical and structural entities.
We illustrate the DFD of the ACS in Fig. [f| which will be
discussed throughout this paper. In DFD, there is AC, Road
Side Units (RSU), Trusted Authority (TA), and the data flow
between these entities. In this DFD, ACS consists of V2V and
V2I data flow (i.e., communications), where an AC shares
its data (i.e., location, speed, route, or any danger/threat
etc) with other ACs and RSUs. The information is further
transmitted from RSUs to the TA, which is responsible for
the registration of the vehicle (i.e., generating certificates),
the revocability of the vehicle, as well as the information


https://www.dataprotectionreport.com/2017/07/the-privacy-implications-of-autonomous-vehicles/
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TABLE 8: Mapping STRIDE Threats

Security threat Security property AC | RSU | TA | DF
Spoofing Authentication x x x
Tempering Integrity X X X X
Non-Repudiation | Repudiation X x

Information Dis- | Confidentiality X x X x
closure

Denial of Ser- | Availability X X x x
vices

Elevation of Priv- | Authorization x

ilege

storage. The AC, RSU and TA are represented as processes
in DFD. The dotted red line indicates the trust boundaries
around TA which are assumed to be trustworthy in this
scenario.

Step-6: determine the types of threats. STRIDE’s taxon-
omy of threats is used to highlight the security threats in a
system namely Spoofing, Tampering, Repudiation, Informa-
tion Disclosure, Denial of Service and Elevation of Privilege.
These threats are found against the security requirements
such as Authentication, Integrity, Non-repudiation, Confi-
dentiality, Availability, and Authorization respectively. Step-
7: identify the threats to the ACS. Each entity and process
in a DFD is mapped to a set of threats. Table |8 shows the
mapping of security threats on various elements of DFD
(marked with x).

In this paper, we have illustrated the threat tree pattern
of only Spoofing with ACS, as shown in Figure 7} The oval
(or circle) shape in the threat tree shows the root threat that
may lead to other possible threats. The rectangle represents
the concrete threat in the attack path. Step-9: determine and
prioritize the risks. For each identified threat, the security
risks are determined and prioritized for their resolution in
ACS. Step-9: plan mitigation. In this final step, the risks
of the identified threats are minimized by suggesting the
appropriate mitigation approaches. Table [J} illustrates the
risk priority and mitigation approaches of some possible
security threats in ACS.

We discuss each threat specified by STRIDE separately
which applies to the elements of the DFD of AC with
mitigation approaches:

Spoofing: Spoofing with AC is attempted by tricking
cameras, sensors, and receivers with wrong information
(i.e., false notifications or fake signals) to change the recip-

RSU-AT] Road Side Unit

r Generic Trust |
Border Boundary

Trusted
Authority

utonomous ca

RSU-AC

Fig. 6: DFD-ACS showing data flowing between AC, RSU,
and a trusted centralised server TA.
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ient Car’s behaviour or decision [228]. When an AC com-
municates in a network, an attacker/malicious vehicle may
spoof the GNSS [229] and GPS’s of the AC that attempts
to impersonate it [228]. Moreover, a malicious vehicle may
impersonate an RSU for distracting an AC. An attacker
spoof the GPS and tempers the Basic Safety Massage (BSM)
and lets the other AC accept the fake message that comes
from the authenticate source [223].

Tempering: In ACS, the integrity of confidential infor-
mation of AC (i.e. license plate) recorded by TA is important
as it is responsible for providing maintenance with updating
certificates, and keys and obtaining fresh Certificate Revo-
cation List (CRL). The exchange of messages (i.e. location
detail, speed, traffic congestion etc.) between AC, another
vehicle, and RSU may be tempered/modified. Data signa-
ture can be used for information and integrity [224], [225].

Non-repudiation: The AC cannot deny the message it
has already transmitted because the registered authority has
logged it (i.e., TA). The denial of a node in communication
would result in the loss of event traceability.

Information Disclosure: When an AC communicates
with other entities in a network, information is exposed due
to unsecured message transmission. For safe message trans-
mission in a network, [226] suggests the Secure Message
Transmission (SMT), NMD routing protocol with MAC, and
asymmetric cryptography solutions.

Denial of Services (DOS): When an attacker generates
jamming in a physical channel of a communication network,
the data/message becomes unavailable or delayed. To miti-
gate DOS [227]], availability and authentication must be met.

Elevation of Privileges (EoP): The RSU can grant ser-
vices to an authorized AC who makes a request. If the
RSU fails to validate the authorized vehicle, privileges may
be elevated. In [230], the authors developed a strategy for
preventing EoP in a communication network.

STRIDE is an appropriate approach for identifying some
specified security threats (i.e. Spoofing, Tempering, Non-
repudiation, Information Disclosure, Denial of Services, and
Elevation of Privilege) in the ACS. However, STRIDE failed
to deal with the data privacy threats in ACS as defined in
Table[6l

5.2.2 Modelling Data Privacy Threats in ACS using LIND-
DUN

In this subsection, data privacy threats for ACS are modelled
using LINDUNN technique, which consists of 6 processes as
indicated in Figure [§|[33].

Step-1: The DFD of the ACS is constructed for mod-
elling the system as illustrated in Figure [6| Step-2: we

Spoofing
with AC

I I 1

[
Create changes in| ~Gp00fing o vefmle Sending false] GPS GNSS
ﬁles.(maps, sub-process, information Spoofing Spoofing
location etc.) i I I
. Tricking sensors I
Information cameras, and ||, . Rejecting )
Disclosure receivers 4

Fig. 7: Spoofing with AC



TABLE 9: Prioritization of risks and mitigation approaches based on STRIDE
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Title Category Description Priority Mitigation /Justification
. Standard authentication mechanism must be
Spoofing the AC, and . AC and RSU may be spoofed by an attacker, . - ; . .
RSU Spoofing and this may lead to Information Disclosure. high irzr;};l]emented to identify the valid processes.
. . TA may be spoofed by a malicious vehicle or an TA is assumed trustworthy, so there are less
Spoofing TA Spoofing attacker. low chance of Spoofing TA.
Data flowing across Data Flow may be tam-
pered by an attacker. This may lead to a denial-
Tempering of AC, and T . of-service, elevation of privilege, or information hich Integrity must be maintained; Data signature
RSU and DF empering disclosure attacks against AC, RSU. For exam- 18 can be used for integrity [224], [225].
ple, fake information attack, illegal pre-emption
attack.
T . £ TA T . TA may be tempered by a malicious vehicle or 1 TA is assumed as trustworthy, there are less
empering o empering an attacker. ow chance of tempering TA.
Data Repudiation of AC | Non- i)irf:leat)rﬂisitg:t(ilz d;{dsg;)t receive data from a medium Logging and auditing are required.
Repudiation v .
E;thﬂzv’;;tieicr(gspEr?;nzOZ\;mvj}}ia]:et)sf;gfii Encryption of data flow must be implemented;
Information Disclosure . data an attacker can read, it may be used to . secure message tr'ansmlsswn (SMT), NM].D
Information : high routing protocol with MAC and asymmetric
of Data Flow . attack other parts of the system or simply be a .
Disclosure . . X . . cryptography solutions are suggested for se-
disclosure of information leading to compliance SRR X 296
violations. cure message transmission in a network [226].
Potential Process Crash AC and RSU crashes, halts, stops, or runs
DoS slowly; in all cases violating an availability met- high Availability mechanism must be applied [227].
(AC, RSU) Y g y g y PP
’ ric.
gi;i?\tl(e}l AP)rocess DoS TA may be attacked by external attacker. low Availability mechanism must be applied [227].
An external agent interrupts data flowing in
Data Flow potentially either direction. This further lead to denial of . - . .
interrupted DoS services for AC, TA, and RSU. For example, high Availability mechanism must be applied [227].
replay attack.
AC mav be Subiect Malicious vehicle/attacker may be able to im-
to Elethion of I]’rivile e Elevation of personate AC to gain additional privilege from high Authorization should be applied.
g Privilege RSU.

TABLE 10: Mapping LINDDUN threats on DFD-ACS

EIDFD Threat Targets L I N D D U N
ements
AC data stream
Data (AC-AC) [N o IR I IO BN
Flow AC data stream N N N N N N N
(AC-RSU)
RSU data stream N N N « N N
(RSU-TA)
Road Side Unit
Process (RSU) x % x x % %
Trusted Authority <
(TA)
. Autonomous Car
Entity (AC) X X X X X X X

mapped the LINDDUN privacy threat types i.e, Linkability,
Identifiability, Non-repudiation, Detectability, Disclosure of
information, Unawareness, and Non-compliance with the
elements of DFD-ACS.

Table [10] illustrates the mapping of LINDDUN threats
on DFD of AC System. An attacker or a malicious vehicle,
for example, can detect the two Items Of Interest (IOI)s
(i.e, speed and location of AC) in a system at any time
to trace or monitor the vehicle. Following the Linkability,
an attacker can identify the targeted AC and continue to

1. Develo 2. Map Privacy 3. Identify 5. Elicit 6. Select
: DFD P | Threats to DFD | Misuse Case Prlormzatm Mitigation | Corresponding
Elements Scenarios of the Risks Strategies Solutions

Fig. 8: 6-step procedure in LINDDUN to model privacy
threats.

pursue his harmful goals. Detectability happens when an at-
tacker/malicious vehicle determines whether the IOIs exist
in ACS to obtain his interests. Furthermore, a misbehaving
AC cannot deny that it has engaged in any specific activity
in the case of non-repudiation (i.e. sending any malicious
message). If the AC repudiates the violent behaviour, it will
be held liable.

Moreover, The theft of confidential data of the AC (i.e.,
pseudo-identity) can lead to the threat of Disclosure of Infor-
mation (Dol). the threat of 'Unawareness’ in ACS, refers to
the unawareness of the driver/owner and passenger, about
how their data is being captured, shared, or manipulated. In
addition, non-compliance highlights the lack of the proper
integration of privacy policies in the ACS. An attacker may
tamper with the privacy principles and make AC’s consent
inconsistent. For example, an attacker or third party may
use the personal data of the car for his interests without the
consent of the driver, owner, or passenger.

Step-3: The misuse of AC for Linkability is illustrated in
Figure[J] Linkability of AC is the root threat that may lead to
Identifiability, Detectability, and Disclosure of information.
If the personal data (i.e. pseudo-identity and location) of
AC is not protected, then the attacker can easily track and
identify the current location of the car, resulting in the
disclosure of information about the AC. Step-4: The risks
identified in the ACS are prioritized with a number (1-12) in
Table |11} which should be mitigated accordingly. The items
indicated with 12* mean that non-compliance and consent
threats have an effect on the ACS (DFD) as a whole. The
threats marked with “x” are considered as not related to the
ACS.

Step-5: the privacy requirements are elicited across the
entities of the DFD of the ACS against the LINDDUN threats



TABLE 11: LINDDUN potential threats on DFD-ACS

DED Threat Targets L|I | N|D|D]|U N
Elements
AC data stream .
Data (AC-AC) 205 x| x ]9 12
Flow AC data stream .
(AC-RSU) 36| x| x| 10 12
RSU data stream |« N N N 12%
(RSU-TA)
Road Side Unit « « N N N 10+
Process (RSU)
Trusted Authority 12%
(TA)
. Autonomous Car .
Entity (AC) 1 4 7 X 8 11 12

TABLE 12: LINDDUN privacy requirements & DFD entities

DFD Privacy
Threats Entities Requirements
Linkability AC, AC-AC, AC-RSU Unlinkability
Identifiability AC, AC-AC, ACRSU | Pseudonymity/
anonymity
Non-repudiation | AC Plausible deniability
Detectability AC, RSU, DF Undetactability
Disclosure AC, RSU, DF Confidentiality
of Information
Unawareness AC Awareness of content
Non-compliace AC, RSU, TA, DF, DS Consem and regulatory
compliance

in Table Unlikability [231] is meant to break or remove
the link between any two IOIs. For example, two different
locations visited by the same vehicle, two different accidents
are done by the same miss behaving car etc. Anonymity
[231] is another privacy security requirement that is pro-
vided by removing the link between actions, information or
identity. Moreover, plausible deniability [232] shows that no
one can prove that an individual has done something. Unde-
tectability is the opposite of detectability which assures that
no one can detect the two IOIs. For eliminating the threat
of Dol, confidentiality [233] is important to be maintained.
Furthermore, the awareness of the content and providing
consent and regulatory compliance to the system as a whole
is important to preserve the privacy of the system [234].

Step-6: we suggest the desired solutions for the identified
threats in ACS. Table [13} summarizes the suggested strate-
gies and mitigation approaches for the identified threats in
our use-case scenario.

LINDDUN is used for modelling some specified privacy
threats of an ACS. It does not guarantee to deal with the
other privacy threats, for example, non-compliance with
data minimization, non-compliance with storage limitation,
un-accountability etc. as discussed in the following section.

Linkability with
AC

Weak data
anonymisation

Gaining personal

data of AC users

[
Data flow of AC
is not fully

Identifiability }

protected

Information

Disclosure of Detectability
data flow

Fig. 9: Linkability threat tree
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5.3 Detailed Challenges in modelling data privacy
threats in ACS

As GDPR Principles provide the finest foundation for as-
suring data protection and privacy in a system, we will
utilize them as a baseline to analyze STRIDE and LINDDUN
concerning their capabilities in modelling data privacy in
ACS.

5.3.1
ACS

Table [14| presents the comparison of the threat model us-
ing STRIDE and LINDDUN in accordance with the GDPR
principles, individual rights, and other requirements. We
use the GDPR as the baseline for comparing STRIDE and
LINDDUN, which consists of 7 principles and requirements
(e.g. individual rights and international transfer). If one
of the requirements of a principle is not covered by a
modelling technique, then the main principle is not cov-
ered. LINDDUN is 37% providing compliance with GDPR
as it is mapped with 6 principles. And STRIDE provides
12% GDPR compliance because it is mapped with only 2
principles.

GDPR Principles: The comparison of
STRIDE/LINDDUN based on GDPR principles [242],
and the identified gaps are discussed below:

Comparison between threat modelling techniques for

1) Lawfulness, Fairness and Transparency: The pri-
vacy requirements of awareness and compliance
mentioned in LINDDUN do discuss the consent.
But it does not provide any reference about AC
users’ (i.e. owner/driver and passenger) ability to
update/withdraw and view consent; and AC users’
consent for sharing data with third parties. On the
other hand, STRIDE does not define any threat to
processing the data based on lawfulness. Moreover,
LINDDUN and STRIDE do not provide any de-
scription for processing the AC’s users’ data on
a lawful basis which includes: legitimate interests,
contract, legal obligation, vital interest, and public
interest. Similarly, LINDDUN and STRIDE do not
provide any reference to the principle of fairness
and transparency. Thus, these two modelling ap-
proaches do not deal with the compliance threats
of un-lawfulness, unfairness, and non-transparency.

2) Purpose Limitation: In LINDDUN and STRIDE,
we do not find any reference regarding purpose
limitation, hence these techniques do not cover this
principle. Therefore, STRIDE and LINDDUN do not
address the non-compliance threat of 'violating the
purpose limitation’.

3) Data Minimization: LINDDUN has a reference
to data minimization, under the threat tree of
Linkability and Identifiability. However, LIND-
DUN does not include any direct privacy tar-
gets/countermeasures or Privacy Enhancing Tech-
niques (PET) to address data minimization, which
is regarded as a gap/challenge. STRIDE, on the
other hand, shows no evidence of adhering to this
principle. As a result, there is a threat of mon-
compliance with data minimization, which must be
addressed.
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TABLE 13: Strategies and mitigation approaches for threats in ACS

Threats in Autonomous

Suggested strategies and

No. Car System (ACS) Privacy Requirements mitigation approaches
1 Linkability of AC Unlikability oif Yehicle infprmation such as loca- Applying thg data anonymization methods, such
tion, speed, driving behavior. as k-anonymity [235].
2 Linkability of data flow of the AC data Unlinkability of messages/ information of AC-AC Applying the data anonymization methods, such
stream (AC-AC) data stream, channel confidentiality. as Quasi-identifier, QID [236].
3 Linkability of data flow of the AC data Unlinkability of messages/ information of AC- Applying the data anonymization methods, such
stream to RSU (AC-RSU) RSU data stream, link confidentiality. as Quasi-identifier, QID [237].
Anonymity of the vehicle users (i.e., drivers, pas- Using anonymisation technique; de-identification
4 Identifiablity at the AC sen eZs otv}\lzner etc) - ' P can be employed to remove personal information
gers, e of the AC’s users [238].
e Anonymity of ACS users such that the users will . . s
5 Identifiability at data flow of AC data not be identified from AC-AC communication by Applymg anonymity of AC-AC communication
stream (AC-AC) ) . S link [239].
content; link confidentiality.
R Anonymity of ACS users such that the users will
6 Identifiability at data flow of AC data not be identified from AC-RSU communication by Applying AC-RSU link confidentiality [240].
data stream to RSU (AC-RSU). - . . o
content; link confidentiality.
i . . . Maintaining privacy and having plausible repudi-
7 Non-Repudiation at AC Plusiable repudiation ation AC. [241]
. . ) 1 Apply the anonymity system at AC; applying con-
8 Disclosure of Information at AC Confidentiality of the AC data should be ensured. fidentiality of cryptographic keying in AC [198].
9 Disclosure of Information of data stream Confidentiality of the communication between Applying anonymity and confidentiality of AC-
(AC-AQ) AC-AC should be maintained. AC communication link [239].
. . . - o Applying the data anonymization and confiden-
Disclosure of Information of data stream Confidentiality of communication between AC- s - iy
10 (AC-RSU) RSU should be maintained. er;l;t]y methods, such as Quasi-identifier, QID
AC users should know about how their data is Providing information about exercising different
11 Unawareness at AC collected, shared and manipulated; require data user rights to maintain its personal data [[182]; Use
minimization. feedback tools to raise user’s privacy awareness.
Employee GDPR regulatory compliance frame-
Policy and consent non-compliance of ACS need to be compliant with legal guidelines work for ACS; penalised the system if the process-
12 . . y ; B ’
the ACS for data protection. ing of the user’s personal is done without user’s
consent.
TABLE 14: Modelling threats using LINDDUN & STRIDE in accordance with the GDPR
GDPR Principles and Requirements | STRIDE [ LINDDUN
I. GDPR Principles
1. Lawfulness, fairness, and transparency No No
1.1 Consent - X
1.2 Legitimate Interests - -
1.3 Contract - -
1.4 Legal Obligation - -
1.5 Vital Interests - -
1.6 Public Interests - -
2. Purpose Limitation No No
3. Data Minimization No Yes
4. Accuracy Yes Yes
5. Storage Limitation No Yes
6. Integrity and Confidentiality Yes Yes
7. Accountability No No
II. Data Subject Rights
a. Right to be Informed No Yes
b. Right of Access No Yes
c. Right to Rectification No No
d. Right to Restrict Processing No No
e. Right to Data Portability No No
f. Right to Object No No
g. Right to Automated Decision Making No No
h. Right to Erasure No No
III. International Transfer No No
4) Accuracy: In LINDDUN, we get references about two approaches.
Accuracy under the threat tree of Unawareness. It 6) Storage Limitation: Under the Linkability of a Data
also provides a solution for enhancing accuracy by Store Threat Tree, LINDDUN displays the potential
allowing users to delete, update, or review data. threats that can arise as a result of storing data for
In STRIDE, we get a reference of Accuracy/update an extended period of time or storing an excessive
data under the threat of Tampering, which requires amount of data. So, we get the reference of storage
Integrity as a security requirement. Thus, both ap- limitation/retention time in LINDDUN. Further-
proaches cover the Accuracy principle. more, there is no mention of Storage Limitations in
5) Integrity and Confidentiality: LINDDUN and STRIDE. As a result, while modelling using STRIDE,
STRIDE define the threat of Disclosure of Infor- there is a risk of 'non-compliance with the storage
mation, which has the security requirements of In- limitation’ in ACS.
tegrity and Confidentiality. Hence, the principles of 7) Accountability: In the use-case of the ACS, the

Integrity and Confidentiality are covered by these

accountability would be held by a Trusted Authority



(TA), which would generate revocation/or cancel-
lation of the certificate for the misbehaving AC.
LINDDUN does not define any threat related to Ac-
countability. However, it refers to Accountability in-
directly, under the Content Unawareness threat tree.
Similarly, STRIDE makes no security requirements
for Accountability and does not address any threats
associated with it. As a result, the threat of 'non-
accountability” is not addressed by both modelling
techniques.

Data Subject Rights: The GDPR requires ACS to implement
a variety of Data Subject rights to be compliant with the
legislation and to protect Data Subjects from numerous data
breaches, data exploitation, and data abuse.

1) Right to Informed: LINDDUN refers to the com-
pliance requirement of this principle under the
threat tree of Unawareness and Non-compliance.
But STRIDE does not provide any reference to cover
this right. In LINDDUN, under the Unawareness
threat tree, there is a leaf node “unable to review
personal information that refers to the right to ac-
cess. But this right does not directly mention if there
is physical access to data or just reviewing the data.
There is also a reference of DS to not being able to
modify or remove data under the Non-repudiation
of the data store threat tree. Moreover, STRIDE does
not cover the Right to access, as it does not define
any threat related to this right.

2) Right to Rectification: Neither LINDDUN nor
STRIDE include any references or security/privacy
requirements for the Right to Rectification. As a
result, both modelling approaches fail to respect the
right to rectification.

3) Right to Erasure: LINDDUN does not directly
define the threat to the right to erasure. It does,
however, appear in the Non-repudiation of a Data
Store threat tree, where the user is unable to erase
their own data. Because this right is not explicitly
described in LINDDUN, it is assumed that it is
not covered. Similarly, STRIDE does not have any
reference related to this right. Thus, both modelling
approaches fail to respect the right to erasure.

4) Right to Restrict Processing: In both LINDDUN
and STRIDE, there is no description/reference of
any privacy threat or countermeasure related to the
right to restrict processing. Thus, this right is not
covered by STRIDE and LINDDUN.

5) Right to Data Portability: This right is not cov-
ered by STRIDE and LINDDUN, as there is no
description or reference related to the right to data
portability in these two modelling approaches.

6) Right to Object: In both LINDDUN and STRIDE,
there is no reference to any privacy threat, related to
the right to object. Thus, this right is not covered by
STRIDE and LINDDUN.

7) Right to Automated Decision and Profiling: This
right is not covered by STRIDE and LINDDUN, as
there is no description or reference related to the
right to an automated decision and profiling in these
modelling approaches.
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International Data Transfer: The compliance requirements
of International data transfers in ACS are intended to en-
sure that the controller/processor complies with the GDPR.
However, neither LINNDUN nor STRIDE address the threat
of ‘Non-compliance of international data transfer’.

5.4 Challenges in modelling the GDPR compliance

LINDDUN and STRIDE failed to model non-compliance
threats of un-lawfulness, unfairness, and non-transparency,
as they do not meet the compliance requirements of law-
fulness, fairness, and transparency for processing the AC
and its user’s personal data. The non-compliance threat of
un-lawfulness occurs when the processing of personal data
invalidates any lawful basis. Consent non-compliance E
for example, occurs when trusted authorities fail to obtain
the consent of AC’s users (i.e., the driver/owner and pas-
senger) before processing and sharing sensitive data with
third parties, as well as when users are unable to update,
view, or withdraw consent while their data is being pro-
cessed. Similarly, neither LINDDUN nor STRIDE mention
any compliance requirements for another lawful basis of
data processing, such as legitimate interest, contract, legal
obligation, vital interest, or public interest. Any lawful basis
for data processing can be used to process the data of the
ACS. For example, if a malicious AC causes an accident,
data processing can be based on ‘vital interest’. However,
neither LINDDUN nor STRIDE address the threat of “not
respecting vital interest”. As a result, there is a gap in both
LINDDUN and STRIDE to cope with the compliance threats
of un-lawfulness, unfairness, and non-transparency.

Moreover, STRIDE and LINDDUN modelling techniques
lack the privacy/compliance requirements to ensure the
principle of 'Purpose limitation’. For example, the data of
ACS collected for vehicle management should not be used
to share with third parties (i.e., the insurance company -
Direct Line Group (DLG)). Likewise, these two modelling
approaches do not provide any reference to the compliance
requirement of 'data minimization. For example, service
providers and data processors (such as RSU, TA, and Uber)
should only keep as much data as is required to process it for
a specific purpose. LINDDUN and STRIDE also do not meet
the ’storage limitation” compliance requirements, which as-
sert holding the data until the purpose of processing is
completed. Thus, LINDDUN and STRIDE failed to deal
with the non-compliance threats of ’violating of purpose
limitation’; ‘'non-compliance with data minimization’; and
‘non-compliance with storage limitation’

Another challenge and gap in LINDDUN and STRIDE
modelling techniques are that they do not deal with the
compliance threat of "unaccountability’. In our use-case of
the Autonomous Car (AC) system, the principle of "Ac-
countability” plays a crucial role. Because if AC misbehaves
or does any accident, then AC’s users (i.e. driver/owner)
should be accountable and explainable for this act. For
example, In the case of collision and emergency, the AC’s
owner/driver would be accountable and explain this act
[182]. Extensive research is going on the accountability [182]],
[191]], [243] of the autonomous vehicle but none of the exist-
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ing threat modelling techniques (i.e., LINDDUN/STRIDE)
have covered this principle of GDPR.

The compliance requirements for the ‘international
transfer’ of personal data are not guaranteed by LINDDUN
and STRIDE. For example, the consent of AC users should
be obtained before personal data is transferred for cross-
border road safety investigations or commercial purposes
(i.e., EU-US privacy shield C/2016/4176) [244].

Furthermore, there is a gap in LINDDUN and STRIDE
to meet the compliance requirements of individual rights
(Art.12-23). In the ACS, the users of the car should be able
to exercise their right to rectification, right to update, right to
object, and right to restrict its data processing. For example,
it is the right of AC’s users to know how their data is gained,
stored, shared, and processed (Art. 13, 14 GDPR). The users
of the AC may want to access its data from the TA or other
data processors where it can exercise its ‘right to access’
(Art. 15 GDPR). Similarly, these two modelling methods are
not respecting the ‘right to rectification’; ‘right to restrict
processing ’; right to object’, ‘right to data portability’; and
‘right to automated decision making’.

5.5 Unsolved challenges and solutions for threat mod-
elling techniques

Research directions and suggested solutions for the iden-
tified challenges are presented in Table For processing
the personal data in ACS and its users, the compliance
requirements of the Purpose Limitation (Article 5 (1) (b)),
Data Minimization (Article 5(1)(c)) and Storage Limitation
(Article 5(1)(e)) should be integrated into a threat modelling
approach for ACS. A framework should be developed for
the ACS to check whether its users” data collected for one
purpose should not be used for any other purposes [244].
Notably, the consent verification framework should be used
to ensure that the consent of DS should be taken as a lawful
basis for using the same recorded data for any other pur-
pose. The compliance requirements of legitimate interests
may also be incorporated into the modelling approach for
processing the data. For example, the confidential data (i.e.,
real identity) of the ACS can be used by TA to create a
revocation list for a misbehaving car based on the legitimate
interests of data processing.

Similarly, the mechanism for Data Minimization should
be implemented to ensure that a system is not collecting
irrelevant information and respecting the purpose of pro-
cessing [246]. Moreover, the requirements of Storage Lim-
itations would also be implemented in the modelling ap-
proach for dealing with storage-related threats (linkability,
identifiability etc.) in the ACS. The secure and required data
storage/management may be implemented by employing
an EDR/AD solution which is a regulatory prerequisite for
the deployment of ACS [247].

It is essential to incorporate the principle of Account-
ability in a modelling method for the ACS [243]]. Because the
actions and interactions of ACS in the real-time environment
are non-deterministic due to their high complexity and scal-
ability. The AC should be comprehensible and trustworthy
for its successful implementation in the real world [249].
For example, if an AC does an accident or misbehaves
then its owner/driver should be accountable for it and
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should provide an explanation for doing so. Moreover, the
compliance requirements of International Transfer should be
implemented in modelling the ACS, because data protection
is necessary while cross-border experiments on road safety
and connectivity by digital technologies (i.e., EU-US Pri-
vacy Shield C/2016/4176) [244]. Furthermore, for securing
the confidential data of AC(i.e, owner/driver and passen-
ger), Integrity and Confidentiality should be incorporated
into the modelling approach by employing authorization
mechanisms [248]. The pseudonymization and encryption
techniques should be implemented while communicating
with messages (i.e., hash-based message authentication) in
a network [250].

The users of ACS should be able to exercise the rights
that are defined in GDPR for enhancing transparency and
ensuring the protection of data. For example, the right to
access, right to rectification, right to erasure the data (i.e.,
static road data (article 4), dynamic road data (article 5)
and traffic data (article 6) defined by Delegated Regulation
(EU) 2015/962) should be implemented in ACS. The privacy
rights framework would also be implemented in the auto-
motive industry. There are also some recommendations for
the right to explanation and right to reparation [243] that
may be included in the list of DS rights of the GDPR for
ACS.

6 RECAPS AND OUTLOOK

Recently, the misuse and abuse of personal data is blooming
dramatically, resulting in serious data privacy concerns.
Such concerns are particularly critical in the scenarios of
AS (e.g., ACS) in which the operation of the systems are
dependent on the processing of the data and without human
intervention and verification. The increasing of ACS such
as Tesla with autopilot autonomous driving function [251],
[252] triggers the attention to a variety of privacy-related
aspects, not only for conventional privacy preservation but
also algorithm bias, ethics, and legal responsibility when
processing personal data. This leads to a critical demand
for a novel data privacy modelling technique as well as a
GDPR-compliance verification scheme.

6.1 Conclusion

We have surveyed the existing threat modelling techniques
with consideration for the applicability of these techniques
when modelling data privacy threats in autonomous sys-
tems. We have argued that complying with the GDPR plays
a bigger role in preserving users’ privacy and protecting
personal data compared to modelling data privacy threats,
which only consider typical privacy-related attacks. Follow-
ing this catalyst, we have provided an analysis of whether
such techniques can relate the data privacy threat modelling
to the GDPR-compliance. We have taken a specific use-case
of AS, namely ACS, as an instance to demonstrate the anal-
ysis of STRIDE and LINDDUN when modelling the data
privacy in ACS. We have also discussed the challenges and
gaps, as well as provided suggestions for a novel modelling
technique that not only models the traditional data privacy
threats but also effectively performs the GDPR-compliance
verification.
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TABLE 15: Suggested solutions for unsolved challenges for Compliance requirements of ACS

Unsolved challenges for modelling
GDPR-compliance for ACS

Suggested solutions

Unable to figure out unlawful /unfair/non-transparent
data collection and processing

1. RSU, TA, and other service providers should be transparent, fair, and non-discriminatory to offer
services to the ACS.

2. The mechanism to check whether implementation of a consent manager existed in ACS [244].

3. Consent verification framework for ACS may be implemented [245].

Unable to figure out how data is processed (for what
purpose) in ACS (fail to check Purpose Limitation
compliance)

The mechanism to check Purpose Limitation (Article 5(1)(b), Article 89(1)) compliance in ACS [244].

Unable to figure out whether collected data is ade-
quate, relevant and limited to the specific purposes (fail
to check Data Minimization compliance)

A framework to check that not collecting and storing too much AC’s users information with respect
to purpose of processing.
[246].

Unable to figure out whether collected data is stored
for longer period needed or deleted (fail to check
Storage Limitation compliance)

1. The technique to assure that the data should only be retained until the purpose of processing is
fulfilled.

2. Ensure the secure and required data storage and management by employing EDR/AD solution
which is a regulatory prerequisite for deployment of ACS [247].

Inability of securing confidential data and providing
integrity in ACS

1. Employing the integrity and confidentiality compliance requirements in a threat modelling
technique.

2. Preservation of privacy/personal data of AC(i.e., vehicle identity, location, speed, driving behavior
etc.) and its users (i.e., driver/owner and passenger).

3. Integrity and Confidentiality should be implemented by employing authorization techniques (i.e.,
pseudonymization) [248].

Unable to figure out cross-border data transfer in au-
tonomous industry (fail to check International Data
Transfer requirement)

1. Integrating the compliance requirements of International data Transfer in a modelling technique
for ACS.

2. Adopting the intelligent transport system (ITS)Dir 2010/40/UE with delegated regulations in
modelling approach.

3. A framework for implementing the protection of personal data in electronic communications
(privacy and electronic communication directives 2002/58/EC) for ACS [244].

Unable to incorporate data subject rights in ACS in-
dustry (fail to check an ACS implement DS rights as
required)

1. Incorporating the data subject (i.e., owner/driver and passenger) rights (Art. 12-23) for ACS for
preserving the privacy of its personal data and ensuring road safety [182].

2. A modelling approach with Rights to explanation and rights to reparation [243] may be included
in the list of other DS rights of GDPR.

6.2 Future Research Directions

To preserve data privacy and prevent personal data from
data misuse and data abuse effectively, a data privacy mod-
elling technique should take the GDPR-compliance into con-
sideration rather than focus only on modelling conventional
privacy threats. To develop such a technique, the GDPR
principles and requirements are leveraged as the baseline
and incorporated into the technique knowledge-based. This
is based on the analysis and results of extensive empirical
studies on the GDPR. For instance, an extensive knowledge-
base of the first GDPR principle (i.e., Lawfulness, Fairness,
and Transparency) should be included in the knowledge-
base as a part of a non-compliance threat tree catalogue with
the associated threat description so that the analyst of data
privacy and non-compliance threats are easily traced and
examined. This enables the compliance verification and
enforcement of the GDPR. For example, in ACS, the DS and
DP should take consent from ACS end-users for process-
ing their personal data [244]. Furthermore, communication
networks, RSUs, TAs and other service providers should
be operated in a transparent, fair, and non-discriminatory
manner offering their services to any AC. Therefore, a novel
modelling technique should develop a model for inspecting
a legal basis for processing data, along with mechanisms for
justifying transparency and fairness [244], [253].

Another important research direction to develop a
novel modelling technique for data privacy and GDPR-
compliance is to re-design the system model based on the
traditional Data Flow Diagram used in most of the existing
techniques like STRIDE and LINDDUN. In this respect,
the re-designed Data Flow Diagram does not necessarily
include all system components but the GDPR roles. In other
words, DS, DC and DP can be a part of the data flow
diagram besides some of the system components; and some
components could also play the role of a DS, DC or DP. This

will illustrate the movement and processing of personal data
in the system effectively and enable the modelling technique
to analyse any systems following the GDPR requirements.
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