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A Hybrid-learning Decomposition Algorithm for Competing Risk
Identification within Fleets of Complex Engineering Systems

Hang Zhou *, Thiago Augusto Lopes Genez, Alexandra Brintrup, and Ajith Kumar Parlikad

There is an increasing interest in the reliability of complex
engineering systems, especially in the systems’ through-life risk
analysis. A complex system, like the civil aircraft engine studied in
this paper, contains multiple potential failure modes throughout
its life that are contributed by various sub-system and component
failures going through different deterioration processes. In order
to fulfill the requirements of efficient swap and replacement
maintenance strategies in the aviation industry, it is important
to quantify the individual component risks within a complex
system to enable an accurate prediction of spare parts demands.
We propose a novel data-driven hybrid-learning algorithm with
three building blocks: pre-defined reliability model based on the
Weibull distribution, automated unsupervised clustering, and the
quality check & output. The algorithm enables the identification
of the riskiest sub-systems and the associated reliability models
are quantitatively calculated.As all component risks follow the
Weibull distribution, the parameters can be obtained. A case
study carried out on a fleet of civil aircraft engines shows
that the algorithm enables a better understanding of sub-system
level risks from system level performance records, improving the
efficient execution of the maintenance strategy.

I. INTRODUCTION

ONE of the fundamental tasks in reliability analysis is to
develop a lifetime distribution model of systems using

historical data on time-to-failure [1]–[5]. Such a model can
then be used for predicting the remaining useful life (RUL)
of a given system based on its operating age in the absence
of other run-to-failure data. However, in most cases, complex
systems fail due to several failure modes and the historical
data often does not capture information about these failure
modes separately [6], [7]. As the model is developed without
due consideration of inherent failure modes, RUL prediction
tends to be inaccurate.

Modern complex engineering systems tend to follow a
modular design for efficient and cost-effective maintenance
execution. For example, a civil aircraft engine, which is the
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targeted engineering asset in this paper, typically contains eight
main modules: fan/low pressure compressor (LPC), interme-
diate pressure compressor (IPC), high pressure compressor
(HPC), combustor (CBT), high pressure turbine (HPT), inter-
mediate pressure turbine (IPT), low pressure turbine (LPT),
and external gear box [8] as shown in Figure 1 1. The
maintenance of aircraft engines, particularly the ones that are
taken off-wing from airplanes and transported to maintenance
facilities, are called overhauls. Overhauls are both necessary
and costly. Therefore, the entire servicing requires careful
and accurate planning. Effective planning of such overhauls
is beneficial for both the engine manufacturer and its airline
customers, as it minimizes the disturbance of flight operations.
One key influential factor in guaranteeing the effectiveness
of this maintenance strategy is sufficient availability of spare
modules in any given time window. In order to accurately
estimate the number and type of spares required, it is important
to understand the performance patterns of the engine fleets
with historical operational data, especially at the module level.

Fig. 1: Civil Aircraft Engine Module Overview

In the aviation industry, the failure information that causes
each overhaul service is documented in engine-level mainte-
nance logbooks. One of the practical challenges in extracting
information is that actual records of engine removals in main-
tenance logbooks are in natural language, are complicated, and
seldom clearly identify the module failures that necessitated

1© Copyright Rolls-Royce plc 2021. All rights reserved.
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the overhaul. In most cases, the maintenance logbook states
the primary reason for engine removal which is regarded as
the root cause. However, there is normally no information on
the condition of the other modules within the same engine,
where even though failures happened due to other causes than
the identified main root causes, this information is at times
hidden. This leads to a common obstacle in real-life data pro-
cessing where there is incomprehensive prior knowledge to the
understanding of module-level failure information. We address
this gap by proposing a novel technique for decomposition of
sub-system level (module level) failure based on system level
(engine level) failure data. This technique is founded on the
principle of ‘competing risks’.

The concept of competing risk applied in this paper is
that single components and material within a complex system
deteriorate at different speeds due to the different mechanical
configurations and the environmental condition these com-
ponents go through. At different periods of time, different
types of failure dominate the failure reasons of the system.
Especially when observing the complex engineering assets at
a fleet level, particular issues in maintenance are concentrated
at particular intervals during the life span of the system.
We consider this phenomenon under the ‘competing risks’
framework, where the risks compete to be the root cause
failures of the system.

The concept of ‘competing risks’ within a complex engi-
neering system has been studied with different focuses. Sabri-
Laghaie and Noorossana [9] define that the degradation in
a complex system follows a Poisson process, which adds
randomness to the failure of a system. They also propose that
the reliability of a system is modeled with an exponential
function. Cui et al. [10] propose two extended distributions
to the classic N-phase-distribution. In Cui et al.’s research,
the system is assumed as a Markov repairable system and the
competing risks are classified as the ‘emergency-state’ decom-
position at a system-level rather than individual risks at sub-
system levels. Jiang [1] focused on the Poisson distribution and
applied the analysis on bus-motor failure data. Jiang’s research
utilized a two-fold competing risk model where the risks are
largely categorized as random failures and wear-out failures,
not pointing at any specific sub-system of the bus motors.
Similarly to Jiang’s research, Wang and Pham [11] studied
the dependent competing risk system with also two kinds of
failure mechanism: the random shock failure and the degra-
dation failure, on their influences to the perfect and imperfect
maintenance policies. Further to these studies, recently there

has been a growing research interest in dependent competing
risks, where there are clear dependencies among sub-systems
within a complex system [12]–[15]. In these studies both the
statistical Bayesian non-parametric approach and the state-of-
the-art deep reinforcement learning approach are applied in
the estimation of component dependencies within a competing
risk system. However, the civil aircraft engine design process
seriously considers the possible dependencies among sub-
systems, ensuring the failure of a component and sub-system
does not cause the total failure of an engine, which may lead
to catastrophic consequences. In fact, the engine system is
designed to avoid dependencies in sub-systems. The study by
Fang and Cui [16] tentatively examined the consideration of
the multi-state competing risks where two parallel sub-systems
are simulated to form a complex system, with the two sub-
systems being of competing risks. In their study, the two sub-
system risks are pre-defined, and the system is simpler than
a system as complex as an aircraft engine, which contains at
least eight main sub-systems. It is worth noting that there is a
need for an effective algorithm to reveal quantified reliability
estimation for sub-systems within an entire complex system.

The main challenge here is that there is a lack of avail-
able data where fleets of modular complex system are go-
ing through maintenance. Moreover, the root causes of such
maintenance are due to multiple sub-system level failures.
These challenges are addressed in our research where the
civil aircraft engine maintenance logbooks contain both the
information on run-to-failure service life for the entire data
population and a limited amount of maintenance root causes
at sub-system level. The maintenance logbooks support the
necessary information.

In order to analyse the sub-system level reliability perfor-
mance using competing risk decomposition, we propose an
algorithm which is fundamentally a hybrid-learning approach:
Due to the incomprehensive prior knowledge, it is essential to
apply the unsupervised-learning clustering concept to group
the data points that share similar properties. However, com-
pared to some of the popular existing clustering algorithms
where the similarity of data points within each cluster is based
on the measurement of distance (K-means) [17], [18], fuzzy
partition (Fuzzy C-means) [17] and distribution (Gaussian
Mixture Model) [19], there is still a fundamental assumption as
one pre-defined rule, which is that each module’s probability
of failure (PoF) follows the classic Weibull distribution relia-
bility curve. The combination of the reliability model based on
the Weibull distribution, along with the automated clustering



3

form the foundation of the hybrid-learning decomposition
approach. The measurement of the fitness each datapoint
belongs to one cluster is based on the distances between such
points and the ‘competing risk’ Weibull reliability curve.

The hybrid-learning approach consists of three main build-
ing blocks. The Weibull distribution for reliability estimation
is a classic approach in the field of reliability research and
is continuously being studied to improve the accuracy and
usability of Weibull models. The parameter estimation of the
Weibull models is studied on block censored data in life testing
of engineering products [20] and Type I censored data using
the synthetic minority over-sampling technique [21], in order
to obtain both the reliability model of the products and the
accurate estimation of the product lives. Further research has
also been carried out on the estimation of Weibull parameters
for high quality products with zero-failure data, which is
common in the industries with high reliability requirement,
like the HDD industry [22]. The Weibull model is also the
foundation for decisions of repair and maintenance strategies
for complex engineering systems, where approaches including
the Weibull-based regression model are used on repairable
complex systems [23] and to describe the component degra-
dation process [24]. The unsupervised approach of sub-system
level failure case clustering is an effective way of extracting
useful information when little prior-knowledge is obtained.
The unsupervised-learning approach is an effective tool for
sorting out the data for further processing and analysis, and has
been applied successfully in many domains including to assist
the improvement in depression treatment in the healthcare
sector [25], to optimize the location of wind turbines in the
energy industry [26], to identify the age of reclaimed asphalt
binders in the construction industry [27], to perform dynamic
risk assessment for the nuclear industry [28], to evaluate the
fatigue damage equivalent load on a wind turbine blade in
the aviation industry [29], and to optimize the maintenance
strategy for a fleet of excavators in the mining industry [30].
Accordingly, clustering is one effective approach in discov-
ering informative and valuable connections from collected
data across multiple industries. However, a complex system is
an integration of multiple sub-systems and components, and
the failures occurring during the operations of such systems
are often caused by a finite number of components within
the system. This means that, upon the failure detection in a
certain sub-system and component in the complex system, the
majority of the system remains healthy and unharmed. The
current studies observe the system as a single unit [23], or

studies single component degradation without the association
with the system level [24]. There is an obvious gap in
understanding the performance and reliability of a complex
system at multiple levels. The clustering approach introduced
in this paper aims to bridge this gap.

The purpose of this paper is therefore to identify the sub-
system level (module level) reliability curve from the system
level (engine level) operational data based on the hybrid-
learning approach by performing the competing risk analysis.
This analysis will enable:

1) Improvement on planned maintenance (overhaul): An
improved estimation of all the module demands at any
given time window with better accuracy than simple
estimation based on past experience.

2) Improvement on unplanned maintenance (overhaul): In
order to generate the most value from each module,
in the aviation industry the similar RUL modules can
be re-assembled as an ‘imperfect’ engine for the most
beneficial operation of each module before its retire-
ment. In case the occurrence of unpredictable unplanned
maintenance, the algorithm we propose in this paper
provides the estimation of the RUL of the non-failure
modules based on the modules’ individual reliability
curve.

3) Improvement in risky module demand prediction: In the
aviation business operation, one of the major challenges
is to have an accurate estimation of the risky module
demands for unplanned maintenance. The proposed al-
gorithm is dedicated to mitigate the occurrence of the
costly unplanned maintenance and maintain the fleet
with a high resilience. The algorithm enables statistical
predictions of the demanded spare modules in any given
time window, which leads to better planning in advance.

The proposed hybrid-learning algorithm also provides a
benefit in utilizing the minimum amount of information on the
competing risk detection of multi-module multi-failure-mode
complex engineering system, with the purpose of improving
both the performance of the planned and the unplanned
maintenance.

The paper is organised as follows. In Section II, the method-
ology of the framework is described in detail. In Section
III, a case study is provided, based on the dataset of a fleet
the civil aircraft engine family provided by a our industrial
research partner in the aviation industry, and the numerical
results with the piecewise competing risk functions are given.
A further real-life application of the algorithm is also provided
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in Section III. In Section IV, we provide the conclusion and
discuss the current limitations and the future work.

II. FAILURE DECOMPOSITION METHODOLOGY

This section describes the flow of the proposed algorithm.

Fig. 2: Hybrid-learning decomposition algorithm

We assume that this analysis is being performed on a fleet
of m identical assets. Each asset would have undergone a
number of overhauls due to failures and the safe running
duration before these failures occur is recorded for each asset.
The input to the methodology consists of the total number of
assets in the fleet and failure records over time. The proposed
algorithm is illustrated in Figure 2.

As shown in Figure 2, the algorithm is divided into three
main phases (building blocks):

1) The pre-defined reliability models: This step processes
the maintenance data statistically and pre-defines that
the failure models for both the civil aircraft engine at a
system-level and each of the civil aircraft engine sub-
system modules based on the Weibull distribution. The
system-level recorded safe servicing life is processed via
the survival analysis, fitted with Weibull analysis via the

Gauss-Newton curve fitting and then being shifted in
order to envelope the entire dataset for conservative and
safety considerations (as the aviation industry has a high
safety standard).

2) Automated unsupervised clustering: With the obtained
system-level reliability model in Weibull format, the
model goes through the autonomous differentiation in
order to create sub-system Weibull models where the
models cover the datapoints with similar root causes.
The root causes of the datapoints validate the sub-system
Weibull models on the efficacy of their descriptions
of the sub-system competing risks. The efficacy of the
model description is evaluated by the envelope coverage
of such models, where the autonomous step is carried
out until the satisfactory coverage rate is achieved.

3) Quality check & output: A further step ensuring the va-
lidity of the algorithm is carried out, which compares the
unsupervised decomposition models with the observed
failure cases from historical events. The comparison
via the statistical tests supports the evidence that the
decomposed risk model for sub-system modules well
describes the observed samples, which leads to the
output and application of such decomposed module risk
models.

It is worth noting that this research discusses the statistical
characteristics of the entire fleet, as a population, instead of
any individual aircraft engine within the fleet. The target is
also to solve the fleet maintenance planning, particularly the
predictions of sub-system demands. Therefore, this research is
in fact considering the non-ergodicity of each individual asset
in the fleet.

These three phases are further described step by step as
follows.

A. Pre-defined reliability models

We assume that system level PoF function is a superposition
of sub-system level PoF functions. In other words, the system
level PoF function is a continuous piece-wise function that is
an envelope function of all the sub-system level PoF functions.

Step 1: Survival and Weibull analysis
The first step is to carry out Weibull analysis on the failure
data. Let ti be the time of the ith asset failure.
Let di represent the total number of failed assets at time ti. Let
ni be the number of assets that have been operating without a
failure until time ti. Although this is a well known procedure,
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we articulate this here for clarity. The Kaplan-Meir estimator
[31] for the survival function of the assets is given by:

Ŝ(ti) =
∏

i:ti≤tmax

(1− di
ni

) (1)

The corresponding failure distribution is given by:

P̂ (ti) = 1−
∏

i:ti≤tmax

(1− di
ni

) (2)

Here tmax is the maximum design life of a civil aircraft
engine can reach with one maintenance interval. This analysis
provides a tupple of engine performance (ti, P̂ (ti)) which is
a datapoint within any mathematical coordinate system. The
original cumulative density function of the Weibull distribution
in a Cartesian coordinate system is:

F (t) =

∫
(
k

λ
(
t

λ
)k−1e−(

t
λ )
k

) dt = 1− e−(
t
λ )
k

(3)

F (t) the Weibull distribution function is the foundation
for the logarithm transformation of the datapoints, it is worth
noticing that in the variable t in F (t) is continuous while the
real values in the example datasets ti are discrete data points
within the domain. Taking logarithms on both side of equation
(3) and rearranging, we get equation (4).

ln ln (
1

1− F (t)
) = k × ln t− k × lnλ (4)

The importance of performing the transformation shown in
equation (4) is that under the new coordinate, a fitted linear
function with a slope k and an intercept c = (−k × lnλ)

enables the determination of the two parameters on the Weibull
reliability function. The x and y coordinates of the failure
distribution function after the logarithm transformation is
given by:

xi(ti) = ln ti (5)

yi(ti) = ln ln
1

1− P̂ (ti)
= ln ln(

1∏
i:ti≤tmax(1− di

ni
)
) (6)

The coordinate pairs (xi, yi) provides a mapping of the
potential risk function.

Step 2: Gauss-Newton curve fitting
The purpose of this step is to obtain a function fI(x,αi),

from a collection of I potential candidates of function formats,
that fits the points obtained in step 1, where αi is a set of
parameters (αi1, αi2, . . . , αiτ ) of the function fI(x,αi) and
τ < m. Traditionally, a linear fit is performed on the data
points. Since the objective here is to decompose the failure
data to discover the different underlying failure modes, we
take a different approach here.

In order to obtain the piecewise competing risk function,
within the logarithm coordinate, the slope of each linear
fitted competing risk function is required to be monotonically
increasing. Assume a function fI(x) is fitted to the datapoints
after logarithm transformation, where the derivative of the
function hI(x) = dfI(x)

dx is monotonically increasing. Out of
the common monotonically increasing functions, in this paper
we choose three function formats which are monotonically
increasing functions within the entire domain: the power
function (linear polynomial), the exponential function and the
logarithm function. Therefore we have:

h1(x) = a11 lnx+ a12

h2(x) = a21e
x + a22

h3(x) = a31x+ a32

(7)

Moreover, the choices of the first order derivatives hI(x)

leads to the choices of potential fitting function for the
datapoints after the logarithm transformation:

f1(x,α1) =
∫
h1(x) dx = α11x lnx+ α12x+ α13

f2(x,α2) =
∫
h2(x) dx = α21ex + α22x+ α23

f3(x,α3) =
∫
h3(x) dx = α31x

2 + α32x+ α33

(8)

In this paper, we have explored the use of the three potential
functions listed in the set of equations (8). The transformed
datapoints with their associated coordinates are fitted with
an appropriate function using the non-linear least square
(NLLS) [32] method. We have used the modified Gauss-
Newton method [33], [34] for curve-fitting in this paper.

Each datapoint (xi, yi) has a residual ri with respect to the
fitted function:

ri = yi − fI(xi,αi) (9)

The function that best fits the data is obtained by minimiz-
ing the least squares of the residuals which is the sum of the
residuals SR:

argminSR = argmin(

m∑
i=1

r2i ) (10)

The minimum value of SR occurs when ∂SR
∂αiτ

=

2
∑
i ri

∂ri
∂αiτ

= 0. With first order Taylor expansion the
potential choices of monotonic functions:

fI(xi,αi) ≈fI(xi,αi
k) +

∑
τ

∂fI(xi,αi
k)

∂αiτ
(αiτ − αiτ k)

= fI(xi,αi
k) +

∑
τ

JI∆αiτ

(11)
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where the notation k represents the kth iteration of unde-
termined parameters of the algorithm, and JI is the Jacobian
of the function fI(xi,αi).

Let
∆yi = yi − fI(xi,αi

k)

ri =(yi − fI(xi,αi
k)) + (fI(xi,αi

k)− fI(xi,αi))

≈ ∆yi −
∑
τ

JI∆αiτ

(12)

From equation (12) it can be concluded that

(JTJ)∆α = JT∆y (13)

The iteration value achieves optimality when increments in
parameter matrix α do not lead to any obvious increment in
the objective value of y.

The required calculation in the curve fitting step is the
Jacobians of all the potential functions which are obvious:

J1 = [x lnx x 1]T

J2 = [ex x 1]T

J3 = [x2 x 1]T

(14)

Step 2 therefore identifies the set of parameters α1 =

[α11 α12 α13], α2 = [α21 α22 α23], and α3 = [α31 α32 α33]

for each of the potential functions for their best fit to the
survival analysis datapoints. The function that describes the
recorded datapoints the best is taken further to Step 3 for
coordinate transformation. The choice of the best function
fI(x, αi) will be in the next step denoted by f(x, α).

Step 3: Coordinate transformation
The function obtained from Step 3 is the function that

obtains the trend of the datapoints. However, since each
datapoint represents an actual failure case, there will be points
where f(xi,α) is less than or greater than yi.
When considering the reliability of complex engineering sys-
tems in certain safety-critical industries such as the aviation
industry, it is important that the estimated failure distribution
function cover the majority of the failure cases, or in another
word, it is optimum that the reliability function is an envelope
function to all the recorded datapoints in any mathematical
coordinate system. As the datasets in this research are records
of real failure cases for civil aircraft engine overhauls, none
of the recorded datapoints are treated as outliers or noise.
Hence the functions with the optimized parameters in step
2 need to be shifted in order to envelope the decent amount of
recorded failure cases. This amount, measured by a percentage
of failure cases Ω, is the trade-off risk threshold an industry

can accept. As the failure cases not enveloped by the function
shifting cause discrepancies in the next step of automated
sub-system probability of failure decomposition, and further
influence maintenance planning. The threshold is normally
determined by the industrial end-users of this algorithm. It is
worth noticing that the risk threshold step is optional is based
on the risk-appetite of the organization.

Under such a requirement, the coordinate transformation
presented in this step should be performed on the fitted
function, which aims to keep the shape of the fitted function,
but shifts it so that the new function envelopes all the existing
(historical) datapoints. The procedure for obtaining this shifted
envelope function is presented in Algorithm 1.

Algorithm 1 Coordinate transformation with risk threshold

procedure CURVE-SHIFT
for i← 1,m do

[dyi ]← [yi − f(xi,α)] . data shift y-axis
end for
Dy ← [dy1 , dy2 ...dym ] . array of distances
Dy

′
← [dy1

′
, dy2

′
...dym

′
] . sort min

i
Dy → max

i
Dy

m
′ ← m× (1− Ω) . risk acceptance threshold

Dy

′′
← [dy1

′
, dy2

′
...dy

m−m′

′
]

~Y ← (0,max
i
Dy

′′
) . minimum y shift

for i← 1,m do
solve f(x′i,α) = yi
obtain x′i
[dxi ]← [xi − x′i] . data shift x-axis

end for
Dx ← [dx1

, dx2
...dxm ] . array of distances x-axis

Dx

′
← [dx1

′
, dx2

′
...dxm

′
] . sort max

i
Dx → min

i
Dx

Dx

′′
← [dx1

′
, dx2

′
...dx

m−m′

′
]

~X ← (0,min
i
Dx

′′
) . minimum x shift

LSx ←
∑m
i=1 f(xi + |min

i
Dx

′′
|,α)− yi

LSy ←
∑m
i=1 f(xi,α)− yi + |max

i
Dy

′′
|

C ← LSx − LSy . discriminant for shift direction
if C ≥ 0 then

F (x)← f(x) +max
i
Dy

′′

else
F (x)← f(x+min

i
Dx

′′
)

end if
return F (x) . The shifted envelope function is F (x)

end procedure

B. Automated unsupervised clustering

The purpose of this phase is to generate the competing
risk models for the most risky sub-system modules within the
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logarithm coordinate.

Step 4: Decomposition
Now, we need to obtain the piece-wise failure distribution

for each part of the decomposition. Here, we introduce the con-
cept of winning risk function, which is defined as the failure
distribution function that represents the failure that contributes
to the maintenance action at a given time. Consider the module
swapping maintenance strategy for the civil aircraft engines.
It is possible to identify the hierarchy of sub-system modules
within the engine when maintenance is required, based on the
time this engine has been used. The health conditions of the
top risky modules are estimated by this algorithm, at any time
point maintenance activities are required.

Algorithm 2 presents the approach for decomposing the
enveloped function F (x) into its competing risk functions
within the logarithm coordinate. With incomprehensive prior
knowledge of engine module failures, this algorithm is funda-
mentally an automated clustering step where the datapoints
within the logarithm coordinate are clustered according to
their distances to the decomposed sub-system level reliability
functions.

Algorithm 2 Automated decomposition clustering

procedure DECOMPOSE
j, r, i← 1
while r < m do

while j < m do
k[j]← dF (x)

dx

∣∣∣
x=xj

. slope at x = xj

c[j]← F (xj)− k[j]xj . intercept at x = xi
gr(x)← k[j]x+ c[j] . rth risk function
while i < m do

δi ← gr(xi)− yi
if δi < 0 then . check if enveloped

j ← i
r ← r + 1
BREAK

elseif i ≡ m and δi ≥ 0
end all loop

end if
end while

end while
end while

end procedure

The explanation of the algorithm is as follows. Starting
from the first data point (x1, y1) the derivative of the envelope
function F (x) is obtained at (x1, F (x1)), which is given by
dF (x)
dx

∣∣∣
x=x1

. The intercept of the related linear function is

F (x1) − dF (x)
dx

∣∣∣
x=x1

x1. The first linear function within the

logarithm coordinate is therefore given by:

g1(x) =
dF (x)

dx

∣∣∣
x=x1

x1 + F (x1)− dF (x)

dx

∣∣∣
x=x1

x1 (15)

The above equation is the first competing risk function
and the first piecewise function describing the probability of
failure of one sub-system module. Moving on to the second
failure data point (x2, y2), we study whether each data point is
enveloped by the first risk function, by calculating the distance
of datapoint (x2, y2) to the first competing risk function
δ2 = g1(x2) − y2. If δ2 ≥ 0, it is considered that the
previous risk function is still the competing risk for the second
recorded failure case. This iteration continues until δq < 0,
which means that the qth data point is the start of another
competing risk different from the previous competing risk. A
new differentiation is then performed at (xq, yq), obtaining the
new competing risk function as:

gr(x) =
dF (x)

dx

∣∣∣
x=xqr

xqr +F (xqr )−
dF (x)

dx

∣∣∣
x=xqr

xqr (16)

Here, gr(x) is the rth piecewise competing risk function.
The iteration is performed until the last failure data point
(xm, ym).

This Algorithm 2 completes the automated clustering of
datapoints in a logarithm coordinate under the presumed reli-
ability models based on Weibull distribution, the cluster results
automatically provide the risk functions at a sub-system level
from the maintenance information at the system-level. In this
step, one competing risk function points to one identified sub-
system module failure. When a datapoint is above the previous
risk function, it is likely that the system has moved towards
another phase of operation, while another category of failure
modes pointing at another sub-system module is taking over as
the sub-system module with a higher failure probability. This,
however, does not rule out the other sub-system modules with
other failure modes from happening simultaneously with the
sub-system module possessing the highest failure probability.
The other sub-systems are with a lower hierarchical failure
probability ranking within each maintenance time window.

Note that the competing risk functions obtained in step 4
using the the Algorithm 2 are in logarithmic coordinates.

Step 5: Failure mode validation with risk function
parameter fine-tune

Automated unsupervised clustering is an allocation of initial
competing risk models to sub-system modules within an entire
system. The Algorithm 2 in Step 4 has the capability of
decomposing a system level dataset to 3 − 6 sub-system
competing risk models. An important step here is to validate
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the effectiveness of the initial sub-system module risk models.
Often within a given maintenance record dataset, there are root
causes of a maintenance activity being carried out, pointing at
failure modes in one of the sub-system modules. However,
due to the imperfectness of any real-life dataset, there is
constantly the situation of missing records, or the records
are not sufficiently informative to identify the exact causes.
Furthermore, with the concept introduced in this research,
the root causes of the maintenance activities always targets
the most observable sub-system module at the time point.
However, other sub-systems may have also suffered from part
failures without being identified when making the maintenance
decision. This consideration is interpreted as: the observed
failure datapoints of any sub-system module are independently
drafted samples from the general risk model of this sub-system
module.

The initial deduced competing risk models are then com-
pared with the observed sub-system module failure datapoints,
to determine the effectiveness of the decomposition algorithm.
The effectiveness is defined as the coverage rate of the compet-
ing risk model towards the observed draft failure datapoints.
An ideal coverage of the datapoints by the linear competing
risk model in the logarithm coordinate means the risk model
can effectively predict the failure of such sub-system module.
The coverage rate Rc = CoveredFailureCases

TotalFailureCases should pass a
threshold R. On the occasion that the initial competing risk
model does not reach the coverage thresholdR, the parameters
of the initial competing risk function is required to be ’fine-
tuned’ in order to reasonably describe the observed failure
cases. The parameter fine-tuning algorithm is explained in
Algorithm 3.

Assume there is a set of j observed failure sample SMi =

{SMi1
, SMi2

, ..., SMij
}, pointing at the same sub-system mod-

ule Mi, where the observed samples are considered as inde-
pendently drafted and extracted from the system-level failure
data. The location of this set of samples in the logarithm

coordinate is LMi =

[
xMi1

xMi2
... xMil

yMi1
yMi2

... yMil

]
, where LMi

is a 2×l matrix for the coordinates of all the observed samples.
The output risk models towards the top risky sub-system

modules from the fine-tuning step is thus the reasonable risk
models that can describe the population of the drafted samples.
Therefore, the automated clustering of datapoints with fine-
tuned parameters of the outputs is accomplished with the
analytic geometry calculations. The output functions after
’parameter fine-tuning’ replace the original functions, and the
notation of these functions and parameters remain the same,

Algorithm 3 Parameter fine-tuning

procedure FINE-TUNING

kinitial ← ktune ← dF (x)
dx

∣∣∣
x=xqr

minitial ← mtune ← F (xqr )−
dF (x)
dx

∣∣∣
x=xqr

xqr

for ξ ← 1, l do
for ρ← 1, l do

if gr(LMi1,ρ)−LMi2,ρ ≥ 0 then
Countcover ← Countcover + 1

else if gr(Lmi1,ρ)−LMi2,ρ < 0 then
Countuncover ← Countuncover + 1

end if
Rc ← Countcover

Countcover+Countuncover
. Coverage Rate

end for
if Rc < R then . Coverage Threshold

ktune ← dF (x)
dx

∣∣∣
x=LMi1,ξ

mtune ← F (LMi1,ξ)− ktune × LMi1,ξ

gr ← gr[ktune,mtune] . fine-tune gr
else if Rc ≥ R then

BREAK
end if

end for
end procedure

with replaced values.

C. Quality check & output

The third and the final phase of the proposed algorithm is
the quality check and output of the competing risk models in
the Cartesian coordinate.

Step 6: Nonparametric statistical test
The purpose of this step is to ensure that the linear

competing risk models in the logarithm coordinate is not of
significant statistical differences from the observed sub-system
level failure cases. With the condition that the assumed risk
models are fulfilling the Weibull distribution and there is no
comprehensive prior knowledge of the distribution of the inde-
pendently observed failure cases, the nonparametric statistical
test is used to justify the output risk models. Assume one
of the output risk models describing one sub-system module,
and the referenced recorded sub-system module failure cases
are from two independent sample sets, the Mann-Whitney U
test [35] is used for the examination. The set of ψ observed
failure sample Smi = {Smi1 , Smi2 , ..., Smip } for sub-system
mi, is compared with the ω independently drafted samples
i.i.d G = {gr

′
(x1), gr

′
(x2), ..., gr

′
(xq)} from the competing

risk model gr(x). The U statistics is calculated by rank-sum:

U =

ψ∑
p=1

ω∑
q=1

M(Smip , gr
′
(xq)) (17)



9

where

M(Smi ,G) =


1, if G < Smi

1
2 , if G = Smi

0, if G > Smi

(18)

For relatively large observation sample size, the sum of
ranks for both samples are obtained:U1 = R1 − ψ(ψ+1)

2

U2 = R2 − ω(ω+1)
2

(19)

U1 is the U statistics calculated by equation (18) for sample
1, where R1 is the sum of ranks for sample 1. Similarly R2

is the sum of ranks for sample 2.

U = min{U1, U2} (20)

The null hypothesis is further checked for validity by the
Mann-Whitney Table [36]. Once the test is passed, meaning
the competing risk model and the observed failure datapoints
on sub-systems are not of significance difference, the models
are further carried on towards the next step.

Step 7: Weibull parameter calculation for sub-system
competing risk model output

In the previous step, the competing risk functions obtained
are within the logarithm coordinate system, the final step
of the proposed algorithm is to transfer the deducted com-
peting risks back from the logarithm coordinate system to
the Cartesian coordinate system. One typical competing risk
function from Step 4 with the linear slope of dF (x)

dx

∣∣∣
x=xqr

, the
slope value obtained in the logarithm coordinate system is the
shape parameter k of the Weibull distribution in the Cartesian
coordinate system.

dF (x)

dx

∣∣∣
x=xqr

= kr (21)

The intercept of the linear risk function in the logarithm
coordinate system is given by:

F (xqr )−
dF (x)

dx

∣∣∣
x=xqr

xqr = −kr × lnλr (22)

This relationship is used to calculate the scale parameter of
the Weibull distribution in the Cartesian coordinate system as
follows:

λr = exp

−F (xqr )−
dF (x)
dx

∣∣∣
x=xqr

xqr

dF (x)
dx

∣∣∣
x=xqr

 (23)

This leads to the rth competing risk function in the Carte-
sian coordinate system as follows:

RFr(t) =

1− exp


−


t

exp

−F (xqr )−
dF (x)
dx

∣∣∣
x=xqr

xqr

dF (x)
dx

∣∣∣
x=xqr





dF (x)
dx

∣∣∣
x=xqr


(24)

III. CASE EXAMPLE

A. Results of hybrid-learning competing risk analysis

The example is based on real performance data provided by
a major aircraft engine manufacturer and maintenance service
provider. The data consists of 327 recorded maintenance cases
across a fleet belonging to the same family of engines operated
by different airlines. These maintenance cases are specifi-
cally unplanned overhaul maintenance instead of suspension
maintenance, meaning a failure symptom clearly exists and is
observed when the decision of overhaul is made.

Model Label Operator Service (hrs) Root Cause

1 2168 OP51 485673 IPC OGV
CRACKING

1 2731 OP71 719590 HPC VANE
DAMAGE

1 1788 OP32 7752774 HPT BLADE
THERMAL E

1 1456 OP5 10870557 LPT BEAR-
ING

1 2248 OP20 12332413 HPC SURGE
MARGIN

...
...

...
...

...

TABLE I: Excerpt of aircraft engine failure data
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(a) Actual data

(b) Logarithm coordinates

Fig. 3: Civil aircraft engine family risk and logarithm trans-
formation

In Table I, the first column refers to the specific model of
the engine. The second column refers to the specific engine
within the fleet. The third column refers to the customer
(airline) that the specific engine belongs to. The fourth column
refers to the life consumption of engine in service before
a maintenance activity is taken place. All the maintenance
activities in this research are off-wing overhauls with engine
removal, the on-wing maintenance at airports are not included
nor considered in this research. And the last column states the
short description of root causes of the engine removals and
decision of overhauls. It is worth noticing that for confidential
reasons, the fourth column values are scaled from the exact
value. This, however, does not influence the effectiveness of
the proposed algorithm in this paper as all the values are

scaled with the same proportional factor.

1) Results of Phase 1

Following step 1, first of all, the collected unplanned shop
visit overhaul data of the engine family fleet is performed the
survival analysis and the Weibull analysis, and the result is
shown in Figure 3.

Figure 3(a) shows the survival analysis distribution of the
aircraft engine service lives before overhauls. Figure 3(b)
shows the risk plot after the logarithmic transformation. Mov-
ing to steps 2 and 3 of the methodology, the best function
to describe the data points within the logarithm coordinate is
selected. The mean squared error (MSE) of the three choices
of function formats are shown in Table II.

Target Function MSE
Logarithm Function 0.005482
Quadratic Function 0.004707

Exponential Function 0.004647

TABLE II: Selection of Best Fit Function in Logarithm
Coordinate

It can be observed that, for the dataset being discussed in
this use-case, the exponential function is the best choice with
the minimum MSE colored in red. However, the differences
among the three function choices is marginal, meaning a
different dataset has the opportunity to end up with a different
selection of function format. The exponential function format
is further discussed as the choice for this use case study in
this section.

The envelope function of the datapoints with the consider-
ation of risk acceptance threshold is identified and is shown
in Fig. 4
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Fig. 4: Envelope risk function for the engine family

Here the function ϕ(x, y) represents the combination of
distances that the fitted function need to shift in order to
envelope the specific datapoint. As can be seen in Figure
4, the fitted function does not envelope all failure cases,
which might result in excessive risks for the organisation. In
Algorithm 1, there is a pre-defined risk acceptance thresh-
old Ω, this influences the shift of the function in order to
cover the population of the recorded failure data. Due to
the study is focused on the aviation industry, specifically the
civil aircraft engine, the demand of reliability is extremely
high. Therefore, the risk acceptance threshold set up in this
study is Ω = 99.5%. The shift of the fitted function in
order to envelope all the failure datapoints also provides a
marginal higher estimation of PoF at any time point. This is
particularly important for the aviation industry for the trade-
off of maintenance. Simultaneously, the best fitted function
with the minimum possible shift from Algorithm 1 guarantees
the aircraft engine to fly more hours and use up the available
healthy life as much as possible. With this consideration, we
obtain the envelope function with an exponential function
format: df(x)

dx = 8.9832× 10−10ex + 1.3948x− 28.3548.

2) Results of Phase 2

After obtaining the envelope risk function, Algorithm 2
from step 4 is performed on the envelope risk function to
obtain the decomposed competing risk functions, which four
linear functions that are decomposed from the original enve-
lope risk function. This matches the top four most frequently
observed sub-system module failures from the aircraft engine
family studied in this research. The top four highest risky
modules, the number of failure observations within this engine
family and the main failure mechanism are listed in Table III.

Module Sample NO Main Failure Mode
IPC 38 OGV Blade Cracking
HPC 36 Compressor Surge Blade Damage
HPT 22 Turbine Blade Holing Damage

FAN/LPC 19 Corrosion

TABLE III: Top Risky Sub-system Modules and Main Failure
Modes

The locations of the observed samples for four modules
within the logarithm coordinate are compared with the initial
output of the competing risk models before fully accepting
them, following step 5.During the process of the second build-
ing block, automated unsupervised clustering process, only
one competing model, the competing risk model 1 requires the
Algorithm 3 in step 5 - parameter fine-tuning. The target of the
coverage rate Rc for each competing risk model is 90% This
competing risk model, pointing at the HPC failure, initially
with a coverage rate of 30

38 , required a further two iterations of
Algorithm 3 to achieve the coverage rate Rc = 36

38 = 94.7%.
The coverage rates of the four competing risk models towards
four aircraft engine modules after Algorithm 3 are shown in
Table IV. The decomposition results are also shown in Figure
5. The figure shows the original data points, the envelope risk
function and its decomposed linear functions.
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Fig. 5: Competing risk function in logarithm coordinates

In Figure 5, the black line represents the envelope function
after curve shifting. The blue line is the competing risk model
1 for HPC module. The yellow line is the competing risk
model 2 for FAN/LPC module. The red line is the competing
risk model 3 for HPT module. And the green line is the
competing risk model 4 for the IPC module. The first two
phases enabled decomposition of the entire system failure data
into four sub-system module competing risk models. This is
reasonable as fundamentally not all modules within an aircraft
engine possess the same useful life and are of the same level
of risk during operations. The algorithm identified the top four
risk modules and the related competing risk models. The fact
that after the initial decomposition, only one competing risk
model required parameter fine-tuning and this specific step
was accomplished by 2 iterations proves the effectiveness of
the algorithm.

Competing Risk Model Coverage Rate Rc
1 94.4%
2 94.7%
3 95.5%
4 94.7%

TABLE IV: Coverage rate Rc for competing risk models

The confirmed slope and intercept parameters of the linear
competing risk models within the logarithm coordinate are
shown in Table V.

3) Results of Phase 3

Before the competing risk models are converted from
the logarithm linear functions to the Weibull models in the

Model Module Slope k Interception m
1 HPC 1.4908 -30.0301
2 FAN/LPC 1.6880 -33.8096
3 HPT 1.9271 -38.5752
4 IPC 2.3183 -46.5948

TABLE V: Linear Competing Risk Model Parameters in
Logarithm Coordinate

Cartesian coordinate, the Mann-Whitney U test is performed
on all the risk models and observed module failure samples to
ensure the models’ capability of describing the independently
drafted observations.

To ensure the randomness of the ’observed sample’ (Sample
1) and the ’sample extracted from the competing risk model’
(Sample 2), the competing risk sample size is always linked
to the sample size of the observed sample size. In this study,
the Mann-Whitney U test is performed on the comparison
of the entire sample size of Sample 1 and half the size of
Sample 1 for Sample 2, on all four aircraft engine modules.
The null hypothesis H0 is that there is no evidence of signif-
icant differences between the competing risk model and the
observed failure samples. To further enhance the effectiveness
of the nonparametric statistical test, the U statistics value are
calculated based on the average of 20 independent iterations,
and is recorded as Uaverage. The comparison results are shown
in Table 6:

Module Sample 1 Sample 2 Uaverage Ulimit
HPC 36 18 193.8 173

FAN/LPC 19 9 64.2 29
HPT 22 11 61.2 49
IPC 38 19 209.1 197

TABLE VI: Mann-Whitney U Test on Competing Risk Model
and Observed Failure Samples

In Table VI, it can be observed that all the U statistics
values Uaverage shown in red are larger than the Ulimit values
for Alpha = 0.05 of two-tailed test referring to the Mann-
Whitney U test table. This result supports the null hypothesis
H0 and suggests that the hypothesis is not likely to be rejected,
which means the competing risks has no significant differences
than the observed failure samples for all the four modules.
Hence it can be concluded that the competing risk model can
describe the module failure cases well.

This further lead to the resulting Weibull cumulative dis-
tribution functions (CDF) representing the competing risks
in each time window are shown in Figure 6. The Weibull
parameters, the shape parameter K and the scale parameter λ
for all the four competing risk models are shown in Table VII.
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Model Module Shape K Scale λ
1 HPC 1.4908 5.6006×108

2 FAN/LPC 1.6880 4.9963×108

3 HPT 1.9271 4.9354×108

4 IPC 2.3183 5.3549×108

TABLE VII: Weibull Competing Risk Model Parameters in
Cartesian Coordinate

This provides the following competing risk functions for
the four high risk modules:

CR1HPC = 1− e
−( t

5.6006×108
)1.4908

CR2FAN/LPC = 1− e
−( t

4.9963×108
)1.688

CR3HPT = 1− e
−( t

4.9354×108
)1.9271

CR4IPC = 1− e
−( t

5.3549×108
)2.3183

Fig. 6: Decomposed Weibull failure CDFs of the competing
risks

Figure 6 showcases the four competing risk models of the
four most risky modules in this aircraft engine family. The
four competing risks take the ’winning’ failure root causes in
turn and creates four time windows for the fleet performance
descriptions of this engine family. The reliability of the entire
engine family population is further described by the outer
boundaries of the four competing risk models, in solid line
plots. The dashed lines represent the continuous probability
of failure for each module. Within certain time window, these
dashed lines are not the ’winning competing risks’ of the
engine removal and overhaul, which means they are not the
observations inspected initially for the engine failure. But there
is still a probability that these modules suffer deterioration,

and should be prioritised for maintenance when engines are
shipped to overhaul facilities. The four competing risk models
are named CRI .

B. Application - Module Demand Prediction

The rationale for the module swapping maintenance strat-
egy used by the engine manufacturer is the efficiency in getting
the engines back to the airline operators. The key target of the
engine manufacturer is to cause the minimum disturbance to
airlines, ensuring the maximum available flying hours within
an engine’s life-cycle. The efficiency of module swapping
is dependant on the availability of demanded modules when
engine-removal occurs. Hence it is important to have an
accurate estimation of modules to be stocked as inventory
in warehouses within the overhaul facilities. A difficulty in
estimating demand for such modules is the occurrence of
unplanned maintenance, as the trade-off for module demand is
the adequate availability at any time window and limitations
in storage capacities.

The algorithm proposed in this paper focuses on the module
failure decomposition of the unplanned maintenance data, and
is particularly useful in providing insights for the estimation
of high risky module demands in any future time interval.

Figure 7 shows the estimate of module demands for time
interval ∆t as deduced from the competing risk functions. The
red star marks indicate the likelihood of demand for each of
the high risk modules when predicting from the current engine
flying status ti towards a future status ti + ∆t. The current
status ti could denote the age of the engine is flying from
new or the time from the last overhaul when the engine was
refurbished to its 100% healthy status.

Consider an airline owning a fleet of n engines from the
studied engine family, each flying at a status ti, i = 1, 2, ..., n.
The demand prediction Dκ where κ = 1, 2, 3,&4 for the four
high risk modules given a prediction time interval ∆t is:

D1 =
∑n
i=1 CR1(ti + ∆t)

D2 =
∑n
i=1 CR2(ti + ∆t)

D3 =
∑n
i=1 CR3(ti + ∆t)

D4 =
∑n
i=1 CR4(ti + ∆t)
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Fig. 7: Module Demand Likelihood for Engine i for a Given
Prediction Time Interval

A numerical example is provided, where a small sized
airline possess a fleet of 50 pairs of engines (50 aircrafts) from
the studied engine family. Each pair of engines flying at the
same status ti from the purchase or from the last full overhaul
refurbishment. The target is the prediction of demanded high
risky modules in the next 1 × 108 flying hours. The current
status values and the future status values are shown in the
Appendix. The predicted demand for the four modules are:

D1HPC =
∑50
i=1 CR1(ti + 1× 108)× 2 ≈ 42

D2FAN/LPC =
∑50
i=1 CR2(ti + 1× 108)× 2 ≈ 46

D3HPT =
∑50
i=1 CR3(ti + 1× 108)× 2 ≈ 44

D4IPC =
∑50
i=1 CR4(ti + 1× 108)× 2 ≈ 38

The prediction time interval fully considers the lead time
for these modules from manufacturing to shipping for a
guaranteed availability in case of unplanned maintenance.
Considering airline structures with a larger fleet of aircrafts,
the possession of multiple models of aircrafts with different
engine families, the age of the fleets (young fleet or aged fleet),
etc., the algorithm proposed in this paper with the algorithm
building blocks is highly valuable for the service insights,
the health monitoring and the maintenance planning activities.
This approach is beneficial for both the system maintenance
service providers and the system end-users.

IV. CONCLUSION

This paper presented a novel framework for the decom-
position of potential failure modes of a complex engineering
system. This approach allows the manufacturer, maintenance

service provider and end-users of complex systems to achieve
maximum usage of simple historical failure data to discover
the potential risks within any specific fleet of systems.

Conventionally, in mechanical industrial applications, the
failure data is analysed by a fitted Weibull distribution [37].
The difficulty of this method arises when the data points do
not fit well by the control of the two input parameters (i.e.
shape and scale). Especially for application domains where
a conservative approach needs to be taken, no failure data
should be disregarded from the risk model, which the Weibull
approach cannot adequately address.

The decomposition algorithm we propose provides a trade-
off between not fully using the asset value and the control
of risks. Statistically recognising a certain number of winning
risk causes within the fleet provides a closer fit of piecewise
risk functions, as well as being conservative, and therefore
suits the philosophy of the industries that are risk-conservative.
It is especially valuable when insufficient prior knowledge is
available to identify the exact sub-system level risks.

With the algorithm as well as the case study we aim to
provide insights for the aviation industry on the reliability
uncertainties in maintenance planning. The unplanned mainte-
nance is one of the most costly situations in fleet management,
particularly when key components/sub-systems are not avail-
able. The proposed algorithm with its ability to automatically
identify the high risky sub-systems and quantified probability
of failure of the associated sub-systems fills the uncertainty
space, also statistically improves the understanding of assets
reliability on unexpected events. The output of the algorithm
provides a means to perform maintenance activity planning,
particularly providing a service insight for the demand of
parts and sub-systems where unplanned maintenance regularly
happens. This enhances the parts and module availability in
urgent scenarios, providing values for both the maintenance
service providers and the engineering system end-users.

The limitation of this approach discussed in the paper is
the available data size. Since we are studying the real life data
obtained throughout the past decades, it is effective, valuable
and accurate on the engine models That have entered the
market with a considerable duration of servicing history. It is
still a challenge for newly developed engine models to utilise
the approach in this paper where much fewer maintenance
records are so far documented.

In future work, further enhancement to our approach will
include consideration of the more detailed component level.
Additionally, the maintenance planning on multiple indepen-
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dent parallel and seires sub-systems within a complex system
is also of great interest. The authors are further working on the
topics of maintenance strategies of multi-component, multi-
sub-system maintenance policies and optimization, as well as
the influence of fleet resilience on executing such policies.
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