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Abstract

Deforestation is depletion of the forest cover and degradation in forest qual-

ity mainly through repeated fires, over-exploitation, and diseases. In a forest

ecosystem, occurrence of wildfires is a natural phenomena. The curse of global

warming and man-made interventions have made the wildfires increasingly ex-

treme and widespread. Though, extremely challenging due to rapidly changing

climate, accurate prediction of these fire events can significantly improve foresta-

tion worldwide. In this paper, we have addressed this issue by proposing a deep

learning (DL) framework using long short term memory (LSTM) model. The

proposed mechanism accurately forecasts weekly fire alerts and associated burnt

area (ha) utilising historical fire data provided by GLOBAL FOREST WATCH.

Pakistan is taken as a case study since its deforestation rate is among the high-

est in the world while having one of the lowest forest covers. Number of epochs,

dense layers, hidden layers and hidden layer units are varied to optimize the

model for high estimation accuracy and low root mean square error (RMSE).
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Simulation results show that the proposed method can predict the forest fire oc-

currences with 95% accuracy by employing a suitable hyperparameter tuning.

Keywords: Forecasting, estimation, deforestation, deep learning, long short

term memory (LSTM), forest fires.

1. Introduction

Forests are instrumental in maintaining the balance between different ecosys-

tems by providing habitat, supplying oxygen, protecting watersheds and acting

as a carbon sink. Despite their essentiality, forests are increasingly being de-

stroyed [1]. This forest loss is a combination of deforestation caused by woodcut-5

ting, ranching, mining, oil extraction, dam construction, infrastructure develop-

ment and forest degradation induced by climate changes, wildfires, agriculture,

commercial plantation and tree diseases [2]. It was estimated in 2020 that trop-

ics lose trees almost equal to 30 soccer fields every minute. Some of the daunting

examples include the Amazon that has lost 17% of its forests in the last 50 years10

due to human activities [3], the island of Sumatra in Indonesia that has lost 85%

of its forests due to oil extraction and pulp and palm plantations [4], Ivory Coast

that has lost 26% of its forests in the last 18 years due to cultivation of cocoa

[5] and Russia where wildfires have destroyed a record 18.13 Mha of forests in

2021 alone [6]. Pakistan is identified as having one of the fastest deforestation15

rates and has one of the lowest forest covers in the world [7]. Urgent measures

to counter deforestation are necessary to avoid a fast-looming calamity there.

Billion Tree Tsunami and Clean Green Pakistan are the two major initiatives

taken by the Government of Pakistan recently to slow down the deforestation

in the country [8].20

A plethora of efforts are being made to accurately map the deforested areas

by using satellite images. Use of deep learning (DL) techniques have proven to be

effective in estimating the deforestation rates, which in return helps to produce

accurate forest maps and enables the relevant authorities to take precautionary
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measures to combat deforestation [9]. Maretto et. al have proposed a DL25

approach to map the deforested area in Brazilian Amazon through PRODES

maps [10]. A DL based method has been employed to classify crops using images

from Landsat-8 and Sentinel-1A RS satellites in [11]. A U-Net model to detect

the deforested area has been proposed by Isaienkov et. al that makes use of

the data-set created on Sentinel-2 imagery [12]. Franke et. al have developed30

a spectral mixture based forest disturbance monitoring technique in [13]. This

method relies on satellite images to predict tree logging and wildfire activities.

Most of the work available in the literature banks on satellite images to

accurately map the deforested areas. Recent advances in technology and ease of

availability of historical data facilitates us towards accurate prediction of future35

wildfires. Being one of the major drivers of deforestation, wildfire prediction can

help in the reduction of the deforested areas around the globe. To the best of our

knowledge, no structured effort has been made to forecast the wildfire occurrence

for the preservation of forests in open literature. This paper attempts to fulfill

this gap by proposing an efficient wildfire prediction model taking Pakistan as40

a case study. The GLOBAL FOREST WATCH platform is used to acquire the

historical forest fire data for the country [14]. A DL framework based on long

short-term memory network (LSTM) model is used for prediction of weekly fire

events and estimated burnt area. The model has appeared to be highly capable

of precise forest fire estimations yielding an accuracy level of 95%. It is therefore,45

plausible to be used as an efficient analytical tool for wildfire trend assessments

and provide basis for devising policies and enacting intervention techniques to

protect the forest cover.

2. Deep Learning Forecasting

The DL methods have shown good performance in terms of forecasting non-50

linear data-sets and solving various time series prediction problems [9]. A num-

ber of DL methods are being proposed in literature to forecast the nonlinear

data-sets. Some of the popular DL methods include LSTM, deep belief network
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(DBN), gated recurrent unit (GRU), artificial neural network (ANN), convo-

lutional neural network (CNN), and support-vector machine (SVM) [15]. A55

comparison of different DL techniques in [16] has brought out LSTM as a clear

winner in dealing with nonlinear data-sets and efficiently making time series

predictions. Its ability to remember patterns for short as well as long periods

results in better accuracy and help in overcoming the problem of time series

prediction. Since, the forest fire data-set obtained from GLOBAL FOREST60

WATCH platform [14] is strictly non-linear, use of this historical time stamp

data to make future time stamp based predictions highly accurate, lead us to

the adoption of LSTM in this proposed model.

The LSTM was developed to manage long-term dependencies and for ad-

dressing time series prediction problems [17]. The LSTM is a modified version65

of recurrent neural network (RNN) and is suitable to solve a wide variety of

problems [15]. The LSTM is able to include or exclude data from a state of a

cell. The structures used are known as gates and are responsible for controlling

the data. The LSTM solves the issue of recollection of data over a given period

by representing the memory cells and gate units in the form of a neural network.70

Each memory cell has a state that stores the latest data. Whenever, a memory

cell receives new information at a given time instant, the outcome is controlled

by the cell state and is updated accordingly. Additionally, if the memory cell re-

ceives any other information, it will utilize both the newly received information

and the refreshed state information in forecasting [17].75

The LSTM based model consists of multiple gates, such as, update gate ξu

(which is a combination of input gate and forget gate), output gate ξo, and forget

gate ξf , which are used to pass data between cells. Gates combine an activation

function with a point-by-point multiplication process. If a number that enters

the input gate is 0, then nothing should pass, while 1 allows everything to pass.80

The LSTM generates the following outputs:

Outputs =

{
c<t̄> = ξu × cN<t̄> + ξf × c<t̄−1>

a<t̄> = ξo × c<t̄>, (1)
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here, c<t̄> and a<t̄> represent the candidate and the activation values and

controls the memory of the LSTM model at a given time stamp t̄. The ξu, ξf

and ξo are defined as:

ξu = δ(Wu[h
<t̄−1>, xt̄] + bu), (2)

ξf = δ(Wf [h
<t̄−1>, xt̄] + bf ), (3)

ξo = δ(Wo[h
<t̄−1>, xt̄] + bo), (4)

here, δ represents the activation function, Wu, Wf , Wo are the weights, and bu,85

bf , bo are the connection biasing values of ξu, ξf and ξo, respectively. Whereas,

h<t̄−1> is hidden state at time instant t̄− 1 and xt̄ is the input at time instant

t.

3. Methodology

The LSTM based DL framework is proposed due to the presence of non-90

linearity in the data-sets. Initially, the pre-processing of the historical forest fire

and burnt area (ha) data-sets was carried out followed by the feature selection

process. The data-sets were split into two parts. First part was used to train the

LSTM model, whereas, the second part was used for testing purposes. Finally,

the adjustment of hyperparameters is carried out to minimize the root mean95

square error (RMSE). A simplified version of the whole process is illustrated in

Fig. 1. Moreover, the detailed description of the data-sets and the DL based

framework used to forecast the future forest fires is provided in the following

subsections.
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Figure 1: An overview of LSTM training and testing methodology.

3.1. Pre-processing, Training, & Testing100

The processing of data-sets was performed using Google colaboratory and

Python, in conjunction with a graphics processing unit (GPU). Firstly, the wild-

fire and burnt area (ha) data-sets were pre-processed by employing a min-max

based feature scaling. The min-max function enables the scaling of the features

within a specified range. Each feature was scaled and translated individually105

so that it lies within the range displayed on the training set. Secondly, the pro-

cessed data-set was divided into training data and testing data. The training
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Table 1: Performance comparison between different hidden layers used in the LSTM model

Epochs 3 hidden layers error Time(minutes) 6 hidden layers error Time(minutes)

25 0.0007155 7 0.0009452 15

50 0.0004761 14 0.0005676 40

100 0.0004423 30 0.0005541 81

150 0.0004228 45 0.0005428 120

data was used to train the model, while the testing data was used to test the

predictions. Pertaining to the availability of a relatively smaller data-sets, i.e.,

1450 columns of numeric values, 85% of the data was utilized for training, and110

15% data was used for testing. A higher amount of the data used to train the

model also helps to reduce discrepancies in predictions. The training data was

then passed through LSTM model with different tuning parameters. Finally,

the predictions were compared with the testing data to evaluate the accuracy

of the forecasting.115

3.2. Selection of Hyperparameters

The performance of DL models heavily relies on the selection and tuning

of appropriate hyperparameters, as it helps in minimizing the predefined loss

function. Inappropriate selection of hyperparameters will effect the accuracy

of DL models by increasing the RMSE. Based on the available data-sets, the120

following hyperparameters were chosen:

• Number of epochs.

• Number of hidden layers.

• Learning rate (lr).

• Number of dense layers.125

• Activation function (rectified linear unit (ReLU)).
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Figure 2: Predicted burnt area in kha from 2022-2025.

• Dropout.

The number of epochs represents the number of iterations the model uses to

train itself. In this study, the model was trained for 150 epochs. Table 1 shows

a comparison of the LSTM model with 3 and 6 hidden layers. The RMSE with130

6 hidden layers appears to be higher. Therefore, the number of hidden layers

for the proposed model was set to 3. The value of lr is set to be 0.01 as this

value should be kept as lowest as possible. By using a single dense layer, the

model achieved a RMSE of 0.00004142 while it garnered a RMSE of 0.00004051

with 2 dense layers. This lead to the selection of 2 dense layers. The over-fitting135

of data was avoided by fixing the value of dropout to 0.05. The ReLU function

showed better performance compared to Sigmoid function and was therefore,

selected as the activation function for the proposed LSTM model.

8



5 10 15 20 25 30 35 40 45 50

Weekly Data Prediction

0

50

100

150

200

250

300

350

400
B

u
rn

t 
A

re
a

 (
k
h

a
)

Figure 3: Weekly burnt area prediction in kha for year 2024.

4. Performance Evaluation

The forest fire data for Pakistan covering a period from 1st-January-2012140

→ 1st-October-2021 and the burnt area (ha) data covering a period from 1st-

January-2000 → 1st-October-2021 was utilized in this work. The input data

was in numerical format and consisted of yearly alerts, weekly alerts, burnt area

(ha) and total alerts in a given year. Based on pre-defined parameters discussed

in Section III, the LSTM model was first trained and then the predictions were145

generated. The accuracy of the model was evaluated using RMSE, which is a

well-known accuracy metric for such models.

Fig. 2 shows the model’s predicted reduction in the forest area. A linear

increase in burnt area (ha) can be observed for 2022 till 2025. It is estimated that

in 2025, the forest area in Pakistan will reduce by 320 kha due to the wildfires.150

Fig. 4 shows the prediction of weekly fire events for 2023. An estimated increase
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Figure 4: Weekly fire alert prediction for year 2023.

in the weekly fire events from week 15 to week 30 and from week 42 until week

49 can be observed. Fig. 3 exhibits the predicted reduction in forest area on

weekly bases for 2024. The proposed model forecasts a high loss in forest area

during week 25 and week 52 due to fire events. Based on these predictions,155

special precautionary measures can be taken to overcome forest fires and hence,

reduction in forest areas due to these fire events.

Following the scaling, training, and testing of data-sets, we observed that

the values of RMSE strictly depend on the number of layers, units, and epochs

used to make predictions. Also, a careful selection of the number of epochs is160

necessary during the training phase based on the amount of available data to

prevent an increase in RMSE. Moreover, it appears that the testing accuracy

increases and the training time decreases as the number of dense layers and

hidden neurons decreases in the LSTM model. The number of neurons in a

hidden layer should not exceed the number of inputs per epoch for training the165
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model to achieve a better accuracy. In the dense layer, the result were also

passed through a nonlinear activation function. Therefore, it is important to

choose the appropriate number of dense layers for training a model. Proper

tuning of the hidden layers also play a crucial role when designing a DL enabled

method.170

5. Conclusion

In this paper, we have proposed a robust DL based LSTM framework for

precise forecasting of the deforestation area using historic forest fire data. Using

data from an independent online forum, the future forest fire events in Pakistan

as a test case has successfully been predicted with a 95% accuracy. The accuracy175

of the model has shown a strong reliance on the tuning of hyperparameters.

The ability of the proposed model for accurate predictions of the weekly fire

events can help the authorities to prepare well ahead and act appropriately

to overcome possible future wildfires avoiding consequential deforestation and

climate degradation. Targeted future expansion of this work include prediction180

of forest fire events along with location identification to further aid the forest

preservation efforts.
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