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Fundamental to Augmented Reality (AR) headsets is their capacity to visually and aurally sense the world around them,
necessary to drive the positional tracking that makes rendering 3D spatial content possible. This requisite sensing also
opens the door for more advanced AR-driven activities, such as augmented perception, volumetric capture and biometric
identi�cation - activities with the potential to expose bystanders to signi�cant privacy risks. Existing Privacy-Enhancing
Technologies (PETs) often safeguard against these risks at a low level e.g., instituting camera access controls. However,
we argue that such PETs are incompatible with the need for always-on sensing given AR headsets’ intended everyday
use. Through an online survey (N=102), we examine bystanders’ awareness of, and concerns regarding, potentially privacy
infringing AR activities; the extent to which bystanders’ consent should be sought; and the level of granularity of information
necessary to provide awareness of AR activities to bystanders. Our �ndings suggest that PETs should take into account the
AR activity type, and relationship to bystanders, selectively facilitating awareness and consent. In this way, we can ensure
bystanders feel their privacy is respected by everyday AR headsets, and avoid unnecessary rejection of these powerful devices
by society.

CCS Concepts: • Human-centered computing → Mixed / augmented reality; Virtual reality; Ubiquitous and mobile

devices; • Security and privacy → Social aspects of security and privacy; Privacy protections; Usability in security

and privacy.

Additional Key Words and Phrases: Augmented Reality; Privacy; Bystanders; Altered Reality; Extended Perception; Biometrics;

1 INTRODUCTION

As Augmented Reality (AR) devices tend towards everyday/all-day, ubiquitous [64] wearable and fashionable form
factors (e.g. smart glasses [39]), paired with advances in the underlying technology (e.g. increasing �eld of view)
and software driving compelling AR experiences, consumer uptake will likely increase signi�cantly. Such devices
are typically equipped with a variety of sensors that collect data necessary to drive key functionally—henceforth,
referred to as requisite sensing. For instance, on-board cameras are required to enable 6DoF positional tracking and
render exocentric spatial virtual content [94] and microphones are required to enable voice interactions [14, 24].
While necessary, the requisite sensing capabilities of an AR device have the potential to open signi�cant privacy
and security risks for users and bystanders [10, 52, 124]. For instance, in addition to being able to uniquely
identify their users [98], AR platforms will be able to gain insights into their users’ mental/cognitive processes
and phenomenological experiences [56, 63], infer their stress/arousal levels and a�ective states [3], and infer
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sensitive personal information and characteristics such as gender, age, ethnicity, and more [76]. This is possible
due to the wealth of data captured by such devices from on-board cameras and microphones [92], as well as
physiological and biometric sensing (e.g. see Kröger et al. [76] for an exploration of what eye-tracking alone can
contribute here).

The user of an AR headset may, to some degree, ‘opt-in’/consent to requisite sensing activities, either actively
through giving permission, or passively through agreeing to terms of service. Crucially, however, bystanders—i.e.,
those people physically within sensing range of an AR headset—typically have no capacity to consent to, or
be made aware of, the activities of a user’s AR headset that pertain to them. As a result, bystanders may �nd
themselves deliberately or inadvertently subject to AR-enabled surveillance [116, 145], with it being possible to
sense and process biometric data (e.g. inferring identity from gait [98]), non-contact physiological data [136],
volumetrically capture appearance and augment identity [77, 123], determine protected characteristics [18],
instrument behaviour and actions [101] and more [92]—predominantly from camera data alone. Research has
shown that users may in fact be more concerned with risking bystanders’ privacy, rather than their own; since
bystanders could change their behaviour towards the AR user, if they perceive that their privacy is at risk [119].
Moreover, bystanders typically do not have a say in the user’s decision to buy and wear an AR device, and
users may not be aware of the privacy risks that they are exposing bystanders to in using said technology [41].
These risks are ampli�ed when bystanders may not even be aware that there is a nearby AR headset, given the
expectation that in time these devices will be indistinguishable from existing glasses.

The implications of AR-driven privacy risks, for users and bystanders alike, represent pertinent issues beyond
face-value concerns regarding recording activities [5, 114]. AR devices’ capability for “persistent, ubiquitous
recording” [21] and veilance of others [86] has the potential to erode a bystander’s “reasonable expectation of
privacy” [45], supporting “cyborg stalkers” [68], and facilitating a “global panopticon society of constant surveillance”,
where “the possibility of being recorded looms over every walk in the park, every conversation in a bar, and indeed,
everything you do near other people” [124]. As a result, the anticipated adoption of AR headsets may put AR users
in opposition to bystanders—with users wanting to leverage the full potential of these devices, at the cost of
infringements to bystanders’ privacy.

1.1 Limitations of Existing Work

Whilst Privacy-Enhancing Technologies (PETs) have been proposed to resolve this tension between AR users and
bystanders, prior research into PETs in relation to everyday AR has four key limitations:

(1) There is a predominant focus on “data-centric categorization” of privacy properties of AR devices (e.g.
see De Guzman’s foundational [30]), identifying vulnerabilities from a technical perspective without su�cient
consideration of the user, and crucially bystander, experience of these vulnerabilities and associated PETs
addressing them.

(2) Where user/bystander PETs are explored, there is a tendency to focus on “all-or-nothing” access control as
mitigation strategy to AR privacy risks. Examples include using context-aware physical shutters on cameras [73,
147]—such an approach is incompatible with AR requisite sensing, given the continual need for positional
tracking.

(3) Because of the focus on camera access control, there is a lack of a granular understanding of the public’s
perception of and attitudes towards the risks posed by AR-driven processing activities. Suppose we assume that
requisite sensing will always be active. In that case, the onus is instead on understanding what is permissible
at an activity level, rather than a hardware level, if we are to create PETs that protect bystanders whilst still
allowing users to take advantage of the powerful capabilities of AR headsets.

(4) By focusing on face-value camera data alone, the importance of what can be inferred from camera data—e.g.,
biometric identi�cation [145] and biometric psychography [57]—is signi�cantly undermined. Moreover, support
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for such invasive processing activities may not be apparent to the public [106, 151, 152]. Consequently, attitudes
towards such activities may di�er from those toward the underlying sensing.

1.2 Contribution

We �rst review a range of pertinent threats posed by AR headsets to privacy. In particular, we focus on AR
activities previously demonstrated to be feasible and have the ability to generate privacy infringing data regarding
bystanders’ internal processes, external activities, and identity/personal characteristics. We summarise PETs
that have been developed to counteract risks to bystander privacy. We report on the results of an online survey
(# = 102) investigating the public’s attitude towards AR-driven processing activities from two perspective: (1) the
user of an AR headset, and (2) as a bystander to a nearby AR headset. We explore how the needs for awareness
and consent vary by activity, and whether the relationship between user and bystander in�uence these needs.
Our results provide novel insights into the public’s attitudes towards AR headsets and the activities enabled
through AR requisite sensing:

• There is a low awareness and high concern regarding AR headset activities pertaining to bystander data
(e.g., biometric identi�cation, estimating internal and physiological state). As a result of being exposed to the AR
capabilities presented in the survey, the majority of respondents were now more concerned with public use of
AR devices.

• Attitudes towards opt-in/out consent are in�uenced both by AR activity type and social relationship.
• There is a strong desire to be aware of the AR headset’s activity, in particular when strangers are enacting

these activities. The desired awareness of speci�c AR activities was in�uenced by activity type and prior consent.
Where prior consent was not sought, awareness of speci�c AR activities in action was more greatly desired.

Our �ndings suggest new directions for everyday AR PETs. We provide an evidentiary basis regarding the need
to support (1) usable mechanisms for providing consent, and (2) greater transparency regarding AR activities
that pertain to bystanders. We argue if the risks posed by AR devices to the public’s privacy and security are not
identi�ed, addressed, and communicated transparently and clearly, that everyday wearable AR risks another
mass rejection [58].

2 THE RISKS POSED TO BYSTANDERS BY ‘AR REQUISITE’ SENSING

Critical to the function of AR headsets is head-mounted, mobile, always-on pervasive sensing of the user and
their environment — from visual (e.g., RGB and non-visible multi-spectral imaging [136]) to auditory sensing (e.g.,
directional microphones [93]); from neural activity (e.g., EEG for emotion detection [46]) to physiological signals
(e.g., eye/gaze tracking [147]). The incorporation of such sensing capabilities into mobile, everyday form factors is
unique to AR (and Extended Reality (XR)) headsets and goes beyond other forms of body-worn cameras [73] and
Internet-of-Things (IoT) sensing [35]. This sensing is fundamentally necessary to provide AR functionality; we
refer to this as AR requisite sensing. For example, cameras are required to enable a headset’s understanding of its
position in a 3D space, to track hand movements, etc. Combined with microphones (and other sensing), cameras
enable applications to understand the users’ context, behaviour, needs, and surrounding environment. However,
such sensing capabilities pose obvious privacy risks to both users and bystanders within physical range of these
sensors. For bystanders, AR “ampli�es and combines existing privacy issues” [34] through deliberate sousveillance
or inadvertent surveillance [86] of AR headset activity and its supporting sensing, potentially causing an “erosion
of the concept of reasonable expectation of privacy” [45].
Building on the challenges in XR privacy identi�ed by the IEEE Ethics of XR Initiative [92], and key essays

on AR privacy (e.g., [34, 35, 82, 124]), we provide an overview of notable privacy and security risks facilitated
by AR requisite sensing. The risks posed to bystanders by everyday XR devices include, but are not limited
to: (1) identity, anonymity, and biometric ID, (2) mental privacy (e.g., behaviour, internal state, and biometric
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psychography), (3) physiological privacy and health, (4) augmented perception and personal surveillance, and
(5) capture, appropriation, and alteration of appearance. The activities underpinning these risks have been
demonstrated to be feasible in research or practice. While the risks presented here are not, and cannot, be
exhaustive, they are illustrative of the variety (and types) of XR-facilitated risks that go beyond simple image
capture and recording alone.

2.1 Identity, Anonymity and Biometric ID

Prior work has demonstrated, based on basic captured positional tracking data, users can be uniquely identi�ed
with an accuracy of 95% [98], while soft biometric traits (e.g., body shape) can be obtained at a distance without
an individual’s cooperation [120]. Driven by advances in machine learning and computer vision, it will therefore
be trivial for an AR device to segment, classify, and track individuals. Moreover, devices will soon be capable
of volumetrically capturing an individual to generate a 3D mesh of their body and likeness [23]. At its most
basic level, this data will unlock the ability to pseudo-anonymously identify and track nearby individuals
whenever they are within sensing distance of the AR user. Backed by social media platforms, other publicly
available biometric data sets and aided by cloud computing platforms, our capacity to break the veil of public
anonymity will never be greater [6, 7]; a prospect exacerbated by the public’s limited awareness of where/how
such data is used [159]. Consequentially, applications will have all the necessary data to strip bystanders of
their anonymity. As Meta recently acknowledged, such platforms will likely incorporate facial recognition due
to its ‘obvious’ business bene�ts but suggested this would only be supported “if it could be done in a way the
public and regulators were comfortable with”, such as enabling bystanders to “mark their faces as unsearchable”
[53]. However, beyond compromising anonymity, such sensing could also be used to estimate characteristic and
protected traits [1], such as gender, age, sexuality, accessibility needs, race, and other personally identi�able
information, potentially without the user’s knowledge or consent. The consequences of this may be signi�cant
for the individual concerned—for example by being used for the purposes of discrimination and pro�ling [4]
further cementing stereotypes and biases.

2.2 Mental Privacy - Behaviour, Internal State, and Biometric Psychography

The data collected by AR headsets will unlock the ability to develop a sophisticated, longitudinal understanding
of users and bystanders—from their behaviours, intentions and actions [101]; to mental and cognitive processes
and phenomenological experiences [56]; to stress/arousal and a�ective states [3]; and personality traits [59].
This provides third parties with unique insights into intimate details of our lives, such as our preferences, and
attitudes—a class of processing Heller de�ned as “biometric psychography”, where biometric data is used to
identify a person’s interests [56]. Consequently, in addition to an erosion in an individual’s body integrity [99],
physical privacy [100], and outward presentation, their mental privacy will also be eroded [63].

2.3 Physiological Privacy and Health

Beyond what can be seen by the naked eye, AR headsets can also feature multispectral, non-visible optical sensing.
For example, prior work has examined the use of near-IR cameras for non-contact physiological measures, such as
heart rate variability at-a-distance [136]. When coupled with other soft biometric data [120], such as information
regarding gait or skin pallor, or compared to prior historic captured data (in the case of identi�ed individuals),
AR headsets will have a signi�cant capacity to generate physical health-related data pertaining to bystanders,
which could in-turn form the basis of more sophisticated insights into e.g., mental privacy.
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2.4 Augmented Perception and Personal Surveillance

AR enables users not just to capture reality but also to alter, augment, and diminish their perception of reality.
Termed augmented perception [61, 133, 134], this enables individuals to extend and amplify their sensory range
by, for example, providing “superhearing” (e.g., selectively enhancing/suppressing audio to improve speech
perception [28]) or “supersight” (e.g., visualising out-of-view objects [48]). Consequentially, these technologies
o�er signi�cant bene�ts for overcoming situational, temporary and permanent impairments, however, they also
pose a signi�cant security risk [30, 50, 127] potentially bestowing individuals with super-sensory capabilities and
memories that could be used for personal surveillance (e.g., supporting sophisticated “shoulder sur�ng”-type
observation attacks [155]).

2.5 Capture, Appropriation, and Alteration of Appearance

The sensing and tracking of bystanders also suggests new methods of losing control over how (and when) we
are perceived by others. At its base level, visual sensing can trivially segment and volumetrically capture the
appearance of a bystander, going beyond what was previously possible with 2D image/video capture. This can
unlock signi�cant potential for abuse, for example seeing strangers capture and appropriate your appearance for
a later VR experience [112], or result in “identity hacking”, such as identity theft [141].

Furthermore, the real-time tracking, segmentation and identi�cation of bystanders would unlock headset-based
augmentation and alteration of identity, digital self-presentations, and face-to-face interactions [77, 123]. Without
control, however, this ability for others to augment how we are perceived could enable new forms of abuse.
For example, Lebeck et al. highlighted concerns around individuals regarding AR overlays based on sensitive
information drawn from elsewhere [79]. But it is evident more extreme abuses will soon be feasible, such as
a convergence of AR sensing and deep fake technology [22] enabling users to sexualise [67] or appropriate
someone’s identity for socially unacceptable reasons. So great are concerns for this that Lemley et al. have already
considered the legality of this ability to augment our personal sensecape and the sensecapes of others, asking:
“What if people use this... to make your avatar appear ridiculous... without your knowledge or consent? Or what if
they want to make you appear naked?” [81].

2.6 Emergent and Future Processing Risks

The risks described thus far represent some of the key concerns, predominantly around what has been termed
input protection [30] or input privacy [126], pertaining to the security and privacy of data gathered by an AR
device. However, underlying these risks is a common theme—our increasing capacity to process captured data
to reveal new, often unanticipated, insights. Novel processing capabilities build on and extend what is possible
(see Figure 1 for examples). These at-times imperfect [18] composite processing activities increasingly employ
sophisticated machine learning algorithms and AI-driven approaches which can be trained to predict/infer
information about identity, behaviour, activity, internal state—and then are increasingly o�ered to developers as
cloud services that can trivially enhance the capability of an application to process sensed data (e.g., Microsoft
Cognitive Services, Apple’s CoreML, Google Cloud). Consequently, the risks detailed here are not exhaustive;
further risks will emerge in time. However, they do highlight signi�cant themes within the AR–bystander risks
detailed thus far: of compromising anonymity and identity; of estimating cognitive, a�ective and physiological
states; of veilance and recording of our actions and identities; and of the capacity of AR to alter how we appear to
others. Where prior research has focused on PETs as applied to the underlying sensor hardware, we argue there
is a research gap around the need for more granular PETs as applied to the breadth of emerging AR activities
enabled by that hardware.
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Increasing Dependencies / Composite Processing Activities

Visual 
Sensing

e.g. 

RGB/D, LiDAR, 
multispectral / 

non-visible 
imaging

Auditory 
Sensing

e.g. microphone 

arrays, 
directional 

microphones etc. 

Segmentation
e.g. people, objects, 

surfaces

Local Positioning 
e.g. visual odometry, 

spatial anchors

World Positioning 
e.g. cloud anchors

Marker / Image 
Tracking

Classification / 
Categorization

Point Cloud 
e.g. depth, 

morphology, texture

Physiological 
Signals

e.g. visible pulse

Geometry / 3D 
Mesh Generation 
e.g. Places, objects, 

people

Topological 
Mapping & Scene 

Understanding 
e.g. Lighting Estimation

Gestures / 
Expressions

Spatial Awareness 
and Real-Virtual 

Occlusion

Feature tracking 
e.g. Face, Body, 

Gaze, Hands, Joints, 
Objects

Direction, Volume, 
Diarization

Non-Speech 
Audio 

Segmentation

Speaker 
Recognition

Intent Recognition
Speech Audio 
e.g. multi-speaker 

diarization

Automatic Speech 
Recognition

Classification Emotion Detection

Biometrics / 
Identification

Behaviour 
e.g. activity recognition, 

cognition, goals

Internal State 
e.g. attention, affective 

state, biometric 
psychography

Extended / 
Augmented 
Perception

Context 
Awareness

Health

Comprehension

Altered Reality

Diminished Reality

Characteristics 
e.g. gender 

identity, race, 
ethnicity, (dis)ability

…

Behaviour 
Modification
e.g. nudging

Fig. 1. Examples of processing activities / outputs based on visual, auditory and visual+auditory sensing, presented broadly
in order of increasing inter-dependencies and consequent complexity.

3 THE PRIVACY RISK-MITIGATION GAP BETWEEN AR USERS AND AR BYSTANDERS

Given the breadth of potential violations of anonymity, privacy, and identity, it is pertinent to ask: should AR
headsets have such capabilities? If such capabilities are removed from AR headsets (e.g., because they are deemed
too risky), the aforementioned privacy risks are eliminated. However, we argue it is highly likely many of the
aforementioned capabilities may �nd their way into consumer mass-market AR headsets in the future. There are
a number of drivers for this possibility: bene�ting accessibility use cases through sensing and revealing pertinent
bystander data to address a given impairment [80]; supporting the latest advances in augmented intelligence
[162]; empowering individuals to better curate/control how they are perceived by others, etc. In e�ect, it is not
enough to suggest these activities will not occur. Instead, there is a need to anticipate their potential occurrence
and understand to what extent we can integrate protective measures into AR technology, to better safeguard or
empower bystanders. This is particularly pertinent as for some of these activities, there exist both benign, and
distinctly abusive use cases.
When considering AR risks to privacy and security, AR users by default have some capacity for agency and

control over whether such outcomes occur. For example, AR users will have the capacity to opt-in or out of
such data capture, be made aware of when this is occurring and who their data is shared with, provided the
headset and/or application(s) supports this. In contrast to the AR user, bystanders may have little-to-no awareness
that a headset is active; what sensing is currently active; whether said sensing and subsequent processing
activities pertain to them; and whether they consent to being sensed by the AR headset. Addressing this gap are
Privacy-Enhancing Technologies (PETs), evolving social norms, formal guidelines and legislative measures, which
were historically applied to CCTV, IoT and other “ubiquitous intelligent cameras” [71], more recently applied
to lifelogging and body-worn video [25, 60], and are increasingly being considered from the perspective of AR
bystanders.
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3.1 Privacy-Enhancing Technologies (PETs)

We focus on PETs with the greatest relevance to bystander–AR user interactions, namely those pertaining to
input and data protection approaches that facilitate the properties of access control, con�dentiality, awareness,
and consent as described by DeGuzman et al. [30]. Note: we exclude consideration of output, user interaction,
and device protection approaches. The threats associated with output and device protection do not pose risks to
bystanders, whilst user interaction protection predominantly pertains to secure, authenticated shared multi-user
XR experiences. We focus on activities that are not shared, where the AR device acts upon sensed data pertaining
to bystanders for the purposes of the AR user. See Table 1 on the following page for an overview, and see [30] for
a broader overview of XR-related PETs.

3.1.1 Access Control and Contextual Privacy. Access control refers to the ability to control access to raw sensor
data or the underlying hardware generating this data. If we consider visual and auditory sensing (the predominant
means used by AR headsets), access to camera and microphone data streams gives a platform/application
uninhibited scope to extract a wealth of information. With respect to intrinsic access control, PrivacEye [147]
employed automatic detection of the “privacy sensitivity” of a given context to determine the use of a mechanical
shutter to physically disable the head-mounted camera. Participants noted the visibility of the physical occlusion
provided by the shutter was preferred over visual feedback, such as LEDs, because the physical coverage increased
the trustworthiness of the system to bystanders. However, intrinsic access control through camera shutters
brings with it signi�cant challenges when considered for AR headsets. Cameras are used to drive 6 Degrees of
Freedom (DoF) visual inertial positional tracking [94]. If a shutter completely occludes the headset camera(s),
this immediately necessitates the headset fallback to 3DoF tracking, and removes its capacity to augment the
environment with exocentric world-locked AR content. Such a degradation in capability would signi�cantly
undermine many key use cases envisioned for everyday AR.
Various contextual information has also been suggested to drive access control, taking into account the

location and environment (e.g., “world-driven access control” [128]), existing social connections [156, 158], social
signals [96], and accessibility needs [158]. For accessibility in particular, there is evidence individuals “would
support special permissions to be granted to speci�c groups of persons when there is a justi�ed reason to do so” [39],
if “higher security assurances can be made by improving their control over how their information is shared” [10].
This re�ects the in�uence of societal roles on the perception of the underlying technology, and suggests the
possibility of “social acceptability calculus” [39] where activities may be more or less justi�able from a bystander
perspective, despite the potential for misuse, based on personal relationship or societal bene�ts. However, this
picture is not clear cut. Ahmed et al. [10] found despite visual information about bystanders already available to
sighted individuals, there was nonetheless a reticence to capture and convey that information (e.g. demographics,
activity, emotion) for accessibility needs.

Finally, in terms of extrinsic bystander led access control, Ahmad et al. [9] elicited a variety of bystander both
social and technology-driven coping and controlling mechanisms for privacy regulation, including masking
behaviours (e.g. saturating a microphone through loud music); ignoring “low-priority” inputs such as audio
sensing; blocking behaviours such as physically covering the sensors on a device; withdrawing from the social
interaction by e.g. leaving the room; or exhibiting a degree of aggressive behaviour toward the device, such as
actively seeking to tamper or disable it.

3.1.2 Data Obfuscation, Sanitization and Di�erential Privacy. An alternative to binary access control is to
intrinsically or extrinsically obfuscate capture/sanitize what data is made available to applications. De Guzman et
al. discussed input sanitization in terms of intrinsic user-de�ned policies, context-based sanitization that identi�es
the presence of sensitive objects, and extrinsic sanitization based on privacy preferences [30].
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Table 1. Overview of input protections and input privacy mitigations. We summarize PETs from two perspectives - those
that are enacted by or on the AR User intrinsically; and those that are enacted by or otherwise related to the AR bystander
extrinsically [30].

Mitigation Perspective Examples from Literature and Consumer Products Risks to E�ectiveness for AR HMDs

Access
Control
Blocking or
circumventing
sensing

User /
Intrinsic

• Social pressure and norms e.g. removing headset in someone
elses home [79]
• Context sensitivity e.g. PrivacEye mechanical shutter [147]
and need for physical occlusion [9, 73]; use of social signals to
determine muting audio or disabling cameras [96]; manufacturer-
enforced recording bans [79]

• Physical occlusion of sensors incompatible
with need for ‘always-on’ access for e.g. visual-
inertial tracking, voice assistants.

Bystander /
Extrinsic

• Blocking behaviours such as withdrawal from the sensing
environment/range [9] or otherwise disabling the sensing.
• Social pressure toward users e.g. asking them to remove their
headset [75], aggression toward sensing and/or user [9]
• Transferring control to bystanders [73] e.g. to turn o� device
• Embedding or encoding privacy information in the
environment that would prevent auditory capture [158] such
as “world-driven” access controls [128].

• Social and blocking mitigations risk socially
unacceptable AR–bystander interactions.
• Embedded privacy restrictions necessitate
the infrastructure to de�ne and pseudo-
anonymously share said restrictions.

Data
Obfuscation,
Sanitization
and Masking

User /
Intrinsic

• Selective obfuscation [121] and image degradation [36] of
bystander data e.g. blurring faces and bodies [11, 54]
• Incorporating noise in data through di�erential privacy [146]

• Data can still be reconstructed and inferred
e.g. using machine learning
• Trust gap regarding obfuscation being applied
[122]

Bystander /
Extrinsic

•Active obfuscation e.g. masking audio with additional noise [9];
defensively subverting visual sensing [115] e.g. using IR LEDs to
overcome facial ID with FacePET [113] and physiological sensing
with InPhysible [91] – ameans of overcoming the “trust gap” [122];

• Mitigations require changes in behaviour
from bystanders, and wearing active defensive
countermeasures. Such measures could be
circumvented if they see signi�cant adoption.

Consent
Directing
access control
and
obfuscation

User /
Intrinsic

• Pre-activity through checklist permissions during application
installation (e.g. see any Android-based XR headset);
• During activity through permission prompts and direct UI
control of headset activity e.g. Microphone prompts on Android-
based XR headsets.

• Users may not fully engage with considering
the need for requested permissions

Bystander /
Extrinsic

• Pre-activity such as proactive opt-in and opt-out designs [32];
preference toward pre-determined consent [17, 140], typically
enacted through tracked physical artefacts [137] or biometric ID
combined with cloud-based preferences [75, 138]
• During activity through interaction, from verbal social
indications that direct the AR user’s activity [69] to gestural
technology-mediated interactions conveying opt-in/out to
the headset directly [69], examples of “user empowerment”
approaches [44, 109].

• Implicit consent activities have similar
requirements to embedded privacy restrictions
- there is a need for infrastructure to support
de�ning and conveying those permissions.
• Explicit consent activities risk interrupting
social interactions and placing onerous
requirements on bystanders to actively manage
their consent.

Situational
Awareness
and Activity
Transparency

User /
Intrinsic

• UI and noti�cations e.g. using noti�cations and nudging to
raise awareness of device camera activity [55, 105, 108]

• Change blindness and inattentional blindness
may lead to ignoring such prompts.

Bystander /
Extrinsic

• Presence and Privacy Notices e.g. “peacocking” visibility of
cameras [73] and emphasizing noticeability [70].
• Device Status such as color indicator LEDs conveying device
on/o� state and basic activity [9, 147]
• Mode transparency through privacy labels [88, 89], conveying
information regarding intent and activity through iconographic,
textual, and color-coded displays [73]
• Scope and activity using on-device displays to convey detail
regarding capture area and �eld of view [73] or intent (e.g. EyeCam
[150]), toward full presentations of activity such as MirrorCam
[72].

• Bystanders may lack prior knowledge
regarding the meaning of LED and other status
indicators, or overlook them entirely
• As we convey more information regarding
the AR user’s activity, we may risk exposing
personal details to bystanders, degrading their
privacy.
[88]
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Intrinsic, selective obfuscation is intended as a means to overcome the “trust gap” [121, 122] in potentially
privacy-infringing technology. Alharbi et al. [11] and Hasan et al. [54] used image obfuscation to remove
bystanders whilst still enabling non-bystander processing activities. Such an approach exposes a tension between
obfuscating sensor data versus employing access control coupled with separate APIs/data streams for speci�c
processed data sources. Other approaches employ inpainting to completely remove bystanders in the user’s view
and �ll in the missing parts of the image in a manner visually consistent with the background [160]. Alternatively,
di�erential privacy can be used to add noise to the data “so as to minimise chances to infer privacy-sensitive
information... whilst, at the same time, still allow[ing] use of the data for desired applications” [146], e.g., through
image degradation [36].

However, extrinsic obfuscation controlled by bystanders is possible, by employing personal privacy preferences
which inform intrinsic obfuscation, or through active countermeasures. A variety of wearable systems have
been developed to enable bystanders to actively/defensively subvert any camera-based facial sensing [115]. For
example, FacePET [113] e�ectively blinded cameras by using infrared spectrum LEDs integrated into glasses,
whilst InPhysible [91] actively camou�aged bystander physiological signals using IR LEDs to fake signals
imperceptible to the human eye.

3.1.3 Consent and Personal Privacy Preferences. Mechanisms for bystanders to indicate opt-in/out consent
preferences, either before or during activity, have been repeatedly explored, with said preferences being used to
either enact selective obfuscation/sanitization [137] or access control [10]. Koelle et al. [69] examined opt-in/out
gestures for privacy mediation in smart camera interactions, �nding tensions between identifying clear gestures
to convey consent without resulting in false positives or other additional unintended meanings. Shu et al. [137]
explored how individuals could passively indicate preferences toward recording through using wearable tags, as
well as utilizing active ways of communicating preferences such as hand gestures. In both cases, bystander faces
were blurred if recording was not permitted. Cardea used biometric ID to retrieve personal privacy preferences
regarding visual privacy [138], whilst Krombholz et al. [75] explored how preferences regarding privacy could be
conveyed through an app tied to cloud-based facial recognition, and worn physical artefacts denoting the wearer
did not want to be recorded. However, some participants noted an unease towards this, e.g., “the server behind the
app bothers me just as much as [the AR headset] does”.

Notably, Koelle et al. [69] found some participants felt the onus should be on users, rather than bystanders, to
ensure privacy protection, suggesting instead consent could be managed automatically by default, with additional
opt-in/out interactions being available for special cases where more individual or granular control was required.
However, they did not determine what might constitute such cases. Singhal et al. [140] found participants
preferred to give prior permission to recording activities, so they could moderate their actions appropriately.
They also noted some anecdotal impact on attitudes based on place, activity, and whether those recording were
strangers or known. Moreover, bystanders may be unaware of there being activity to consent to. In the context of
live streaming, bystanders noted they were “not fully aware of when their image or speech is being live-streamed in
a casual context”, speci�cally wanting stronger awareness mechanisms and the ability to consent to such activity
[43]. Whilst others have repeatedly re-a�rmed the need for mechanisms for consent regarding control over
identity and interpersonal space (Bye’s ‘consent to augment’ [19]).

3.1.4 Awareness and Activity Transparency. Interleaved with consent is the notion bystanders should be made
aware of their exposure to AR sensing [131], and when they are the focus of sensor activity. Marky et al. [88]
found smart home visitors lacked the ability to “judge [the] consequences of data collection and [a] means to express
their privacy preferences”. They suggested this necessitated mechanisms for gaining awareness of how bystanders
are sensed, knowledge regarding how sensed data is used, and the sensitivity of what is being captured (e.g.
through privacy labels facilitating mode transparency regarding what the sensing was doing), informing any use
of consent mechanisms and privacy decisions. Meanwhile, Prange et al. [117] proposed a concept to visualise
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privacy intrusions by sensors and found users are keen to learn about surrounding sensors and more details
about the data being collected about them.
Koelle et al. [73] examined the design of privacy notices for body-worn cameras to deal with bystander

concerns, exploring if designs could satisfy privacy-by-design guidelines regarding Openness, Notice and Visi-
bility/Transparency, speci�cally conveying Situation Awareness and Justi�cation for Use. They sought to meet
two challenges: such cameras should announce themselves “in a noticeable but not too obtrusive way”, and such
cameras should “publicly communicate their purpose of use to bystanders, but not impair the user’s privacy”. Across
an expert design study and a UX evaluation, they found preferences towards: visible selective occlusion of lenses;
conveying capture area and angle of vision of the camera; conveying device actions e.g., text/iconographic displays
on the device; and supporting full visibility of the camera image and subsequent activities. They also raised
transferring control to bystanders, e.g. enabling the bystander to request the camera turn o� or delete captured
imagery. Key resultant design considerations included improving the understandability of what the device was
doing, and exploring how devices could “automatically react to privacy sensitive situations in a predictable and
reliable way”. Building on this, MirrorCam [72] explored a wearable camera with an in-built mirror display to
support bystander situational awareness regarding who was in-view, and whether the camera was on/o�. And
Eyecam [150] utilized an anthropomorphic webcam to establish a di�erent form of relationship between the
sensor and those being observed, in particular enabling the sensor to embody/convey agency and intent.

Ahmad et al. [9] proposed the concept of tangible privacy i.e. bolstering the perception of and actual e�ective
privacy through tangible a�ordances to provide “a clear and de�nite sense of awareness of what data is being
collected”. They found perception of privacy was in�uenced by the device type and it’s visibility (including the
visibility of it’s sensors), as well as uncertainty around the device’s states and functions (e.g. is it active, could it
still work when o�) and available prior knowledge about the capability and capacity of a device to infringe upon
their privacy. Regarding device feedback, Ahmad et al. noted LEDs were necessary but not su�cient for conveying
awareness of device activity, and rea�rmed other research around the necessity for shutter mechanisms for
cameras.

3.2 Legal and Social Protections for Bystanders

In Europe, the General Data Protection Regulation (GDPR) governs how personal data can be captured, stored
and processed, with a particular focus on special categories of personal data, such as biometric and personal
characteristics data—balancing “the right to be seen versus the right to be recognised” [29]. GDPR requires a “lawful
basis” for processing personal data, typically through seeking consent, or determining “legitimate interest” in
processing. As such, many ‘risky’ AR bystander activities discussed in this paper are not necessarily ruled out by
GDPR, but rather would have to be legally justi�ed through e.g. garnering user consent. As Koelle et al. [69]
noted, despite the expectation of privacy-by-default introduced by GDPR, “most body-worn cameras do not provide
any privacy mediating procedure. Thus, to date the de facto procedure is Opt-out, i.e., (verbally) asking the device
user to turn the camera o�”. In the United States, U.S. law is focused predominantly on personally identi�able
information (PII) and biometric data [57], with no equivalent of the EU’s GDPR currently in place. The burden
of data protection has fallen largely to “a patchwork of national- and state-level legislation addressing various
concerns” [35]. Around the world, few countries have protections of similar scope as GDPR [139]. Consequently,
legal privacy protections for AR [125] will vary signi�cantly from country to country, and even the foremost
protections such as GDPR remain largely untested with respect to the multitude of processing activities discussed
thus far. In many cases, “these frameworks do not re�ect the development of immersive technology when considering
what features are available with hardware, how those features function, what information about users is available,
and how that information could be used” [57].
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3.2.1 Consensual and Non-Consensual Erosion of Bystander Rights. Critically, where there is a mechanism for
consent for lawful processing of personal data, there exists the scope for consensual erosion of existing rights—
legal loopholes whereby access to/usage of an AR platform/application requires the user agree to terms of service
or privacy policies which permit extensive capture and processing activities. Whilst these must be justi�ed,
nonetheless AR users (who will themselves also be bystanders to other AR users) may �nd themselves willingly
giving permission to capture/processing activities because of the perceived low cost to themselves (e.g. not
appreciating the privacy implications), balanced against the high perceived potential bene�ts (e.g. access to
the latest AR headset and its augmented intelligence capabilities). Weighing heavily on this balance will be
the capability of well resourced companies to either lobby for changes or omissions in legislation; bend the
interpretation of existing legislation in their favour immediately and address the consequences later (e.g. Facebook
setting aside €302 million for anticipated �nes in the EU [85]); or manipulate the user into compliance (e.g. through
‘dark patterns’ [42, 90] and ‘creepy technology’ [149]).

3.2.2 Social Norms and Contextual Integrity. As AR headsets are an emerging technology, guidelines regarding
ethical usage of this technology [82] (e.g. around XR privacy [92], usage [112], human rights [2], neuro-rights
[161], and privacy standards [51]) are just beginning to emerge. Moreover, because of the lack of public adoption,
social norms are yet to be established although studies have hinted at norms slowly emerging [129], such as
removing headsets when in other people’s homes [79]. In e�ect, we lack a strong model for what constitutes a
violation of privacy when discussing AR devices and their activity. One framework which considers this is the
theory of privacy as contextual integrity [13, 104], which is concerned largely with information �ow (i.e. the
social context or backdrop upon which information �ows); the actors involved in this �ow; the attributes and
types of data being shared; the transmission principles that condition this �ow; and the contextual ends,
purposes and values underwriting this �ow (i.e. its purpose). Privacy norms are then assessed on “how they
a�ect the interests of relevant parties and how they impinge on societal values, such as equality, justice, fairness
and political liberties” [16].

However, everyday AR pertaining to bystanders poses challenges to the transfer of any entrenched information
norms. The context in this scenario is unbounded, with interactions possible across all social relationships and
strata in any place at any time. There are relatively few transmission principles applicable, outside of legally
mandated protections, as the underlying data is e�ectively available to any camera within proximity of the
bystander. And the contextual ends and purposes of using this data can vary in�nitely, based on how the AR
user may want to augment their sensecape, with the intent and outcomes currently entirely opaque to the
bystander—the very essence of what is described as a “disruptive �ow” necessitating a reconsideration of privacy
norms, and the PETs we use to help facilitate them. Moreover, existing entrenched privacy norms are likely to be
destabilized by the mass adoption of this technology, and the social and environmental shifts it may bring [16].

Given this, the risk is without adequate protections (e.g. mandated PETs), AR headsets will see public rejection
due to their requisite sensing and the privacy implications this brings. Google Glass in particular forewarned the
impact of social acceptance. It featured an obvious camera that aroused bystander concerns regarding capture
[33, 58]. And, through its usage, it impaired social interaction, interrupting conversational participation [38].
This, in-turn, led to the coining of the conjunction “glassholes” to refer to the perceived obnoxiousness of its
users. This setback was signi�cant; the utility of the headset was undermined, and users not only rejected using
the headset, they rejected the users themselves. Given the varying legal and social protections, and the strong risk
of rejection, there is a need for further research into PETs that embody “reasonable standards for transparency
and choice” [34]—this paper directly contributes to this challenge.
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4 AR BYSTANDER ATTITUDES SURVEY

We have established there are a breadth of AR-enabled activities that can potentially infringe upon bystander
privacy (section 2), and have discussed the technical, social and legal means by which privacy can be safeguarded
(section 3). PETs have predominantly considered AR privacy from the perspective of camera access control.
However, such an approach is not compatible with the need for AR-requisite sensing, such as cameras for
positional tracking.

Consequently, we argue there is a need for a more granular understanding regarding awareness of, and attitudes
towards, potentially privacy infringing AR activities. In particular, the aim of this paper is two-fold—�rstly, to
capture a snapshot of current awareness of, and concern regarding, AR headset activity. The suggestion
is the general public remain naive to the breadth of capabilities enabled by such devices, and they would be
concerned by such capabilities—posing a potential barrier for adoption, and emphasising the need for AR User—
Bystander PETs. And secondly, motivated by this concern, to better understand how we can design PETs

that might selectively address bystander awareness of, and consent to, AR activities that to some degree
rely on the capture and usage of their publicly available sensed personal data. Note this data is "publicly available"
insofar as the average person lacks the technological means to obfuscate or prevent a suitably equipped AR
device from capturing this data, ignoring legal protections that should prevent such capture, or social norms or
interventions (e.g. requesting removal of the headset).

For the bystander need for consent, we focus on the in�uence of two parameters: the AR activity type (i.e. the
outcome of the use of bystander data), and the social relationship between the AR user and bystander (equivalent
to the role state in the contextual integrity framework, limited to intimacy groups). In doing so, we seek to
understand whether it is possible to design minimally invasive mechanisms for seeking consent only when
necessary i.e. for activities deemed problematic, or where there is not a su�cient social connection between AR
user and bystander that indicates a prior basis for consent.
For the bystander need for awareness, we again consider the in�uence of the AR activity (i.e. do there exist

such activities that, whilst they are privacy invasive in theory, in practice are perceived as not meriting informing
bystanders of their occurrence); and also the in�uence of a prior basis for consent (i.e. if the bystander consents,
do they need any on-going knowledge of the activity). But we also address what awareness users desire—that
the device is active [73]; that they know the activity type and data being captured [73]; or that they have full
awareness of what the device is doing with that sensed/captured data [72]. Again, we seek to understand whether
it is possible to design minimally invasive mechanisms for providing activity awareness as-and-when necessary.
If we understand how attitudes vary by activity type, social relationship, and prior consent, we can propose

PETs that better take into account the context of the AR activity, and are more �exible in balancing the need for
bystander privacy against the want to utilize the full capabilities of AR headsets in the future. Accordingly, we
established three research questions:

• RQ1: Is the public aware of, and concerned about, a wearable AR device’s capabilities?
• RQ2: How do bystanders wish to consent to AR activities pertaining to them, and is the desire to convey

consent universal or contextual e.g. based on activity type (RQ2.1) or social relationship to the AR user (RQ2.2)?
• RQ3: How do bystanders wish to be made aware of AR activities pertaining to them, and is the desire for

this awareness universal or contextual e.g. based on activity type (RQ3.1) or the prior basis for consent (RQ3.2)?

4.1 Procedure

Participants �rst read an information sheet informing them about survey’s data handling and procedure. Respon-
dents were provided with a description of what AR headsets are (see Figure 2), to ensure all respondents had
a baseline understanding of what we meant by AR headsets. Next, we focused on the hypothesised future of
AR, presenting wearable everyday AR glasses allowing the respondents to see a view of reality intermixed with
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Fig. 2. a) Introduction to AR headsets provided to respondents, showing a front image of Facebook’s project aria to illustrate
the existence of cameras, and a user perspective image of generic navigation augmentations. b) Still image example of one of
the activities shown, diminished reality, in the survey illustrated by a video clip from @amako0609 [84]. c) Still image of the
awareness archetypes video shown to respondents. Depicts a user wearing AR-type glasses with two in-build cameras, and
shows c1) no awareness; c2) basic activity awareness through LED color; c3) activity awareness through a floating icon;
c4) full awareness through a floating video feed of what the AR headset is doing. These archetypes were not intended to
be practical, but rather illustrative of the information being conveyed in a way that even a respondent unfamiliar with AR
technology could comprehend.

computer-generated virtual content, equipped with a variety of sensors, such as cameras and microphones, We
then told respondents our focus was to investigate their attitudes towards a series of activities/scenarios that
might be enabled in the near future if AR glasses became commonplace. We focus on nine bystander-pertinent
AR activities based on our review. These activities were selected as they each can be tied to anticipated use
cases of AR technology demonstrated in research. They span activities respondents could reasonably expect
based on the current capabilities of smartphones (e.g., volumetric capture, biometric identi�cation); activities
closer to bleeding edge research that respondents would be less likely to be aware of being feasible (e.g. inferring
internal state, non-contact measures of physiological state); towards activities utilizing both the AR sensing and
rendering capability to fundamentally alter how/when the bystander is perceived (diminished reality, augmented
appearance, augmented perception). We also include 2 baseline activities most respondents would be familiar
with—general usage of a camera, and microphone, giving a total of 11 activities:

• Camera Usage: An application generally using the camera(s) on the device
• Microphone Usage: An application generally using the microphone(s) on the device
• Volumetric Capture: Capturing 3D imagery that could later be viewed or repurposed (e.g. a 3D model of your body

or home)
• Activity Tracking: the physical movements, behaviour and activity of nearby people
• Personal Characteristics: Identifying and inferring personal characteristics of other people such as gender identity,

age, race, sexuality etc.
• Biometric ID: Identifying who other people are (e.g. through facial ID or other biometric data)
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• Internal State: Understanding the internal state of other people e.g. their emotions, likes, dislikes, and mental
processes

• Physiological State: Understanding the physiological state of other people e.g. sensing health-related data such as
pulse/heart rate, dilation of pupils etc.

• Diminished Reality: Removing or blocking elements of reality (e.g. ignoring a person, making an environment
quieter)

• Augmented Appearance: Augmenting or altering others appearance (e.g. applying snapchat or instagram-like �lters
to your view of others) - pertaining to altered reality as applied to people.

• Augmented Perception: e.g. cancelling noise, selectively enhancing speech in a noisy room; and Super sight or other
vision enhancements e.g. zooming, magni�cation, night/thermal vision

Each activity was represented with both a textual description (as above), and a video/pictorial description to
assist in comprehension (see Figure 2 and the associated video �gure for more details) and was presented in
turn to the respondents. The order of the �rst two AR activities presented was consistent across all respondents
(Camera usage then Microphone usage), so as to capture general attitudes towards sensing whilst not biasing
responses based on subsequent exposure to potentially unknown camera/microphone-based AR activities. The
remaining nine were presented in a randomised order. For each of these activities, we asked questions regarding:

• Prior Awareness of Capability: “Did you know that AR headsets have this capability?”
• Concern Regarding Activity: Concern as felt if a stranger were to use an AR headset to perform this activity on, or

near, you; and concern relative to this activity being performed on a smartphone.
• Attitude Towards Consent: Opt-in by default, no consent required; opt-in by default, with ability to withdraw your

consent; opt-out by default, with ability to request your consent; and opt-out. Consent was broken down by social
relationship (close friend, friend, familiar stranger, stranger, stranger with accessibility needs).

• Awareness of Activity as AR Bystander: Broken down into four awareness archetypes (see Figure 2): no awareness;
basic awareness device sensing is active; awareness of device and sensing activity type; and full awareness of what
the device is doing, and explored based both on whether consent had been or had not been sought. Illustrated using
video (made with Snapchat’s Lens Studio [142]) of an AR user wearing glasses that could convey this information.

• Awareness of Activity as AR User: Using the same awareness archetypes, describing how your headset would
preferably inform others of your activity.

After respondents completed all AR activities we closed by asking two 5-point Likert scale questions to
capture whether general attitudes towards AR headsets had changed as a result of the survey, and generally
how comfortable they were with the possibility of AR headsets being used in public. We also provided open text
�elds to allow respondents to provide comments regarding each activity, as well as any �nal comments they had
regarding the survey. The survey took under 15 minutes to complete, see https://doi.org/10.5281/zenodo.7244156
for an archived version of the survey questions. Prior to its distribution the survey was reviewed and approved
by our institution’s ethics committee.

4.2 Demographics

We distributed the survey through mailing lists and social media. Respondents who completed the full survey
were given the chance to enter a prize draw to win an online voucher (a £30 (or local equivalent) Amazon voucher).
To strengthen ecological validity, we advertised the questionnaire on a variety of di�erent platforms. These were
relevant XR-related subbreddits, XR discord groups, XR mailing lists, Facebook groups and Twitter (with relevant
hashtags). 102 respondents (self-identi�ed as 40% female, 58% male, 2% non-binary / third gender) completed the
survey. The age ranges of respondents were: 42% 18-24, 38% 25-34, 13% 35-44, 6% 45-54, and 2% 55 and above. The
majority of respondents were from the UK (56%) and United States of America (22%).
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4.3 Limitations

4.3.1 Experience with AR. Prior work has indicated that the public has an incomplete understanding of AR’s
capabilities [151] and is still relatively unfamiliar with what AR technologies are conceptually and what they
are capable of [152]. Therefore, we opted to advertise our survey primarily on XR-related channels to ensure
respondents had some baseline awareness of what AR is conceptually. While this meant our respondents likely
had more awareness of AR activities/capabilities than the general public, it ensured they would understand the
described technologies/scenarios in our survey and could more con�dentially discuss how they envisioned future
iterations of AR technologies would work.

To ensure respondents had a clear understanding of what constitutes an AR headset and the described activity
scenarios we provided a detailed textual description and a video/pictorial description both for AR headsets (at
the beginning of our survey) and for every AR activity scenario. Whilst a survey does not provide hands-on
experience of the AR activities, this approach was chosen so we could capture representative data from a large
sample, with prior research suggesting that members of the public can reasonably re�ect on ethical challenges
given adequate presentation of the concerns [159].

4.3.2 Scope of AR Activities. We limit our survey to 11 AR activities of interest, including two e�ective baselines
regarding general attitudes to cameras and microphones. The selected activities are well motivated by our
review—all have been demonstrated as feasible by prior research and are within the scope of privacy challenges
discussed by McGill et al. [92], meaning bystanders are exposed to signi�cant risks. This list is not exhaustive,
nor can it be given the continual emergence of AR-enabled capabilities. However, it is illustrative of a wide range
of activities that go beyond general use of the camera or microphones for recording activity, and is thus su�cient
to answer our intended RQs.

4.3.3 AR Activity Interpretation. Although we included both a textual and video/pictorial description for each
described AR activity, respondents interpretation of a described activity may have di�ered from our intended
presentation. For example, for our “Personal Characteristics” activity a respondent may have focused on a particular
instance of this (e.g. identifying/inferring gender identity) rather than activity as a whole. Steps were taken,
however, within the survey’s design to reduce the risk of this occurring, e.g. activity descriptions were written to
be illustrative in nature and an open text �eld included for each activity to allow respondents to comment on
individual problematic instances for a given activity.

4.3.4 Privacy A�itudes. We speci�cally asked participants about di�erent privacy-related aspects of AR. Since
the study relied on self-report, participants might have reported a behaviour that might not match their actions
in reality. This is explained by the so-called privacy paradox [47]. To validate our �ndings, future work should
investigate real usage. However, since AR headsets are rather scarce, our investigation should be seen as an
important �rst step.

4.3.5 Demographics. The demographics of our survey responses skewed towards western respondents under
the age of 34. It is reasonable, however, to expect both cultural and age-based e�ects to have some had in�uence
on our results. Consequentially, it is therefore necessary for future research to investigate demographics (both
cultural and generational) where expectations and attitudes may di�er signi�cantly. To assist further research in
this endeavour, we make available the full question set and anonymized data set for further analysis.

5 RESULTS

For statistical signi�cance testing an Aligned-Rank Transform (ART) [40] was used to transform non-parametric
data prior to conducting a repeated measures ANOVA, using the ARTool R package [65]. ART enables the use of
parametric tests on non-parametric data (e.g. Likert-type responses [132], preference tallies). When using ART,
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as noted by Wobbrock et al. [157] “the response variable may be continuous or ordinal, and is not required to be
normally distributed”, making it well suited to our dataset. Where two factors of concern existed, a two-way
ANOVA was conducted, again using ARTool. Where feasible to report, pairwise contrasts for main e�ects were
also conducted [66]. However, given the number of pairwise comparisons available (particularly where two factors
exist), we do not report contrasts for all results. In lieu of this, all plots show 95% con�dence intervals (visualized
with red bars) based on conversion of dependent interval/ordinal variables to numeric ranks, allowing a by-eye
estimation of signi�cant pairwise di�erences (where the con�dence intervals do not overlap). This approach
is favoured by those in HCI that believe reporting should be done with con�dence intervals and visualisations
[37]. Respondent qualitative answers were coded using initial coding [26] where respondents’ statements were
assigned emergent codes over repeated cycles with the codes grouped using a thematic approach. A single coder
performed the coding and reviewed the coding with one other researcher to resolve unclear codes and discuss
the depth and speci�city of codes. See https://doi.org/10.5281/zenodo.7244156 for the survey dataset [107].

5.1 Participant Prior Experience

Regarding their understanding, and prior experience, of AR technology, as it can be seen in Figure 3, respondents
were largely familiar with AR as a technology, but their experiences were predominantly around smartphone-
based AR.

Fig. 3. Respondents were asked (le�) if they had used AR before (Yes, but only smartphone AR (e.g. Instagram filters,
Snapchat lenses, IKEA furniture app), Yes including AR headsets, No, I don’t know); and (right) whether they knew what an
AR headset was.

5.2 Knowledge of AR Headset Capabilities

There was a signi�cant e�ect on AR Activity (�=48.6, ?<0.01). Outside of Camera/Microphone Usage, Biometric
ID, and Augmented Appearance, respondents were predominantly unaware of key AR Activities (Figure 4). In
particular, over 50% of respondents had no awareness of AR headset’s potential capacity to identify Internal State,
Physiological State, nor diminish (Diminished Reality) or enhance (Augmented Perception) the user’s perception of
reality. This is despite the fact that many of our respondents were familiar with AR (see Figure 3), which further
a�rms that there is low awareness of sophisticated activities of AR headsets.

5.3 Managing Consent Towards AR Activity

For each AR Activity, we questioned respondents regarding their attitudes towards consent to this activity as
a bystander (Figure 5). A two-way ANOVA found signi�cant e�ects both on AR Activity (�=83.6, ?<0.01) and
Relationship (�=170.2, ?<0.01), with no interaction (�=1.2, ?=0.16). Regarding Relationship, we found signi�cant
e�ects (?<0.01) between all pairwise contrasts aside from Close friend—Friend, with preferences towards opt-out
increasing both based on the strength of the relationship to the AR user and based on the perceived accessibility
needs of the AR user. Attitudes were largely split regarding the ability to request or withdraw consent within the
opt-in and opt-out options. However, when treated in combination, signi�cant portions of respondents (>60%)
were varyingly in favour of requesting or being able to withdraw consent—suggesting a strong willingness to

https://doi.org/10.5281/zenodo.7244156
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Fig. 4. Responses to “Did you know that AR headsets have this capability?” – outside ofCamera/Microphone Usage, Augmented

Appearance, and Biometric ID, respondents were largely unaware of key AR capabilities.

Fig. 5. Responses to our question on consent, broken down by activity type and social relationship.
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manage consent beyond opt-in/out alone. With regards to AR activity, Volumetric Capture, Internal State and
Physiological State featured 80%+ weightings towards requiring opt-out when strangers were performing a said
activity. Diminished Reality consistently had >50% reporting for opt-in regardless of relationship to the AR user,
and Augmented Appearance featured opt-in rates of approaching 70% when dealing with friends.

We also asked participants to consider whether, as a bystander, they would want an XR headset to automatically
opt them in/out of AR activities based on their pre-provided AR privacy preferences (see Q26 in [107]). In this
regard, we found a signi�cant e�ect on AR Activity (�=2.52, ?<0.01), with contrasts suggesting di�erences
regarding Augmented Appearance – {Augmented Perception, Physiological State, Volumetric Capture}. Respondents
were largely favourable (typically >70%) toward pre-providing AR preferences (see Figure 6).

Fig. 6. Desire for automatic opt-in/out consent based on pre-provided preferences, broken down by activity.

17 comments discussing consent were made across 8 AR Activities (Augmented Perception 5, Physiological State
3,Activity Tracking 3, Personal Characteristics 2, Camera Usage 1, Internal State 1, Biometric ID 1,Diminished Reality
1) by our respondents. The majority of these (11 comments) focused on who respondents considered appropriate
to access their information. Eight comments said access should be restricted to only trusted individuals: e.g., P11
(Male, 18-24, United States of America), “only trusted people should have access”. Whereas, three respondents
said they considered it appropriate for anyone with accessibility needs to have access to their information, P101
(Female, 25-34, Indonesia): “I am okay to share my movement data to someone with visual disability”. The sentiment
of these comments is similar to prior work by Lee et al., who found individuals were willing to provide access to
their personal information to assist visually impaired individuals but wary of giving it to those without a need
[80]. Interestingly, for Personal Characteristics and Physiological State, �ve respondents indicated that trusted
persons were speci�cally police o�cers and medical professionals, P58 (Female, 25-34, Germany): “good to be
used by policemen, ambulance [sta�]”. Respondents said this was because individuals in these profession would
require access to this information as part of their job, whereas access by a lay-user was felt to be unnecessary,
P66 (Female, 25-34, United Kingdom): “I don’t see a bene�t for me personally if someone else [a lay user] knows my
physiological signals”.

Finally, one comment outlined the di�culty in obtaining consent, P3 (Female, 25-34, United Kingdom): “seems
hard to get consent from people when the people a�ected could be far away (i.e. could use super hearing to zoom in
on people far away and see what they’re doing)”. This was similar to two additional comments made regarding
consent at the end of our survey (where we asked if respondents had any �nal comments they wished to make).
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Both focused on respondents uncertainty over how their consent could be collected, P22 (Male, 25-34, United
Kingdom): “Not sure how consent for many of these activities could be gathered. But I still feel that it should be
gathered in some way”.

5.4 Need for Awareness of AR Activity

We asked participants to assume the role of a bystander and report their preference in terms of how a stranger’s
AR headset should provide awareness of its activity, in two situations: (1) when they had provided prior consent,
and (2) when they had not provided prior consent (see Q30 in [107]). We also asked participants to assume the
role of the AR user and report their preference in terms of how their headset should provide awareness of its
activity to others (see Q32 in [107]), resulting in three perspectives seen in Figure 7.
We found signi�cant e�ects regarding AR Activity (�=32.1, ?<0.01) and perspective (�=76.9, ?<0.01), with

contrasts showing di�erences between Bystander without consent and Bystander with consent/As the AR user, as
well as an interaction e�ect (�=1.9, ?<0.01). Respondents perceived a more substantial need to be made aware
of AR activity as a bystander whose consent had not been sought prior. The e�ect was particularly strong for
Volumetric Capture, Personal Characteristics, Biometric ID, Internal State, Physiological State, and Augmented
Perception, where nearly half the participants indicated that full, real-time awareness of the AR user’s activity
was required.

5.5 Concerns Regarding AR Activities

To add context to �ndings around awareness and consent, we wished to establish a baseline for how concerned
prospective bystanders were about the proposed AR activities. We asked this from the perspective of what is
arguably the worst case—that the capability is being used by a stranger. We also explored the extent to which
everyday AR headsets were more or less concerning than the same activities conducted by a stranger using a
smartphone i.e. in short bursts and in a more visible manner. The results are presented in Figure 8.

Fig. 7. There is a stronger perceived need for awareness when consent had not been obtained, and preference towards
facilitating awareness of the activity type. Without consent, respondents demanded a high degree of oversight, with
approaching 50% suggesting that full, real-time awareness of the AR user’s activity was necessary.
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Fig. 8. Perceived concern with a stranger’s activity, and relative to smartphone AR generally.

5.5.1 Concern with a Stranger’s Activity (le� of Figure 8). There was a signi�cant e�ect on AR Activity (�=29.7,
?<0.01), with obvious high levels of concern featured particularly for Volumetric Capture, Personal Characteristics,
Biometric ID, Internal State, Physiological State, and Augmented Perception, with approximately 75% of respon-
dents suggesting these activities were at least somewhat concerning. Interestingly, Augmented Appearance and
Diminished Reality both featured largely neutral or unconcerned responses, despite their relatively signi�cant
impact in how the bystander is perceived by the user. These �ndings may re�ect the familiarity with augmented
appearance gained through the use of apps including Snapchat and Instagram, as well as an underlying attitude
toward accepting augmentations that do not pertain to personal data.

74 comments across ten AR Activities (Internal State 11, Personal Characteristics 10, Camera Usage 8, Diminished
Reality 7, Biometric ID 7, Physiological State 7, Volumetric Capture 7, Augmented Appearance 6, Augmented
Perception 6,Microphone Usage 5) involved some mention of concern or discomfort with the AR Activity described.
Notably, Activity Tracking was the only activity to receive no comments from any respondent—perhaps due to
the already widespread usage of similar technology in devices such as CCTV cameras, or the lack of an obvious
means to exploit this data to the detriment of the bystander.

Malicious applications: Eight respondents said they were uncomfortable with their personal data being captured
and used by the AR user, P69 (Female, 35-44, United Kingdom): “I am horri�ed by the intrusion”. Whereas another
eight were respondents stating their discomfort was due to uncertainty surrounding how their personal data
was being processed, P18 (Male, 25-34, United States of America): “my level of concern would change if the footage
captured were to just be stored locally” and were concerned that their data might be manipulated or used out
of context, P29 (Male, 25-34, United Kingdom): “it is far easier for observers to decontextualise voice recordings
[for malicious purposes]”. However, nineteen comments concerned respondents acknowledging they saw some
bene�cial applications for the particular activity described, but always with the caveat that they envisioned
malicious applications as well, e.g. for Augmented Appearance, P99 (Female, 25-34, United Kingdom): “This one
could be fun, but some augmentations could be really bad e.g. blackface”.

Safety: Five respondents were concerned about the safety of the user or bystander, P69 (Female, 35-44, United
Kingdom): “what if they [the AR user] are blocking awareness of cars and step in front of mine while I am driving!”,
and noted that additional safety measures would be required, P102 (Male, 18-24, United Kingdom): “there should
be regulations in place to avoid hazards from unawareness or disregard for what’s transpiring in an individual’s
environment”. Five others were respondents who believed the technology would facilitate predatory behaviour,
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P93 (Male, 18-24, United Kingdom): “this technology would allow predatory behaviour to be carried out far too easily”.
Six respondents, on the other hand, had general negative sentiment towards these technologies, for instance, P14
(Female, 45-54, United States of America): “ This whole scenario is a dystopian privacy nightmare”.

Personal data and trust: Personal Characteristics, Internal State and Biometric ID were the three AR Activities
which respondents were most concerned of, with thirteen comments singling them out to express how dangerous
respondents considered them, P69 (Female, 35-44, United Kingdom): “This is really scary from a civil liberties point
of view”, with many stating they felt these particular activities should be prohibited, P72 (Male, 25-34, Germany):
“it should be illegal”. Respondents made ten further comments discussing their distrust and discomfort with
these AR Activities. Three comments contained respondents stating they were uncomfortable with the use of
these activities (by either a system or an individual), P69 (Female, 35-44, United Kingdom): “I would be pretty
horri�ed to �nd out that a friend was using this”. Seven featured respondents being critical of the activities and
questioning their validity, P65 (Male, 25-34, United Kingdom): “There is very limited evidence that these models
are correct”, and respondents referenced known examples of relevant technical failures, often highlighted in
the media [102, 103, 154], to motivate their distrust and concerns, P96 (Female, 35-44, United Kingdom): “Given
algorithmic di�culties with even spotting some people’s faces (such as Google’s humiliating gorilla incident) it is
hard to believe that this would be a su�ciently inclusive feature”. For these respondents, using systems which were,
as our respondents put it, P18 (Male, 25-34, United States of America): “high tech phrenology”, and are, P72 (Male,
25-34, Germany): “prone to bias in the training data and other drawbacks”, is a dangerous proposition and one that
could lead to unforeseen consequences, or even discrimination and segregation within society due to malicious
actors.

5.5.2 Concern Relative to Smartphone AR (right of Figure 8). There was a signi�cant e�ect (�=11.2, ?<0.01) with
approximately 50% of respondents noting that headset-based AR was more concerning than smartphone AR
for Volumetric Capture, Personal Characteristics, Biometric ID, Internal State, Physiological State, and Augmented
Perception. This further suggests that AR headset users will see continuing challenges with respect to how they
are perceived by others. Seven comments justi�ed why respondents felt AR headsets were more concerning than
smartphones. All indicated that a smartphone AR user was thought to be easier to notice than a headset user, P99
(Female, 25-34, United Kingdom): “With a phone I can see someone holding it up, with a headset this can blend”,
believing the smartphone user’s actions would be more explicit when interacting with AR. Headsets meanwhile,
particularly if designed with an every-day, wearable, form factor, were thought to more easily “blend” and go
unnoticed, possibly even being mistaken for non-AR eyewear.

5.6 Retrospective Comfort with AR Headsets in Public

Approximately 55% of respondents were now more uncomfortable with the prospect of everyday headset-
driven AR than they were prior to the survey, and overall nearly 70% of respondents were at least somewhat
uncomfortable with the prospect of this technology seeing everyday use in public. At the end of the survey we
asked respondents to re�ect on their general attitude towards AR—had these changed since the start of the survey
and how comfortable were they now with the prospect of everyday AR having seen the kinds of activities it
could potentially support (Figure 9).

5.7 Summary of Research �estion Outcomes

5.7.1 RQ1 - Public Awareness of, and Concern Toward, AR Headsets. Our results expand our understanding of
public awareness of, and concern toward, headset-based AR activity. Respondents, including users of smartphone
AR and AR headsets, were frequently unaware of key ‘risky’ activities pertaining to bystander privacy, in
particular with over half being unaware of the potential for unlocking insights into our a�ective, cognitive and
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Fig. 9. Closing questions of survey, addressing whether respondents were more or less comfortable with AR having been
exposed to what it could potentially enable (le�), and their overall comfort with the prospect of everyday wearable AR
technology (right).

physiological states. That AR has a unique potential capacity to compromise our individual privacy in this way is
not yet fully understood by the public. Indeed, it may be such risks never become part of the public consciousness
regarding AR - to be aware of non-contact physiological sensing for example would e�ectively require every
member of the public be a security researcher.

Existing technologies (e.g. smartphones) already o�er insights into how such risks may be overlooked by the
public. While most individuals are likely aware of some risks associated with the microphone/video recording
capabilities of smartphones (e.g. non-consensual audio/video recordings, photo manipulation) many are likely
unaware of the risks associated with analysis/processing of captured data. For example, prior works have shown
the majority of individuals are unaware of what personal information can be inferred from voice recording
[74, 78] or sensory data captured by a smartphone [27, 95]. As in our survey results, while individuals are
aware cameras/microphones pose a risk they are often unaware of speci�c instances of abuse, limiting the
extent awareness of these risks enters the public consciousness. Furthermore, existing technologies highlight
the di�culty in addressing/combating abusive scenarios once they emerge and are adopted by individuals. For
example, as camera-equipped smartphones became more widespread the rise in access to portable, discreet,
cameras led to the emergence of “upskirting/creepshots” [148, 153] (non-consensual photos of an individual often
focused on sexualized areas). However, responsive actions to prevent this behaviour are slow with laws taking
years to introduce [15], technological solutions being limited [143] and despite steps taken to address the issue
the problem remains ever present [97].

Nevertheless, a lack of awareness is what underlines the risk we, as consumers, will sleepwalk into the adoption
of AR headsets, and their requisite sensing, without full/due consideration of how we should limit the capabilities
of these headsets. However, once exposed, our respondents showed clear, elevated concern regarding the use of
AR headsets by strangers in public, in particular with respect to activities that revealed insights into who we are
(biometric ID, personal characteristics), what we feel (a�ective/physiological states), or those that could introduce
security risks (volumetric capture, augmented perception). These �ndings are not surprising, building upon past
insights regarding wearable cameras [72] amongst others, but crucially they are con�rmatory. The public does not
have su�cient awareness of the risks posed by AR headsets beyond the basic presence of cameras and microphones.
And these risks, even when impartially presented as benign activities, result in signi�cant, and in many cases
justi�ed, concern to future AR bystanders. This emphasises the fundamental need for bystander-oriented PETs, if
we are to avoid societal rejection of AR headsets.

5.7.2 RQ2 - The Desire for Consent. Respondents opt-in/out preference varied signi�cantly, in�uenced by activity
type and relationship to AR user. Regardless of the fact these activities were predominantly camera-based, the
intent behind the use of the sensing, and extent to which the sensing seemingly pierced the veil of bystander
privacy, signi�cantly altered attitudes towards consent (RQ2.1). In particular, activities enacted by strangers
(RQ2.2), and those with the capacity to capture personal information, predominantly featured bias toward opt-out
by default, whilst some activities involving close friends (e.g. Augmented Appearance), or those pertaining to
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control of an individuals sensecape (e.g. Diminished Reality), exhibited a bias towards opt-in by default. Moreover,
there was a strong perceived need for AR headsets to be able to request consent or for bystanders to be able to
revoke consent. Moreover, few respondents selected opt-in by default with no additional control - despite often
being the default mode of operation for many AR devices.

5.7.3 Implications for Consent PETs. Our �ndings a�rm the importance of considering the contextual ends
and purposes (as per contextual integrity conceptualisations) around the usage of bystander data in AR. For
many of the activities presented, the fundamental "information type" was that of RGBD camera data - however,
the processing enacted on this data, and activities derived from it, signi�cantly impacted bystander attitudes
towards opt-in/out consent. Privacy around AR devices in particular is infringed upon not just by the data sensed,
but in how that data is further processed and used. AR supports privacy infringements which can then lead
to forms of misuse or abuse that may not be apparent to the bystander (e.g. inferring traits/characteristics the
bystander was unaware they were exposing, or augmenting, altering or appropriating appearance based on body
tracking and biometric ID). That privacy norms do not yet exist around these activities exacerbates concerns.
This outcome-oriented perspective is often overlooked in Computer Science-grounded privacy contributions [16],
and emphasizes AR privacy cannot be reduced to discussions around access control of sensing alone. Indeed,
there are activities that are broadly permissible by bystanders based on the context. For example, augmented
appearance featured a majority of respondents choosing to opt-in when the AR user was their friend, provided
they could to withdraw consent. This o�ers the possibility we can design context-dependent minimally invasive
consent PETs that e�ectively require no action from bystanders unless they feel it necessary to withdraw consent.
However, such an approach is strongly contingent on their awareness of the given AR activity.

5.7.4 RQ3 - The Desire for Awareness. Respondents showed strong preferences towards awareness of the AR
headset’s activity. In particular, over half of respondents typically desired awareness that went beyond archetypal
‘device active’ features such as LEDs, desiring awareness of either the type of activity, or in particularly problematic
cases (e.g. Volumetric Capture, Personal Characteristics) full real-time awareness of what the AR headset was
doing (RQ3.1). This desire for awareness also varied based on consent (RQ3.2) - where there is no prior consent,
awareness was more greatly desired. Finally, respondents did not exhibit signs of prioritising their privacy over
others - with attitudes towards awareness being mirrored between the bystander and AR user perspectives.

5.7.5 Implications for Awareness PETs. Contextual awareness and information overload— The need for
awareness (of activity type and the activity itself) expands upon Koelle’s research in this area [73], and underlines
generic sensor activity awareness (e.g. LED indicators) is not necessarily su�cient. This suggests for problematic
activities (i.e. those perceived as privacy infringing) bystanders need further understanding - of how their data
is used, and whether it is retained. This need for awareness is also seen as contextually driven, varying based
on activity, relationship/social sphere, and prior consent. This is important because if we are to envisage an
everyday AR scenario where every device around us is constantly trying to relay full awareness of its activity,
we would likely incur an information overload, undermining this awareness feedback, leading to rejection of
such mechanisms. Our work suggests we can design context-appropriate minimally invasive awareness cues and
often awareness of device activity or activity type alone may be su�cient. The challenge is in understanding
what these minimally invasive awareness cues might be e.g. can AR activities be categorised in a simpli�ed way
(e.g. split into bystander augmentations, personal data, movement data, and 3D capture) such that bystanders can
clearly/quickly understand what is occurring, and the risk toward them?

Awareness/notice underpins consent— Awareness and consent are strongly interlinked. For a user to give or
revoke consent as the activity occurs or is about to occur, they must be noti�ed of, and understand, what it is they
are consenting to as a pre-requisite. This dependency complicates the design of awareness and consent PETs, as
it asks the question: what degree of activity awareness is necessary to facilitate genuinely informed consent.
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Consent influences the need for awareness— However, the prior basis for consent also in�uences the need
for awareness - as our results show, with consent obtained, awareness is less desired. What our results did not
capture was the impact of revoking consent, but we would suggest if consent is not obtained, no awareness is
necessary as the device should be respecting the bystander’s choice, assuming the bystander trusts the AR device
to do so. In this way, we move closer to minimally invasive awareness mechanisms, that are perhaps only active
for as long as is necessary to enable the bystander to manage their consent to an activity.

6 DISCUSSION

The capabilities of a given sensor (be it a camera, microphone, etc.) are not static. Multi-disciplinary research is
continually uncovering new insights into existing sensing, driven by machine learning and cloud computing.
That these processing activities are often imperfect, subject to algorithmic bias and approaches which at-times
border on phrenology as one respondent noted, does not dispel the notion they will nonetheless be one day
deployed to consumer AR devices. That AR places this sensing on the vantage point of the user’s head, continually
surveying every aspect of their life and the lives of those they encounter, merely ampli�es the risks posed in this
processing arms race. We have outlined why we believe cameras and microphones will be considered requisite
sensing for consumer AR. Because of this, there is a strong possibility prior research regarding active shutters
and other such occlusive PETs may be fundamentally incompatible with consumer AR. Access control alone
(e.g. preventing access to camera data through API permissions, or preventing camera usage through physical
shutters) is insu�cient as access to a given sensor can be used for many di�erent activities, of varying concern
to bystanders. That these risks will be further ampli�ed in time (e.g. through the potential for distributed mass
surveillance) if left unchecked suggests the need for privacy enhancing technology is increasing as we move
closer to everyday consumer AR headsets [116, 144].

Consequently, PET designs are needed that both assume the constant, continual presence of cameras and other
sensing, and consider the need for bystander agency regarding not just how they are sensed, but in what way this
sensed data is processed and acted upon. It is insu�cient to know the camera is active - the bystander requires
agency over how an application uses that camera in relation to them, and their ‘exposed’ personal data. Our
�ndings suggest this agency must come in terms of incorporating bystander consent into the act of generating
this processed data; and in providing bystanders with speci�c awareness of activities pertaining to them.

6.1 Bystander Consent to AR Activities

Regarding consent, the challenge is in de�ning interactions and mechanisms for obtaining or revoking consent
automatically based on some heuristic (e.g. taking into account the activity, immediate context, relationship,
willingness, contextual integrity); or facilitating informed consent.

6.1.1 Contextual Permission and Automatic Determination of Consent. For inferring or otherwise automatically
determining consent, there are two clear approaches. The �rst is for the AR system to employ context-aware
privacy measures (e.g. [20]) to determine if the usage of bystander data is permissible. However, there are signi�-
cant challenges in determining by what measures/contextual information an AR activity is deemed permissible.
Social/cultural norms around AR usage are yet to emerge, nor is there a complete understanding of how context
in the ubiquitous computing sense (activity, location, social connections, etc.) should be considered - a particular
problem for contextual integrity approaches given “many systems and devices span multiple contexts” [16]. Or
will the bar instead be set by what is legally permissible? In the rush to market, it is probable the latter will be the
priority for many AR headset platforms. Absent entrenched or transferable privacy norms around this technology,
and without su�cient awareness of what these devices are doing, or agency over their activity, bystanders may
�nd violations of privacy even in benign circumstances.
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6.1.2 Personal Privacy Preferences. The second approach is to give bystanders some means of asynchronously
conveying their preferences towards activity types, by de�ning privacy preferences, to enhance or support any
context-based privacy implementation. However, there are practical issues to accomplishing this. How might we
summarise the breadth of activities possible in a way users can meaningfully, and easily, record their preferences?
And given those preferences, how do we convey them to the AR device and ensure and trust they are taken
into account? For example, preferences could be retrieved based on wearable tokens [115], or via platform-level
biometric ID and cloud-backed preferences and knowledge regarding social connections. This may sound like
an ideal solution for companies like Meta/Facebook, already owners of vast amounts of personal/social data
that are pursuing AR-driven technology - but arguably would itself introduce signi�cant privacy concerns. A
counter approach could be to develop P2P architectures for conveying said information. Such an endeavour is a
signi�cant technical challenge, but feasible given existing P2P technologies such as WiFi direct coupled with,
say, optical tracking of infrared LEDs conveying a temporary user ID for messaging - again, provided it could
avoid introducing new privacy risks. Regardless, we posit further research is required into how we can facilitate
privacy-enhancing back-channel communications between AR users and bystanders.

6.1.3 Informed Consent. The alternative is bystanders have su�cient awareness of AR activities they can actively
and manually provide, or withdraw, informed consent as the activity occurs (e.g. via gesture [69]). Such an
approach depends heavily on what information is provided to the bystander however, moderated by whatever AR
activity awareness cues are shared by the AR device. Consequently, achieving informed consent may be di�cult
[62]. What is it the bystander is consenting to? Is it usage of particular sensing, or the capture of particular data?
Or is it the activity utilises the data? Based on our results, we would argue the latter - bystanders must be able
to consent not just to what data is captured, but how that data is used and retained within the scope of the AR
device (assuming it can be su�ciently restricted).
Complicating such matters is the added workload and expectations placed on bystanders to actively manage

their consent - something bystanders may be reticent to do. Consideration should be given to consent PETs that
achieve the underlying aim of protecting bystander privacy (and preventing resultant harms) in a way that is
usable, feasible, and is likely to see adoption (e.g. prioritising protecting bystanders in the most important contexts).
Whilst ambitious, an integrative combination of contextual permissions, taking into account shared privacy
preferences if available, with the option for informed withdrawal or granting of consent, could o�er a largely
automated means by which bystanders could still have a degree of agency over how they are sensed/augmented.

6.2 Bystander Awareness of AR Activities

For activity awareness, we can see immediate parallels with research such as FaceDisplay [49], where a future
AR headset might incorporate a transparent display over the lens of the camera, providing a visual sense of what
the user is doing [111]. Such feedback could be mandated at a platform level, reporting activities based on the
requested APIs an application uses (e.g. conveying to a bystander when volumetric capture or biometric ID are
occurring). But even such measures are imperfect. For example, conveying this insight to a visually impaired
bystander might require auditory feedback. There are also risks of habituation and the ‘crying wolf’ problem if we
constantly warn users about potentially ‘risky’ AR activities. Bullying users into protecting their privacy will not
work as shown by usable security researchers [130] – It is important to employ usable and user-centered measures
when designing approaches for raising awareness and obtaining consent from AR bystanders [8]. Consequently,
how we design these mechanisms in ways that are accessible, usable, and avoid visual or multi-sensory clutter
and information overload, remains an open question.
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6.3 Open Challenges in AR Bystander Privacy

6.3.1 Awareness and Consent Versus State/Societal Needs and Legitimate Interests. There are also clearly legitimate
scenarios, or at least legally justi�able, reasons for conducting bystander AR activities. For example, the medically-
oriented AR headset with non-contact physiological sensing raised by some respondents. This will unlikely
ever be a feasible medical-grade reality, but nonetheless raises questions regarding when legitimate interests
and justi�cations exist, beyond the rationale of supporting accessibility needs we brie�y examined. Consumer
AR o�ers a potential boon to states/societies pre-disposed to distributed or mass surveillance [144]. To what
extent would an AR user for example be comfortable with their device being co-opted by the police or local
authorities temporarily to sense bystanders or gain situational awareness about an on-going incident? In such
cases, questions of bystander awareness and consent are perhaps supplanted by the questions regarding AR
user awareness and consent, and the degree to which an individual should retain agency over their wearable
technology and the data it generates.

6.3.2 The Line in the Sand: The Counter-Argument to Awareness and Consent. There are, however, arguments
against supporting awareness and consent. For example, what of vulnerable people or digital ‘have-nots’ that
are not able to specify their preferences towards consent, or understand what they are being made aware of?
Moreover, are the most risky activities we have discussed thus far even necessary to consider? For example, if
we as a society ban, or otherwise legislate or limit the capability for at-a-distance physiological sensing (e.g. to
medical AR headsets only) through responsible innovation, then there is no need to institute such protective
measures. However, such an argument assumes we can as a society internationally agree a common and allowable
set of functionalities for consumer AR, and uphold this standard such that e.g., Apple, Facebook/Meta, Microsoft,
Google, Xiaomi all abide by these requirements in all territories. Such an argument also precludes the in�uence
of platforms and other parties in persuading society a given capability should be allowable (e.g. see Meta’s
discussions regarding AR facial ID [53]). Whilst the line in the sand argument is tempting in its simplicity, easing
the path for consumer deployment and adoption, our belief is if we as a community accept this as our �rst line
of defence against potentially abusive bystander–AR interactions, we will see a slow, consensual erosion of
bystander privacy that may be di�cult to arrest.

6.3.3 Contextual Integrity, Everyday AR and IoT. More broadly, further consideration must be given to how
contextual integrity and other privacy frameworks map to everyday AR, and privacy concerns raised around
bystander data in particular. As discussed, when considering contextual integrity and information �ow, AR poses
a number of challenges:

• The social context is e�ectively unbounded - �ow can occur anywhere, anytime between anyone;
• The type of information transferred is entirely under the control of the AR user, not the bystander i.e. the
"sender" does not have any agency in sending this data, the recipient has complete control;

• The attributes/type of data is malleable, based on further and longitudinal processing and inference
applied to the raw sensor data;

• There are few transmission principles applied to this �ow of information (outside of existing legal
protections), as the bystander information is freely available to any device with a camera or microphone
and su�cient software processing capability;

• And the occurrence of this information �ow, and the resultant output of this activity, are entirely opaque
and hidden from the bystander.

It should be noted that many of these points are shared with other smart technologies and pervasive sensing.
For example, IoT [87], mobile device sensing [31] and other wearable sensing [118] all have the potential to
expose similar data risks. However, everyday AR also poses additional concerns in how this data is actively
used/presented in relation to the bystander, such as augmenting bystanders to reveal sensed insights in real-time
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to the AR user. Moreover, the likely impending adoption of everyday AR pushed for by industry hastens the need
for PETs that address these points. Our focus has been on giving bystanders agency over activities pertaining to
them, but there are other promising routes, for example instigating privacy policies to restrict what data and
activities are available at a platform level for the most important or risky contexts, such as limiting what an AR
headset can do in public spaces, to mitigate against misuse and abuse of bystander data [135].

6.3.4 Designing Privacy-Respecting ‘Requisite’ AR Headset Sensing. There is also the possibility AR headsets could
be designed that entirely physically preclude supporting any of the activities discussed herein. Consider an AR
headset without what we argue are currently ‘requisite’ sensors, cameras and microphones. Instead, other forms of
sensing could be used to enable localization/positional tracking (e.g. using advanced sensor-fused forms of Global
Navigation Satellite Systems [94]). Such a device would have obvious limitations (e.g. potentially lacking the
ability to be visually/aurally context aware), but would still be able to provide exocentric spatial AR experiences,
and context-aware augmentations (insofar as the context could be derived from mapping data, for example).
Whilst such a device would be largely against the interests of the companies developing AR technology, we
suggest there is merit in considering the extent we need cameras/microphones in everyday, wearable technology,
given the potential systemic risks they introduce.

6.3.5 Beyond Awareness and Consent - Trust, Fairness, Accountability and Morality. Even if our proposals for
consent and awareness PETs were adopted and transparent, this does not mean users would accept it. For example,
users would need to have trust - both in the system’s e�ectiveness (e.g. see the dangers of algorithmic bias [18] and
the numerous examples of failures here [83]), and that the system itself would/could not be abused (by the user,
application, the platform, governments, etc.). Such a system would need to be seen as being fair, as who would
purchase an AR headset where the majority of its sophisticated capabilities remained locked behind onerous
privacy protections? And �nally there is the moral aspect of these AR activities, and the potentially abusive intent
behind them. Is it enough for a headset to disclose it is augmenting your appearance or volumetrically capturing
you, if said augmentation renders the bystander nude, or their likeness is later used in a violent VR game?
This suggests the extraordinary scope of abuse potentially unlocked by AR technology requires extraordinary
measures to safeguard future bystanders, and necessitates responsible innovation [110] from AR platforms and
their application developers [12].

7 CONCLUSION

The anticipated everyday usage of AR headsets will pose signi�cant challenges to the privacy not just of users,
but of bystanders in physical range of AR headset sensing. AR headsets will have the capacity to sense a breadth
of bystander data - biometric characteristics, actions and behaviour, physiological data, identity/appearance -
and then store or otherwise further process this data towards a variety of ends, such as augmented appearance,
augmented intelligence, etc. Existing Privacy-Enhancing Technologies (PETs) often safeguard against these risks
at a low level (e.g., instituting camera access controls). However, we argue such PETs are incompatible with the
need for always-on sensing given AR headsets’ intended everyday use. Through an online survey, we examined
bystanders’ awareness of, and concerns regarding, potentially privacy infringing AR activities. In particular, we
found a strong need to support mechanisms for consent that can consider the social relationship between user
and bystander, and a varying need to support awareness for particularly invasive activities where consent was not
previously granted. Re�ecting on these �ndings, we discuss how we might provide architectures to support this
varying need for bystander awareness and consent, where such mechanisms might fail or be circumvented, and
where privacy alone may not be su�cient to describe the harms bystanders are exposed to. Our work reinforces
the view dystopian visions of distributed surveillance and AR-enabled panopticons must be addressed if we are
to avoid further social rejection of this powerful technology in the future.
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