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H I G H L I G H T S  

• A novel measure of battery heat release due to internal heat generation is presented. 
• Transient cases with sharp gradients cause large delays in system response. 
• Air cases always produce an overshoot and are far slower at reaching steady state. 
• Battery cells remain within the safe operating range in almost all water cases. 
• Water cases react far quicker to changes in the internal heat generation.  
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A B S T R A C T   

This paper provides a methodology to assess the average surface temperature of battery cells under realistic 
transient scenarios. Computational fluid dynamics modelling of battery cooling is conducted for the cases 
exposed to the ramps of internal heat generation inferred from the standard driving cycles. The results are then 
post-processed to determine the effectiveness of air and water as the coolant fluids. A quantitative measure of the 
maximum overshoot, dimensionless settling (DST), heating (DHT), and cooling (DCT) time is subsequently 
presented. It is shown that, compared to water, air produces a considerably delayed response to temporal 
changes in the internal heat generation and is slower at reaching the new steady state condition. Cooling battery 
cells by using water almost always ensures remaining within the safe operating range. Nonetheless, regardless of 
the coolant type, the long period ramps tend to produce smaller values of DST. The primary origin of the delay is 
the slow heat conduction within the battery cells. In addition, it is shown that water responds to changes in the 
internal heat generation far quicker during the heating and the cooling phases. The study highlights the 
importance of transient analyses for characterising the thermal behaviour of battery packs.   

1. Introduction 

Electric Vehicles (EVs) have gained vast attention due to significant 
efforts being made worldwide to combat the rising environmental con
cerns and reduce greenhouse gas emissions [1,2]. Improvements in en
ergy storage technologies have significantly increased the 
battery-powered vehicle trend. However, EVs still face the major chal
lenge of finding an energy source capable of high performance, high 
mileage, and fast charging [3,4]. Lithium-ion (Li-ion) batteries have 
gained considerable deliberation for use within EVs due to their light
weight, high energy density, prolonged life, and recyclability [5] as 
compared to their lead or nickel-metal based counterparts [6]. 

Nevertheless, the battery’s safety, lifetime, and discharge capacity 
greatly depend on the operational temperature. Consequently, battery 
temperature control has become crucial to EVs’ management systems. 

Former studies [7,8] have indicated that to sustain an electro
chemical rate of reaction for a healthy and safe operation, the battery 
cell temperature should be between 25 ◦C and 45 ◦C. Excessively high or 
low temperatures may lead to electrolyte decomposition causing irre
versible electrolyte loss and decreasing battery capacity [9,10]. Further, 
the cell to cell temperature variation should not exceed 5 ◦C [11]. 
Developing such hot spots within a battery module can alter the bat
tery’s charging and discharging capabilities, resulting in irreversible 
damage and a shortened lifetime [12,13]. The long-term presence of 
uneven temperature distribution across the battery cells can cause poor 
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uniformity within a battery pack, leading to each battery cell displaying 
a variety of thermal effects, amplifying the temperature variations and 
developing a vicious cycle [14–16]. Numerous battery thermal man
agement systems (BTMS) have been considered to combat excessive 
temperatures and maximise the battery cell lifetime, from forced air and 
water cooling to phase change materials for passive cooling, see Refs. 
[17–19]. Designing such systems requires further depth into the internal 
heat generation, thermal transport, and heat dissipation mechanisms. 
Most importantly, the highly complex and dynamic heat generation in 
Li-ion batteries, time-dependent thermal management systems are 
crucial [17,18,20]. However, only a few studies have focused on the 
heat transfer of Li-ion cells under transient loads [17,21,22], while most 
of those studies are primarily concerned with the methods of heat gen
eration inside battery cells [23,24]. In the followings, a review of the 
existing studies on the thermal management of Li-ion batteries under 
dynamic loads is put forward. 

Huang et al. [25] investigated the battery module’s transient and 
ultimate thermal behaviours using a liquid coolant. These authors used a 
lumped mass model with a central cold plate cooling design to simulate 
a battery thermal management system. Their study focused on under
standing the relationship between discharge rate, inlet flow rate, and the 
heat transfer coefficient. They concluded that increasing the inlet flow 
rate of water will result in the battery module being cooled more 
effectively but not efficiently, resulting in an upper limit to the effec
tiveness of the inlet flow rate. Further, an abrupt change in the inlet flow 
would cause the cooling system’s response time to experience a hys
teresis effect. Huang et al. also presented two empirical correlations, one 
for the Nusselt number and another for the time delay. Fang et al. [26] 
investigated the transient thermal performance of a mini-channel cold 
plate under sharply increasing heat loads. This study focused on the 
effects of the coolant flow rate, increase in heat flux and channel num
ber. Increasing the coolant flow rate decreased the final average tem
perature of the battery module and the temperature deviation, as 
expected. However, like the study of Huang et al. [25], an upper limit of 
the coolant flow rate was also found here, where exceeding this limit 
hurts the effectiveness of the BTMS. It was observed that increasing the 
heat flux of the battery module causes an immediate increase in the 
average temperature and temperature deviation. Further, it was shown 
that increasing the channel numbers could offer a slight advantage on 
the average temperature. However, it could lead to worse temperature 
uniformity due to a negative impact on the velocity magnitude in each 
channel. 

Saeed et al. [27] studied the dynamics of Li-ion battery cooling 
system to harmonic loads and for different coolants under a turbulent 

flow regime. They used Fast Fourier Transforms to determine the 
non-linearity of this thermal system. Their work showed that the battery 
thermal management system could be approximated as a linear 
dynamical system if the load disturbances were of short duration and 
low amplitudes. Long duration temporal disturbances of the battery 
surface heat flux generate a strong nonlinear response. Further, for cases 
which can be approximated as linear, the transfer function of Nu acts 
like a low-pass filter. Zhang et al. [15] presented an efficient transient 
heat transfer model to evaluate the temperature distribution in parallel 
air-cooled BTMS. In this CFD study, the authors used the k-epsilon tur
bulence model. They concluded that the developed transient heat 
transfer model could be used effectively to calculate the battery cell 
temperature and evaluate the performance of the different air-cooled 
BTMSs. Further, this study suggested optimisation techniques to 
enhance the cooling performance and consume less power under various 
flow rates. Zhu et al. [28] developed a two-phase physical model of 
BTMS and studied the transient thermal performance using flow rate, 
heat flux, and cold-source temperature. This study found that decreasing 
the flow rate improved the start-up time and lowered the average tem
perature and the maximum temperature difference while enhancing 
thermal performance by 25%. However, increasing the heat flux 
weakened the transient performance of the two-phase system by 
significantly increasing the start-up time and the maximum temperature 
difference. 

Currently, existing studies on unsteady battery thermal performance 
are primarily concerned with the thermal performance of the battery 
cells under varying flow rates. Further, most studies effectively neglec
ted the transient nature of the battery cells. Therefore, there is currently 
a gap in understanding thermal transient response of Li-ion battery 
modules due to power discharge in a short period. Therefore, the current 
investigation aims to address this issue by analysing the transient ther
mal response of a battery module due to temporal changes in the internal 
heat generation. The rest of the paper is structured as follows. Firstly, the 
numerical and theoretical methods used in the study and validation are 
discussed in section 2. The results are shown and discussed in section 3, 
and a summary of the key findings is presented in section 4. 

2. Numerical and theoretical methods 

2.1. Problem configuration and assumptions 

Fig. 1 shows a general sketch of a battery module, the simulation 
model, and schematics of a single cell section. The battery module has 
been arranged in a staggered cell configuration with six primary cells 

Abbreviation 

a Acceleration (m/s2) 
α Thermal diffusivity (m2/s) 
cp Specific heat capacity (J/kg⋅K) 
D Diameter (m) 
H Height (m) 
h Heat Transfer Coefficient (W/m2⋅K) 
I Battery cell current draw (A) 
k Thermal Conductivity (W/m⋅K) 
L Single Cell Section Length (m) 
m Mass (kg) 
Nu Nusselt Number (− ) 
P Pressure (Pa) 
Re Reynolds Number (− ) 
RI Internal battery cell resistance (Ω) 
R Radius (m) 
Sc Volumetric cell source term (W/m3) 

T Temperature (K) 
q′′ Heat flux (W/m2) 
u Velocity (m/s) 
u Average Velocity (m/s) 
v Cell volume (m3) 
x,y, z Cartesian Coordinate System 

Greek Symbols 
ρ Density (kg/m3) 
ρ Average Density (kg/m3) 
μ Dynamic Viscosity (kg/m⋅s) 
τ Shear Stress (Pa) 
δ Kronecker Delta Function 

Subscripts 
i, j,k Coordinate Directions 
f Fluid 
s Solid  
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[21,23,29]. A single cell section has a length of 100 mm [30], height of 
50 mm [30], and a depth of 100 mm [30,31], as shown in Fig. 1c, and 
each battery cell has a radius of 20 mm [17,23,30]. The subsequent 
assumptions were made across the following study.  

• The fluid flow inside the battery module was fully turbulent with a 
steady inlet velocity.  

• The ideal gas model is used for air, whereas, for water, a constant 
density model is employed.  

• Gravitational effects were neglected. 

The unsteady internal heat generation was applied to each battery 
cell once the model reached steady-state conditions. It should be noted 
that when an EV is being used, the current withdrawal from battery cells 
causes heat generation inside each battery cell. This heat would then 
travel to the surface of the battery cells before being removed. There
fore, the heat generation inside each battery was modelled using a 
volumetric heat source, Sc, [32–34]. The relationship between this 
volumetric heat source and the current withdrawal from the battery cells 
is explained in further detail in section 2.3. 

2.2. Governing equations, boundary conditions and numerical model 

The flow field is modelled using the Reynolds-Averaged Navier 
Stokes (RANS) equations with the Boussinesq assumptions. Thus, the 
continuity equation is 

∂ρ
∂t

+
∂

∂xj

(
ρ uj

)
= 0 (1) 

The Conservation of momentum in the x, y and z direction of the flow 
field are expressed by 

∂
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∂
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where, δij, is the Kronecker delta function defined by 

δij =

{
1 i = j
0 i ∕= j

}

(3) 

The conservation of energy for the fluid flow is expressed as 
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(4b)  

whereas the conduction of heat throughout the battery cells is defined 
by the Fourier’s law of heat equation with an energy source term, Sc, 
where the definition of Sc is provided later in the text. 

ks
∂2Ts

∂x2
i
+ Sc = ρscp,s

∂Ts

∂t
(5) 

A symmetry boundary condition is applied to the model’s top, bot
tom, front, and back walls since the battery pack can be expanded in 
both y and z-directions. The external surface of the battery cell walls is 
subject to a no-slip boundary condition. Further, at the interface be
tween the battery cells, s, and the fluid, f, the temperature for both is set 
to be the same, Ts = Tf , and the heat flux entering the fluid domain is 
equal to the heat flux leaving the battery cells, q′′

f = − q′′
s . Finally, the 

fluid inlet temperature is set to 300 K with an atmospheric outlet 
pressure. 

The Reynolds number based on the battery cell diameter is defined as 

Re=
uρD

μ (6) 

Newtons’s law of cooling is used to express the Nusselt number. 

q′′ = h
(
Tf − Ts

)
(7a)  

Nu=
q′′D

kf
(
Tf − Ts

) (7b) 

Under steady conditions, the internal heat generation within each 
battery cell was modelled using a constant value of 2000 W/m3. This 
value was chosen to simulate a running vehicle’s battery and fluid 
temperatures prior to introducing a large acceleration. Furthermore, the 
internal heat generation value was calculated based on the investigative 
geometry (see Fig. 1), an average energy conversion efficiency of 85% 
[35] and the 85 kW T Model S battery specifications [36]. Due to the 
air’s poor thermal capacity and conductivity, high fluid velocities are 
required for optimal operation [37] and avoiding any damage to the 
battery cells. Therefore, the inlet velocity for air was chosen to be 17.5 
m/s (Re = 44,000) [37]. Furthermore, a Reynolds number of 2300 was 
chosen for water based on other studies [38–40]. These Reynolds 
numbers were kept constant throughout the study. The numerical sim
ulations were conducted using OpenFOAM v2006, an open-source, 
finite-volume based computational fluid dynamics software. A conju
gate heat-transfer model called chtMulti Region Foam was used to 
simulate conduction within each battery cell due to internal heat gen
eration and the heat transfer by the coolant flow. The latter was 
modelled using a three-dimensional, unsteady, turbulent flow solvers 
coupled with the energy equation and together with a k-ε turbulence 
model. Due to the difference between the two coolant fluids, different 
fluid models were chosen –an ideal gas model was selected for air, 
whereas, for water, a constant density model was utilised. The time-step 
was set to be five orders of magnitude smaller than the full-time scale to 
properly model vortex shedding [41]. Furthermore, all of the stated 
models use a second-order discretisation scheme for enhanced accuracy. 
The study was conducted on an HPC using Intel Xeon E5-2695 Broadwell 
series processor with 36-cores prior to being exported to MATLAB 2022a 
for post-processing. 

Fig. 1. a) General battery module design, b) Simulation model and c) Sche
matics of a single cell section. 
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2.3. Drive cycles and internal heat generation 

Internal combustion vehicles emit a range of atmospheric pollutants 
that are all regulated using various methods around the world. However, 
exhaust emissions are inherently variable. Therefore, the best method to 
ensure repeatable test procedures is to perform all experiments under 
standardised laboratory conditions known as standard dynamometer 
drive cycles [42]. Three drive cycles were used in the present study to 
represent different methods of driving passenger vehicles, as shown in 
Fig. 2. The first cycle was the New York City (NYC) cycle, which features 
low-speed stop-and-go traffic conditions to represent inner-city driving. 
The second cycle was the SC03 drive cycle, also known as the Supple
mental Federal Test Procedure (FTP) driving schedule. The final drive 
cycle was the Urban Dynamometer Driving Schedule (UDDS), also 
known as the city test. The United States Environmental Protection 
Agency uses these drive cycles as part of their vehicle and fuel emissions 
testing kit. 

Furthermore, these drive cycles could be used to approximate under 
which condition the batteries in an electric vehicle would be under high 
loads. For example, an electric vehicle’s battery pack would be under 
high load each time the car is required to accelerate to a high target 
speed in a very short period. Therefore, two conditions are chosen from 
the NYC cycle (NYCC1, NYCC2), one from the SC03 and two from the 
UDDS cycle (UDDS1, UDDS2), as shown in red in Fig. 2. Further, single 
cycle segments were also selected for analysing the thermal response of 
the battery module, as shown using dashed-green lines in Fig. 2. 

The target speeds shown in Fig. 2 were also used to approximate the 
mechanical power required for each acceleration using Newton’s second 
law of motion, described by Eq. (8). This can be converted into an 
equation for mechanical power by multiplying it by the change in 
velocity. 

F=ma (8a)  

F • du=ma • du (8b)  

where the left-hand side of Eq. (8b) is the mechanical power of the 
vehicle. Integrating both sides of Eq. (8b) leads to the following equation 
describing mechanical power using mass, acceleration and velocity. 

P=maΔu (9)  

P is the mechanical power, m is the mass of a Tesla Model S – 2250 kg, a 
is the acceleration calculated using the data given in Fig. 2, and Δu is the 
change in velocity, also given in Fig. 2. The battery standard used by 
Tesla for the Model S is based on the specifications of the 18650 lithium- 
ion cell format [36], the most commonly studied lithium-ion cell 
[43–46]. Using the mechanical power and the 18650 cell specifications, 
which have a voltage of 3.5 V, the battery cell current draw, I, can be 
calculated. 

I=
P
V

(10) 

Further, it was found that the internal resistance of a lithium-ion cell 
is inherently variable depending on its usage, life cycle, manufacturing 
quality, storage and operating temperature [44,47,48]. Therefore, the 
internal resistance of a battery can vary drastically, from 2.83 mΩ [44] 
to 81.6 mΩ [49] and as high as 140 mΩ [50] and 190 mΩ [51]. The 
highest internal resistance of 190 mΩ was chosen for this study as the 
worst-case scenario. Using the internal resistance of 190 mΩ, the current 
model cell geometry (see Fig. 1) and an energy conversion efficiency of 
85% [35], linear ramps of volumetric internal heat generation, Sc, were 
calculated to represent the red and dashed-green lines shown in Fig. 2. 

Sc =
I2RI

v
(11)  

where I is the battery cell current draw, RI is the internal resistance of the 
battery cell and v is the cell volume. 

2.4. Grid independency and validation 

An unstructured tetrahedral mesh for both fluid and the solid do
mains was produced. The fluid domain also had prism cells for proper 
capturing of the boundary layer (see Fig. 1b). This type of mesh was 
chosen to reduce the skewness of each cell and minimise the overall cell 
count. A total of eight tests were carried out with varying cell sizes to 
determine the grid at which the highest accuracy could be achieved, 
while minimising computational burden. Once each battery cell’s Nus
selt number (Nu) falls within a variation band of 1%, the grid inde
pendency was deemed completed. These tests were computed at an Re of 
4000. The results of the grid independency are shown in Table 1. As the 
cell size decreases, the mesh density increases, and the solution con
verges to within an error margin of 1%. The model accuracy and 

Fig. 2. Standard drive cycles. a) New York City cycle, b) SC03 drive cycle and c) Urban Dynamometer Driving cycle, where the solid-red lines represent the linear 
ramps and the dashed-green lines were used for the single segment. (For interpretation of the references to colour in this figure legend, the reader is referred to the 
Web version of this article.) 
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computational demand is further balanced by selecting a cell size of 
0.00175. 

The present study was validated by assessing against existing 
experimental and numerical data. These comparisons can be seen in 
Fig. 3. Firstly, the model parameters are modified, so the flow occurs 
over a single-cylinder rather than a bundle of cylinders. A comparison of 
the single-cylinder air model against the Churchill and Bernstein [52] 
and the Hilpert [53] empirical correlation is shown in Fig. 3a. The 

simulated results are in exceptional agreement with the two previously 
stated correlations at low values of Re. As Re is increased, the error also 
increases, with the max error being 6.96% at a Reynolds number of 10, 
000. However, it should be noted that this is still inside the expected 
error limits since the empirical correlations themselves can have errors 
as high as 20% [52]. 

To evaluate the unsteady performance of the solver, the current 
configuration without any battery cells was exposed to ramped distur
bances in the flow temperature. To verify the unsteady characteristics of 
the simulation, the corresponding changes in the flow temperature at 
different locations along the domain were compared to those predicted 
using direct numerical simulation (DNS) by Christodoulou et al. [54], as 
seen in Fig. 3b. Further, at a Re of 3900, the simulated Drag Coefficient, 
Cd, was compared with the experimental data given by Yogini Patel 
[55]. The numerical drag coefficient from the single-cylinder air model 
was 0.9105, while Patel [54] found it to be 0.93 ± 0.005, revealing an 
error of 2.1%. 

The comparison of the single-cylinder water model against the 
Churchill and Bernstein [51] correlation and the experimental data 
given by Stephen Whitaker [55] can be seen in Fig. 3c and d, 

Table 1 
Grid independency tests.   

Cell size (m) Number of cells Maximum change in Nu (%) 

Test 1 0.008 150,517 – 
Test 2 0.006 171,952 5.12 
Test 3 0.005 259,783 7.01 
Test 4 0.004 457,927 4.28 
Test 5 0.003 973,331 3.21 
Test 6 0.002 2,830,531 1.13 
Test 7 0.0015 5,978,251 0.62 
Test 8 0.001 16,754,751 0.10  

Fig. 3. Comparison of Nusselt number for single cylinder a) air model and Refs. [52,53], b) Comparison of temporal variations in temperature at the inlet, centre and 
outlet for unsteady response, Re = 180, where the solid-lines and dashed-lines represent DNS and the current simulation, respectively. c) Water model vs numerical 
data [52] and d) Water model vs experimental data [56]. 
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respectively. As expected, in the laminar regime, both the numerical and 
experimental data are in excellent agreement with the simulated data. 
Much like the single cylinder air model, as the value of Re increases, the 
error also increases. For the comparison against correlation shown in 
Fig. 3c, the most significant error is 7.89% for Re of 8000, with the 
minimum error being 0.74% at the Re of 150. Further, for all values of 
Re, the error is below 4% for the experimental data. Finally, airflow 
across a bundle of cylinders was also compared against the correlation 
provided by Grimson [56]. At a Reynolds number of 20,000, the Nusselt 
number of the model shown in Fig. 1b was found to be 141.72, whereas 
the Nusselt number calculated using the Grimson correlation was 
130.06, leading to an error of 8.97%. The positive agreements among 
the simulated data, correlations, experimental data, and DNS data for 
both fluids confirm the validity of the numerical analysis in the present 
study. 

3. Results and discussion 

In this section, the battery cells’ response to modulations in the 
volumetric internal heat generation by linear ramps and single cycle 
segments (see chapter 2) is investigated. It should be noted that since the 
inlet flow velocity is kept constant, the Reynolds number is kept con
stant. In forced convection of heat in single phase flows, Nusselt number 
is primarily a function of Reynolds number and Prandtl number [57], 
while in battery cooling, the variations in Prandtl number of the coolant 
are usually insignificant. Therefore, as long as the coolant flow rate and 
thus Reynold number is kept constant, imposing a ramp in the internal 
heat generation would result in minor changes to the Nusselt number 
and the rate of convective cooling. Therefore, the Nusselt number is not 
visualised during the current analysis; instead, the average surface 
temperature of the battery cell is considered. This allows for a com
parison between the effects of different coolants and the drive cycles, 
and whether the battery cell’s temperature remains within the optimal 
range. The transient thermal response of the battery module is charac
terised by calculating the settling time of the average battery tempera
ture and the maximum overshoot. Here, definitions used in the classical 
theory of system dynamics are employed. Tay et al. [58] describe 
settling time as the time needed for a system to reach and stay within a 
percentage range of 2% of the final value, while Ogata [59] defines the 
maximum overshoot as the peak value of the system response compared 
to the desired response of the system. 

Fig. 4 shows the spatiotemporal response of the coolant’s tempera
ture field to a linear ramp in the internal heat generation within each 
battery cell. This figure corresponds to the ramp in the SC03 drive cycle 
shown in Fig. 2b. Fig. 4a shows the temperature field in steady-state 
conditions before introducing the ramp. It should be noted that the 

simulation was allowed to run for 15 s under steady-state conditions 
before introducing the ramp – this can be seen in the figures showing the 
average surface temperature of the battery cell. The fluid and temper
ature differences between the battery cells become nearly indistin
guishable due to the small internal heat generation. However, as the 
simulation time reaches 50 s, the temperature difference between the 
battery cell and the fluid can be seen in Fig. 4b. Further, Fig. 4c and 
d shows the temperature field after 100 s and the end of the simulation, 
once the system has reached its new steady-state condition. A conven
tional convective system is shown in Fig. 4; as the fluid flows further 
downstream, the fluid temperature reaches that of the battery cells. This 
can be seen clearly in both Fig. 4c and d, cells closer to the inlet exhibit 
lower temperatures than those at the outlet. 

Fig. 5a, c, and e depict the transient response of the average surface 
temperatures of battery cell to an internal heat generation ramp based 
on the NYCC1, SC03 and UDDS1 drive cycle with air as the coolant, 
respectively. Using the speed-time data from Fig. 2a, the NYCC1 ramp 
was calculated to have a lower limit of 2000 W/m3 and an upper limit of 
47,400 W/m3 with a duration of 5 s. It can be clearly seen that the 
temperature of each battery cell continues to rise even after the ramp has 
finished due to the time taken for the heat to reach the battery surface. 
Further, each battery cell’s overall temperature increase differs from 
before the ramp until reaching the new steady-state condition. This can 
be attributed to the behaviour of a typical convective system. As the 
fluid flows further downstream, it begins to reach the temperature of the 
battery cells surface, diminishing the convective heat transfer and 
increasing the time needed to cool down the batteries. This behaviour 
can also explain the increase in settling time of Fig. 5a as the fluid travels 
further downstream. A detailed analysis of settling, heating and cooling 
time for each battery cell will be given later. 

Furthermore, a much larger and steeper ramp is found using the 
speed-time data for the SC03 drive cycle – achieving an upper ramp limit 
of 196,750 W/m3 with a total ramp duration of 14 s. The internal heat 
generation in the SC03 ramp is amplified by over four times compared to 
NYCC1 in less than three times the duration generating a far steeper 
ramp and leading to drastically higher battery cell temperatures (see 
Fig. 5c). As expected with any convective cooling system, as the fluid 
travels further downstream, the battery cells at the outlet experience 
higher temperatures than those at the inlet. Although the general trend 
of temperature increase is similar to those shown in Fig. 5a, due to the 
significant increase in internal heat generation, the average surface 
temperature of each battery cell also rises significantly. Comparing the 
temperature differences between the two drive cycles leads to no 
obvious correlation. This is to say that increasing the upper ramp limit 
by four times does not immediately mean that the temperature rise 
would also be of the same ratio. The trend of an increasing settling time 
for battery cells further downstream with the NYCC1 data can also be 
seen in the SC03 data. However, a longer settling time is needed due to a 
significantly larger internal heat generation. 

The UDDS1 ramp leads to an almost identical temperature plot as the 
NYCC1. This is due to the upper limit of the UDDS1 ramp being 51,700 
W/m3. However, the ramp duration is increased by over two times to 11 
s compared to NYCC1. The more significant internal heat generation 
leads to higher overall temperature increases and more prominent 
peaks; however, the settling time is shorter than that shown for the 
NYCC1 case due to the longer ramp duration. This shows that a longer 
ramp duration for the same upper and lower ramp limits can lead to the 
system reacting faster to achieve stability, which can be due to the 
thermal system accommodating the heat release with an increasing in
ternal heat generation. Conversely, cases with a significantly large heat 
release in a short period would cause a sharp rise in the average surface 
temperature, resulting in a more considerable time needed to reach 
steady-state conditions, matching the behaviour shown in Fig. 5a, c and 
e. 

The temporal response of the NYCC1, SC03, and UDDS1 drive cycles 
to ramps of internal heat generation on each battery cell with water as 

Fig. 4. Temperature field spatiotemporals due to a linear ramp using SC03 
driving cycle with the coolant fluid being water. Different stages of the tem
perature fields a) 15 s – prior to ramp starting, b) 50 s, c) 100 s and d) final 
steady state condition. 

A. Saeed et al.                                                                                                                                                                                                                                   



Journal of Power Sources 552 (2022) 232217

7

the coolant can be seen in Fig. 5b, d and f, respectively. The observed 
differences between the average surface temperatures for air and water 
cooling are because the two fluids are significantly different in their 
thermophysical properties. Unlike the air temperature responses, the 
water temperature figures show no signs of overshoot. This can be 
explained by the significant difference in the specific heat capacity of air 
and water, allowing water to remain at lower temperatures and effec
tively remove large quantities of heat from the surface of each battery 
cell. This also explains the significantly lower and tighter starting bat
tery cell temperatures for Fig. 5b, d and 5f. 

As expected, in the two responses shown in Fig. 5a and b, where the 
NYCC1 drive cycle is used, water as the coolant is far more effective at 
achieving low temperatures. This means that water as the inlet coolant 
would result in the hottest battery cell being over 30% cooler without 

over-correction due to overshooting and reaching this state 25.7% faster 
than air. Furthermore, the recommended operating temperature for a 
battery ranges from 298 K to 318 K [7], and the cell to cell temperature 
difference should not exceed 5 K [11]. The case of NYCC1 with water as 
the coolant achieves all of these conditions. Whereas, for the same case 
with air, the maximum temperature and cell to cell temperature fall well 
outside the safe operating range. However, changing the ramp condi
tions to SC03 with the coolant fluid being water results in very high 
temperatures falling outside the safe operating range. These tempera
tures can be seen in Fig. 5d. A decrease of 33.8% for cell one and 28.2% 
for cell six can be observed compared to the same case with air as the 
inlet fluid. Further, changing the case from NYCC1 to SC03 increases the 
settling time due to the increase in internal heat generation. 

Fig. 6 shows the values of the dimensionless settling time calculated 

Fig. 5. Average battery cell surface temperature due to internal heat generation ramp with air (left) and water (right) as the coolant fluids using the a) and b) NYCC1, 
c) and d) SC03 and e) and f) UDDS1 drive cycle data. 
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of all six primary cells. The dimensionless settling time is defined as 

dimensionless settling time (DST)=
settling time
ramp time

(7)  

where settling time is the time taken to reach 2% of the final value and 
the ramp time is the ramp duration. Fig. 6 shows that the DST for 
downstream cells is always higher than those near the inlet. This 
behaviour is expected with any regular convective system since the fluid 
heats up as it moves downstream, necessitating a longer time needed to 
extract the heat from these cells. Further, numerical simulations wherein 
air was used always produced a higher DST than those with water as the 
coolant. The air simulations seem to have a general increase in DST, 
whereas the water simulation DST jumps from cell 2 to cell 3 before 
having a general increase in DST on the following cells. Fig. 6 shows that 
the response of all cells to high ramp duration produces lower values of 

DST. However, response to shorter ramp periods tends to produce results 
with a high value of dimensionless settling time. The physical origin of 
the delay in response to heating in the present problem is heat con
duction due to internal heat generation inside the solid battery cells. It is 
accepted that conduction is the slowest form of heat transfer compared 
to other forms of heat transfer [57]. The results shown in Fig. 6 indicate 
that short ramp durations, such as the NYCC1 ramp, release significant 
amounts of heat within the system very quickly, not allowing enough 
time for the heat to be conducted from the body of the battery cells to the 
surface effectively and, as a result, produce high values of DST. 
Conversely, ramps with a long duration, such as the NYCC2 ramp, have 
sufficient time to conduct heat from the battery cells to the surface 
before convection, generating a lower value of DST. This implies that, in 
practice, changes in the battery cells’ internal heat generation over long 
periods will allow enough time for the heat to be conducted to the 
surface, allowing the system to react to these changes far quicker. 
However, short-term disturbances will cause the system to take longer to 
stabilise. 

Furthermore, Fig. 7a and b shows the comparison of the maximum 
battery cell temperature against the dimensionless settling time and 
dimensionless heating time, respectively, where the latter is defined as, 

dimensionless heating time (DHT)=
time taken to reach max temperature

ramp time
(8) 

It should be noted that since the water simulations produce no 
overshoot, these simulations tend to take longer to reach the maximum 
temperature as compared to the air simulations, as shown in the average 
surface temperature graphs. The use of air as the coolant fluid would 
produce higher maximum temperatures due to its inferior thermo
physical properties than water, which is also why there is a far higher 
spread between each cell. As discussed in Fig. 6, air-cooling simulations 
take far longer than water-cooling simulations to stabilise where they 
can be considered settled; therefore, their dimensionless settling time is 
also higher. A clear observation from Fig. 7b is that the air simulations 
produce almost vertically rising results. In contrast, the water simulation 
results are far more horizontally expanding. This can be explained by the 
difference in thermophysical properties of each fluid as they continue to 
impact the degree of DST or DHT reported. Due to air having lower 
thermal capacity and conductivity, each battery cell would rise to its 
maximum temperature far quicker, producing an almost vertical line of 
the maximum cell temperature per drive cycle. However, the large 
specific heat capacity of water would allow water to retain more heat 
energy before a temperature rise can be observed. Since the water 
simulations produce no overshoot, they take longer to reach the 

Fig. 6. Dimensionless Settling time for air (black) and water (blue) for each 
battery cell using different drive cycles: NYCC1 (○), NYCC2 (Δ), SC03 (□), 
UDDS1 (●), and UDDS2 (▴). (For interpretation of the references to colour in 
this figure legend, the reader is referred to the Web version of this article.) 

Fig. 7. a) Dimensionless Settling time, and b) Dimensionless heating time, for air (black) and water (blue) for each battery cell using different drive cycles: NYCC1 
(○), NYCC2 (Δ), SC03 (□), UDDS1 (●), and UDDS2 (▴). (For interpretation of the references to colour in this figure legend, the reader is referred to the Web version 
of this article.) 
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maximum cell temperature. Therefore, the water simulations produce a 
primarily horizontal trend line for the battery cells per drive cycle, with 
the only exception being the SC03 drive cycle due to its significantly 
large internal heat generation. Additionally, two horizontal temperature 
lines are used to infer if the cells remain within the safe operating range 
or not. The maximum safe operating temperature of lithium-ion batte
ries is between 308 and 318 K [11]. Therefore, it can be safely stated that 
battery cells below 308 K will always remain safe – such as most of the 
water cooling results. Battery cells between 308 K and 318 K can be 
considered safe – such as the first four cells in the simulations with the 
coolant fluid being air using the NYCC1, UDDS1 and UDDS2. However, 
any battery cells above 318 K will always be out with the safe operating 
range, which can be observed for both cases of the SC03 drive cycle. 

Fig. 8a and b depict the temporal response of the average surface 
temperatures of battery cells to internal heat generation ramps using the 
single-cycle segment from the SC03 drive cycle. It can be seen that once 
the 40-s segment period has finished, the cell surface temperatures 
continue to rise, reaching a peak before decreasing and reaching a 
temperature similar to that at the beginning. The steady-state conditions 
for Fig. 8a and b were set so that if the change in temperature over 10 s 
was less than 1%, the temperature could be considered stable, and the 
simulation would stop. Therefore, even though the final temperatures 
are not the same as the starting temperatures, they are considered stable. 
Water as the coolant fluid is far quicker at reacting to the changes in the 
internal heat generation and, as a result, the peak of each cell occurs far 
quicker and at a lower temperature. The temperature change for cells 1 
and 6 where air is the coolant fluid is 22.58 K and 31.33 K, whereas for 
water cells 1 and 6 change by 15.27 K and 21.49 K. As a result, water can 
maintain an overall cooler temperature for the battery cells; in 

particular, the overall temperature increase for cells 1 and 6 is 32.3% 
and 31.5% lower than air, respectively. Further, the superior thermo
physical properties of water than air allow it to react 34% faster for cell 1 
and 9.8% faster for cell 6. 

Furthermore, Fig. 8c and d shows the maximum battery cell tem
perature against the dimensionless heating and cooling time. The 
dimensionless cooling time (DCT) can be defined as the ratio of the time 
that the battery cell takes to reach a steady state after reaching the peak 
temperature. As expected, the water results show a far tighter spread of 
the maximum battery cell temperature than air and show a more hori
zontal trend line. In particular, in both figures, the case with the NYCC 
single-cycle segment and water as the coolant fluid produces a hori
zontal trend line. This is due to the slight increase in internal heat 
generation over a long period allowing the system to accommodate any 
changes to the surface temperature. Moreover, it can be clearly seen in 
Fig. 8a and b that the heating phase of the segment is far smaller than the 
cooling phase, which can be attributed to the delay in response of the 
system to changes in the internal heat generation. As the heating phase 
of the drive cycle segment ends and the cooling phase begins, the surface 
temperature of the battery cells continues to increase until all the excess 
heat is removed. This causes the DHT to have a scale from 0.6 to 1.1, 
whereas the DCT axes range from 2 to 6. Further, as shown in Fig. 7, two 
horizontal lines are shown in Fig. 8c and d to show the battery cells 
outside the safe operating range. As expected, using the SC03 single- 
cycle segment data where water is the coolant fluid, all battery cells 
remain out of the safe operating range apart from cells 1 and 2. Due to 
the minor increase in the internal heat generation using the NYCC 
single-cycle segment, all battery cells continue to reside within the safe 
operating temperature range. 

Fig. 8. Average battery cell surface temperature due to SC03 single segment internal heat generation ramp with a) air, and b) water, as the coolant fluids. c) 
Dimensionless Heating time, and d) Cooling time, for air (black) and water (blue) for each battery cell using different drive cycles: NYCC single segment (Δ) and SC03 
single segment (○). (For interpretation of the references to colour in this figure legend, the reader is referred to the Web version of this article.) 
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4. Conclusions 

The battery temperature is impacted by a range of temporal sce
narios due to a wide array of driving patterns and vehicle manoeuvres. 
Therefore, thermal management of battery cells requires predicting their 
temperature during different driving scenarios. Such predictions are 
conventional for simple systems with constant parameters. However, 
they become significantly more complicated when real-time driving 
data are utilised to predict the state of each battery cell and the battery 
pack. In this work, three different drive cycles were analysed numeri
cally, using OpenFOAM, to find the points at which the battery cells 
experience extreme thermal load, such as a very high acceleration in a 
short period. The system responses were examined by analysing the 
response of the average surface temperature of each battery cell to linear 
ramps and single-cycle segments imposed on the internal heat genera
tion. The simulation results for different coolants were then compared in 
the time domain. The key findings of this study are summarised as 
follows.  

• An imposed ramp on the internal heat generation for cases with air as 
the coolant fluid always produced a delayed system response and 
was far slower at reaching the new steady-state condition. However, 
employing the same ramp for the cases with water as the coolant 
fluid produced smaller values of DST. This makes it essential to 
analyse the battery cell response for monitoring the transient thermal 
response of each battery cell.  

• The ramp duration affects the dimensionless settling time. Cases with 
a large gradient in the ramp, such as NYCC1 (2000 W/m3 to 47,400 
W/m3 in 5 s), produce high values of DST and create a sharper rise in 
DST per battery cell.  

• For most cases, the use of water as the coolant fluid resulted in the 
battery cells remaining within the safe operating range.  

• Water simulations produced temperature traces with a horizontal 
line trend. In contrast, air cases tend to produce the results promi
nently showing a vertical trend line for the maximum battery cell 
temperature. Additionally, the fluid properties of water allow it to 
maintain a much tighter spread of maximum cell temperature, 
reducing the cell-to-cell temperature difference. 

• The water single-cycle segment cases react as much as 34% to tem
poral changes in the internal heat generation during both the heating 
and cooling phases. 

It is evident from the outcomes of this study that battery cooling 
system might feature transient dynamics that cannot be reconstructed 
by a series of steady-state tests/simulations. Hence, transient analysis 
should be an important part of the evaluation of any battery thermal 
management. 
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