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Abstract—In the field of indoor positioning, 
Wi-Fi FTM is a new technology for realizing 
high-precision positioning. However, errors 
caused by clock drift and non-line-of-sight 
(NLOS) signals affect its positioning accuracy. 
When receiving NLOS signals, most existing 
positioning algorithms only delete these 
signals, which decreases the number of nodes 
and may decrease accuracy. To address this 
issue, this paper proposed an adapted 
weighted positioning method under the NLOS 
environment. First, this method includes a compensation model to decrease the error caused by clock drift and 
multipath. Additionally, it can evaluate ranging results and improving the positioning accuracy by assigning greater 
weight to better ranging results. To verify the effectiveness and feasibility of the proposed method, a positioning 
experiment is performed under an NLOS environment. The results show that our proposed method is suitable for 
positioning in a completely NLOS environment and effectively improves the positioning accuracy. Compared with the 
traditional least squares-based method and the inverse distance weighting-based positioning method, the mean error 
of the proposed method outperformed by approximately 30% and 20% respectively. 

Index Terms—Indoor Positioning, Wi-Fi Fine Time Measurement, Ranging Compensation, Naive Bayes Classification 

 

 

I. INTRODUCTION 

ROVIDING accurate real-time positioning results has 

always been a challenge for location-based services (LBS). 

In an outdoor environment, the Global Navigation Satellite 

System (GNSS) could provide positioning with metre-level 

accuracy, whereas in an indoor environment, many 

technologies have been used to implement universal metre-

level positioning, such as ultrawide-band (UWB)[1], Bluetooth, 

Wireless Fidelity (Wi-Fi)[2-4], Radio Frequency Identification 

(RFID), Computer Vision, ultrasonic, inertial navigation 

system (INS) [5], pseudolite[6], geomagnetic field, visible light, 

etc.[7]. Among these technologies, Wi-Fi has always been a 

research hotspot, and considerable work has been performed 

due to its wide employment and easy implementation. 

The Wi-Fi-based positioning method is mainly implemented 

by fingerprints using received signal strength indication (RSSI) 

or channel state information (CSI)[8]. However, these methods 

need to build offline fingerprint libraries, which consume 

considerable manpower and time. In 2016, IEEE 802.11 mc 

standardized the Fine Time Measurement (FTM) protocol, 

which can provide metre-level positioning accuracy by 

measuring the round-trip time (RTT) of the Wi-Fi signal 

between the user and Wi-Fi equipment [9]. The hardware and 
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development platforms that support the protocol were officially 

available in September 2018. At present, this technology can 

only be implemented on Google Pixel smartphones with 

Android version 9.0 and above. Compared with methods based 

on RSSI, this new technology does not need training offline, 

which saves considerable labour. 

However, the methods based on the new technology may 

perform worse in some complex environments where the direct 

path between the transceivers is blocked and only Non-Line-

Of-Sight (NLOS) transmission exists or where the distance 

between transceivers is too long [10-12]. In the first case, the 

ranging error is due to its ranging mechanism (IEEE Std 802.11, 

2016). Methods based on Wi-Fi FTM is affected by NLOS 

transmission, and so do most wireless signal-based indoor 

positioning methods [12-14]. Much work has been done to 

solve the problem, although most associated research only 

performs Line-Of-Sight (LOS) or NLOS identification and then 

eliminates the NLOS signals during positioning phase. These 

methods are not suitable when positioning in a completely 

NLOS environment because after eliminating the NLOS signals, 

the number of signals available for positioning is less than the 

minimum number of signals required for 2D positioning [11,15]. 

In the second case, the ranging error is due to clock drift. As the 
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ranging results are computed by double-sided two-way ranging 

(DS-TWR) using timestamps, the ranging results include an 

error proportional to the actual distance. 

In conclusion, it is of great importance to solve the problem 

of positioning in a complex NLOS environment and to decrease 

the error caused by NLOS and clock drift. Thus, the key 

objective of this paper is to propose an adapted weighted Wi-Fi 

FTM-based positioning method in the NLOS environment. The 

contributions of this article are summarized as follows. 

1) To decrease the ranging error caused by clock drift and 

multipath, a compensating model is built. According to the DS-

TWR analysis, the polynomial is selected to fit the relationship 

between the ranging error and distance. 

2) To decrease the positioning error due to NLOS signals, 

this article trained an evaluating model based on the Naive 

Bayes classifier. Additionally, multiple features were extracted 

from collected Wi-Fi FTM signals to build the model. This 

process is different from traditional methods that perform an 

LOS-or-NLOS determination of the signal. The model can help 

to evaluate each ranging signal before positioning. 

3) To fully exploit all ranging signals, an adaptive weighting 

Wi-Fi FTM-based positioning method is proposed. Compared 

with traditional methods that use only the LOS signal for 

calculation, the proposed method uses all the ranging results in 

positioning based on weighted least squares to improve 

positioning accuracy. 

This article is organized as follows. In Section 1, the new 

indoor positioning technology Wi-Fi FTM is proposed and the 

need for the investigation and the main purpose of the proposed 

method are discussed. In Section 2, the main factors affecting 

the positioning accuracy of Wi-Fi FTM are analysed and some 

existing work to solve the problem is introduced. In Section 3, 

the proposed adaptive weighted Wi-Fi FTM-based positioning 

method is proposed. In Section 4, experiments are presented to 

validate the advantages of the proposed method with respect to 

positioning under the NLOS environment. In Section 5, the 

conclusions are drawn. 

II. RELATED WORK 

A. Error caused by clock drift 

Wi-Fi FTM ranging is based on DS-TWR, whose ranging 

results include errors caused by clock drift[4]. In this section, 

the ranging process is introduced, and the error caused by clock 

drift is analysed. 

The ranging process is shown in Fig. 1. Initialization is 

necessary before ranging to realize the continuous connection 

between the initiator and the responder. After initialization, 

FTM frameworks start to be exchanged between the initiator 

and the responder. First, an FTM request is sent from the 

responder to the initiator, and after the initiator receives the 

request, an ACK signal is sent from the initiator to the responder. 

Subsequently, several FTM frameworks are exchanged. 

In Fig. 1, n indicates one FTM structure exchange during the 

whole FTM procedure, 𝑡1_𝑛 is the timestamp when the FTM 

structure is first sent by the responder, 𝑡2_𝑛 is the timestamp 

when the FTM structure is received by the initiator, 𝑡3_𝑛 is the 

timestamp when the initiator returns the FTM structure to the 

responder, and 𝑡4_𝑛 is the timestamp when the FTM structure 

is finally received by the responder. Using the four timestamps, 

two time-differences of the initiator and responder can be 

calculated based on equations (1) and (2). 

𝑇𝑟𝑜𝑢𝑛𝑑 = 𝑡4_𝑛 − 𝑡1_𝑛 (1) 

𝑇𝑟𝑒𝑝𝑙𝑦 = 𝑡3_𝑛 − 𝑡2_𝑛 (2) 

A single RTT in one FTM period is calculated by subtracting 

𝑇𝑟𝑜𝑢𝑛𝑑  from 𝑇𝑟𝑒𝑝𝑙𝑦  as shown in equation (3). This calculation 

is repeated for each FTM structure exchange. As such, the one-

way time delay between the initiator and responder, Time of 

Arrival (TOA) is the average over the number of FTMs per 

burst, given as . 

𝑇𝑇𝑂𝐴 =
1

2
(𝑇𝑟𝑜𝑢𝑛𝑑 − 𝑇𝑟𝑒𝑝𝑙𝑦) 

(3) 

and ranging distance between the initiator and responder, 𝑑 , 

is given as 𝑑 = 𝑇𝑇𝑂𝐴 × 𝑐  where 𝑐  is the speed of 

propagation. 

There was minor clock drift between the initiator and the 

responder. Assuming that the clock drifts of the initiator and the 

responder are 𝑒𝑖𝑛𝑖𝑡𝑖𝑎𝑡𝑜𝑟  and 𝑒𝑟𝑒𝑠𝑝𝑜𝑛𝑑𝑒𝑟  respectively, then the 

flight time is as follows: 

�̂�𝑇𝑂𝐴 =
1

2
{𝑇𝑟𝑜𝑢𝑛𝑑(1 + 𝑒𝑖𝑛𝑖𝑡𝑖𝑎𝑡𝑜𝑟) − 𝑇𝑟𝑒𝑝𝑙𝑦(1

+ 𝑒𝑟𝑒𝑠𝑝𝑜𝑛𝑑𝑒𝑟)} 

(4) 

Therefore, the ranging error caused by clock drift is as follows: 

𝑒𝑐𝑙𝑜𝑐𝑘𝑑𝑟𝑖𝑓𝑡 = �̂�𝑇𝑂𝐴 − 𝑇𝑇𝑂𝐴 

=
1

2
(𝑇𝑟𝑜𝑢𝑛𝑑 . 𝑒𝑖𝑛𝑖𝑡𝑖𝑎𝑡𝑜𝑟 − 𝑇𝑟𝑒𝑝𝑙𝑦 . 𝑒𝑟𝑒𝑠𝑝𝑜𝑛𝑑𝑒𝑟) 

        =
1

2
𝑇𝑟𝑒𝑝𝑙𝑦(𝑒𝑖𝑛𝑖𝑡𝑖𝑎𝑡𝑜𝑟 − 𝑒𝑟𝑒𝑠𝑝𝑜𝑛𝑑𝑒𝑟) +

             𝑇𝑇𝑂𝐴 . 𝑒𝑖𝑛𝑖𝑡𝑖𝑎𝑡𝑜𝑟   

(5) 

As 𝑇𝑟𝑒𝑝𝑙𝑦 is much greater than 𝑇𝑇𝑂𝐴, 𝑇𝑇𝑂𝐴 can be omitted as 

...
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Fig. 1. Production of the Wi-Fi FTM. 
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shown in equation (6): 

𝑒𝑐𝑙𝑜𝑐𝑘𝑑𝑟𝑖𝑓𝑡 = �̂�𝑇𝑂𝐴 − 𝑇𝑇𝑂𝐴

≈
1

2
𝑇𝑟𝑒𝑝𝑙𝑦(𝑒𝑖𝑛𝑖𝑡𝑖𝑎𝑡𝑜𝑟

− 𝑒𝑟𝑒𝑠𝑝𝑜𝑛𝑑𝑒𝑟) 

(6) 

Since 𝑇𝑟𝑒𝑝𝑙𝑦  and clock drift will grow,  𝑒𝑐𝑙𝑜𝑐𝑘𝑑𝑟𝑖𝑓𝑡 will 

increase. 

Researchers have done considerable work to resolve this 

error. [16] performs a comparison among single-sided two-way 

ranging (SS-TWR), corrected single-sided two-way ranging 

(CFO-TWR), symmetric double-sided two-way ranging (SDS-

TWR), asymmetric double-sided two-sided two-way ranging 

(ADS-TWR), and alternative double-sided two-way ranging 

(AltDS-TWR). All of these have included errors caused by 

clock drift. [17] calculates the difference between the ranging 

results and true distance to eliminate the time deviation. 

However, the performance of the method is affected by the 

equipment. When the clock drift between nodes is too large, the 

method performs poorly. [18] proposes an N-ary protocol, 

which needs to select the desired nodes. In this paper, the Least 

Squares (LS) method is used to build the error compensation 

model. Compared with the method in [10], the training data are 

collected in an LOS environment to improve the performance 

of the model. Additionally, this method does not require to 

select the desired nodes. 

B. Error caused by NLOS 

The TOA estimation of Wi-Fi FTM is based on the 

propagation time of the signal from the initiator to the responder, 

and the accuracy of the TOA estimation directly depends on the 

detection and identification of the direct path (DP) in the 

received signal. Coppens [19] first proposed the first arrival 

path method, which works well under a high signal-to-noise 

ratio. In the case of LOS, the propagation medium of DP is free 

space and the TOA estimation is more accurate. However, when 

there are obstacles between the initiator and the responder, the 

propagation path of DP is NLOS. In the NLOS environment, 

the DP signal penetrates one or more obstacles, and may 

undergo multipath delay during propagation. Hence, a positive 

deviation is introduced in the TOA estimation for LOS model, 

thereby reducing the accuracy of the TOA estimation, 

contributing to ranging error. Additionally, due to obstacles 

such as walls, DP is often not the strongest path in the multipath 

component at the responder, which further increases the 

difficulty of DP detection [20]. 

Regarding the NLOS error, [21] build a Gaussian model to 

identify NLOS according to the relationship between distance 

and RSSI. [22] designed a NLOS and LOS identification 

algorithm based on scenario recognition using Gaussian process 

regression (GPR). Other methods are shown in [23-26]. 

However, all of these methods only delete NLOS signals, which 

makes less use of all ranging results. Additionally, when the 

number of LOS signals is less than three, the location cannot be 

calculated, and the accuracy will be decreased. Compared with 

the above methods, the following proposed method evaluates 

the ranging results instead of simply eliminating them in order 

to realize positioning in an NLOS environment. 

III. PROPOSED METHOD 

The proposed adaptive weighted Wi-Fi FTM-based 

positioning method mainly includes three parts: the error 

compensation model, the ranging evaluation model, and the 

weighted least square (WLS) positioning. Before positioning, 

two models need to be built offline. Firstly, the error 

compensation model is used to decrease the effect of clock drift 

and multipath. Ranging errors and ranging results are collected 

to train the compensation model. Secondly, the ranging 

evaluation model is built to weigh each ranging result for WLS 

positioning in the next stage. The model is based on a Naive 

Bayes classifier to evaluate each ranging result to provide the 

weighting factor. Finally, the WLS is then applied to achieve 

the location using the calibrated ranging results and weights 

from the two models. The whole framework of the proposed 

method is shown in Fig. 2. 

A. Error Compensation Model 

According to the above analysis, the ranging error caused by 

clock drift can be assumed to have a nonlinear relationship with 

the ranging result. However, in the LOS environment, ranging 

is also affected by other factors, such as multipath and random 

error [27-29]. To analyse these factors, the ranging results are 

collected in the LOS environment as shown in Fig. 3. The 

responder is placed at different distances from the initiator 

without any obstacle in between. 

Ranging Results

Ranging Errors

Nonlinear 

Polynomial
Compensation 

Model

Ranging Results
Compensated 

distances

Adapted Weighted 
LS Positioning

LOS Ranging Results

LOS RSSI

NLOS Ranging Results

NLOS RSSI

Feature Extraction

Naive Bayes 

Classifier
Estimating conditional 

probability 

Establishment of  Ranging 

Compensation Model 

Location Estimation 

Establishment of  the Ranging 

Evaluation Model 
 

Fig. 2. Flow chart of the proposed method. 

 
Fig.3. Ranging results at different distances. 
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It can be found that the ranging error, the number of outlier, 

and the degree of dispersion will increase as the initiator getting 

farther away from the responder. This finding is consistent with 

the experimental results in [30]. In this paper, a nonlinear 

polynomial model based on least-squares is used to fit the 

ranging errors and ranging results, as shown in equation (7). 

 

𝑒𝑖 = 𝑐0 + 𝑐1�̂�𝑖 + 𝑐2�̂�𝑖
2 +⋯+ 𝑐𝑚�̂�𝑖

𝑚 (7) 

where 𝑒𝑖  is the ranging error an  �̂�𝑖  is the ranging distance 

between the initiator and 𝑖𝑡ℎ responder. 𝑐𝑚  is the 

𝑚𝑡ℎcoefficient for the 𝑚 ,degree polynomial of �̂�𝑖  . If there 

are 𝑁 number of ranging measurement, then the equation can 

be expressed as follows: 

{
 
 

 
 𝑒1 = 𝑐0 + 𝑐1�̂�1 + 𝑐2�̂�1

2
+ ⋯+ 𝑐𝑚�̂�1

𝑚

𝑒2 = 𝑐0 + 𝑐1�̂�2 + 𝑐2�̂�2
2
+ ⋯+ 𝑐𝑚�̂�2

𝑚

⋮

𝑒𝑁 = 𝑐0 + 𝑐1�̂�𝑁 + 𝑐2�̂�𝑁
2
+ ⋯+ 𝑐𝑚�̂�𝑁

𝑚

 

(8) 

Equation (8) can also be expressed in matrix form: 

𝐄 = 𝐃 ∙ 𝐂 (9) 
𝐄 = [𝑒1 𝑒2…𝑒𝑁]

𝑇  (10) 

𝐃 = [
�̂�1
0 ⋯ �̂�1

𝑚

⋮ ⋱ ⋮
�̂�𝑁
0 ⋯ �̂�𝑁

𝑚
] 

(11) 

𝐂 = [𝑐0 𝑐1… 𝑐𝑚]
𝑇 (12) 

where �̂�1
0, �̂�2

0⋯ �̂�𝑁
0 = 1 

To solve the above equations, the LS solution is used to 

minimize the sum of square of error residuals of the model 

according to known data 𝑒𝑖  and 𝑑𝑖 . The minimum sum of 

square of residuals is obtained with equation (13), where 𝑑 is 

the expected distance and 𝑁 is the number of ranging results 

for training. In our experimental campaign, 𝑁 has 6569 LOS 

training measurement result collection 

𝑚𝑖𝑛(𝑒) = 𝑚𝑖𝑛 (∑(�̂�𝑖 − 𝑓(�̂�𝑖 , 𝑐))
2

𝑁

𝑖=1

) 
(13) 

Where is 𝑒 is the total error in range estimation. If (8) meets 

the condition N > (m + 1), then the coefficients can be 

calculated using the least square method: 

𝐂 = (𝐃𝐓𝐃)−𝟏𝐃𝐓𝐄 (14) 
With the obtained coefficients, the ranging error caused by 

clock drift and multipath can be compensated and the estimated 

distance can be calculated as shown in equation (15): 

𝑑𝑖 = �̂�𝑖 − 𝑒𝑖 

= �̂�𝑖 − (𝑐0 + 𝑐1�̂�𝑖 + 𝑐2�̂�𝑖
2 +⋯+ 𝑐𝑚�̂�𝑖

𝑚) 

(15) 

B. Ranging Evaluation Model 

To improve the positioning accuracy based on the WLS, each 

ranging measurement result should be weighted appropriately. 

In this part, a ranging evaluation model is built to weigh the 

ranging results based on the Naive Bayes classifier. The 

procedure of establishing the model is shown in Fig. 4. 

Firstly, RSSIs and ranging results should be collected in LOS 

and NLOS environments, respectively. Secondly, features need 

to be extracted from collected data. Then, the extracted features 

need to be analysed for their respective distributions. Finally, 

with the distributions of features in LOS and NLOS, the 

conditional probability of the two environments can be obtained. 

1) Feature Extraction 

In this paper, four features are extracted: the ranging 

measurement ranging result (�̂�𝑖 ), the variance of RSSIs, the 

collected RSSIs (𝑅𝑆𝑆�̂�𝑖 ) at the initiator and the difference 

between the theoretical RSSI mapped by measurement ranging 

results and the collected RSSI. The difference is calculated by 

subtracting the theoretical RSSI from the collected RSSI as 

shown in equation (16), and RSSI is the value mapped by the 

ranging result �̂�𝑖 in (17): 

Feature4, 𝛾 = ‖𝑅𝑆𝑆�̂�𝑖 − 𝑅𝑆𝑆𝐼𝑖‖ (16) 
In the same environment, RSSI and distance usually have an 

exponential relationship [31], and the theoretical RSSI can be 

calculated by an exponential model as shown in equation (17), 

where L(𝑑0) is the received power when the distance from the 

responder to the initiator is 1 m; 𝜂 is the path loss exponent 

coefficient; and 𝑘 is a constant. 

𝑅𝑆𝑆𝐼𝑖 = L(𝑑0) + 10 ∙ 𝜂 ∙ log (
�̂�𝑖  

𝑑0
) + 𝑘 

(17) 

To build the exponential model, the same number of RSSIs 

is eventually collected at different points. The fitting results are 

shown in Fig. 5 which demonstrates the close fit between the 

𝑅𝑆𝑆�̂�𝑖  and calculated 𝑅𝑆𝑆𝐼𝑖  using �̂�𝑖  with  𝛾  as the 

experimental outlier detection.  𝛾  is set at 10dB which 

deems as unreliable 𝑅𝑆𝑆𝐼 measurement. 

 
Fig. 5. Fitting result of RSSI 
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LOS Ranging Results

NLOS RSSIs 

NLOS Ranging Results
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Fig. 4. Flow chart of the naive Bayes classifier. 
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The RSSI variance is computed as shown in equation (18). 

𝜎𝑅𝑆𝑆𝐼
2 =

∑ (𝑅𝑆𝑆�̂�𝑖 − 𝑅𝑆𝑆𝐼̅̅ ̅̅ ̅̅ )2𝑁
𝑖=1

𝑁
 

(18) 

 
2) Naive Bayes Classifier 

The Naive Bayes classifier is based on the "attribute 

conditional independence assumption"[32,33] with �̂�𝑖  and 

𝑅𝑆𝑆�̂�𝑖 as independent features. Based on this assumption, the 

posterior probability of the class can be calculated as (19), 

where 𝑝 is the number of RSSI data collection by the initiator 

with respect to a responder at the 𝑖𝑡ℎ  measurement,  𝑅𝑆𝑆�̂�𝑖  . 

In the paper, all the data needs to be divided into two class 

categories, namely 𝑐 = 𝐿𝑂𝑆 or 𝑐 = 𝑁𝐿𝑂𝑆. 

 

           P(c|𝑅𝑆𝑆�̂�𝑖) =
𝑃(𝑐)𝑃(𝑅𝑆𝑆�̂�𝑖|c)

𝑃(𝑅𝑆𝑆�̂�𝑖)

=
𝑃(𝑐)

𝑃(𝑅𝑆𝑆�̂�𝑖)
∏𝑃(𝑅𝑆𝑆�̂�𝑖,𝑘|𝑐)

𝑝

𝑘=1

 

(19) 

Because P(𝑅𝑆𝑆�̂�𝑖) is the same for both LOS and NLOS, the 

expression of the naive Bayes classifier can be expressed as 

follows: 

P(c|𝑅𝑆𝑆�̂�𝑖)

≡ arg max
𝑐∈𝐿𝑂𝑠,𝑁𝐿𝑂𝑆

𝑃(𝑐)∏𝑃(𝑅𝑆𝑆�̂�𝑖,𝑘||𝑐)

𝑝

𝑘=1

 

(20) 

The training process of the Naive Bayes classifier requires two 

steps. First, it needs to estimate the prior probability P(c) of two 

categories based on the LOS training data set and NLOS 

training data set. Then, estimate the conditional 

probability  p(𝑅𝑆𝑆�̂�𝑖|c) . According to [21,34,35], the 

conditional probability is formed as shown in equation (21). 

Finally, during positioning, the posterior probability, 

P(c|𝑅𝑆𝑆�̂�𝑖) is used as the weight of the ranging result, 𝑤𝑖  in 

(23) 

p(𝑅𝑆𝑆�̂�𝑖,𝑘|c)

=
1

√2𝜋𝜎𝑅𝑆𝑆𝐼
2

exp (−
(𝑅𝑆𝑆�̂�𝑖,𝑘 − 𝑅𝑆𝑆𝐼̅̅ ̅̅ ̅̅ )2

2𝜎𝑅𝑆𝑆𝐼
2 ) 

(21) 

 

C. Weighted Least Square 

In this paper, a weighted least square (WLS) is used to obtain 

the 2-D coordinates of the initiator. First, the initial coordinate 

of the initiator is set as X = (𝑋0, 𝑌0) , the coordinates of 

responders are (𝑋𝑖 , 𝑌𝑖), and the calibrated ranging results are 

𝑑𝑖  obtained in (15). Then, we use the least square to 

approximate the correction matrix ∆ as shown in equation (22). 

∆= (𝐀𝐓𝐖𝐀)−1𝐀𝐓𝐖𝑬 (22) 

where 𝐖 is the weight matrix, 𝑬 is the error matrix, and 𝐀 

is the coefficient matrix as follows 

𝐖 = diag(𝑤𝑖) (23) 

𝑒𝑖 = 𝑑𝑖 − 𝜌0
𝑖  (24) 

𝐴𝑖 = [
𝑋𝑖 − 𝑋0

𝜌0
𝑖

,
𝑌𝑖 − 𝑌0

𝜌0
𝑖
] 

(25) 

∆= [𝑑𝑋, 𝑑𝑌]𝑇 (26) 

In the above equations, 𝑤𝑖  is the weight of the 𝑖𝑡ℎ  ranging 

result arises from P(c|𝑅𝑆𝑆�̂�𝑖) and 𝜌0
𝑖  is the distance between 

the initial coordinate of the initiator and the coordinate of the 

responder in the iteration as 𝜌0
𝑖 = √(𝑋0 − 𝑋𝑖)

2 + (𝑌0 − 𝑌𝑖)
2. 

After obtaining ∆, the coordinates of the initiator need to be 

updated as follows: 

X = X + ∆= (𝑋0 + 𝑑𝑋, 𝑌0 + 𝑑𝑌) (27) 

Then, we repeat the above process to constantly update ∆ and 

X  until ∆  is smaller than a threshold or the number of 

iterations is larger than a threshold. When the iteration is 

complete, X is our final coordinate of the initiator. ∆ is set as 

1 × 10−7  while 3 rounds of iteration are suffice for 

convergence. 

IV. EXPERIMENT 

A. Analysis of the Error Compensation Model 

In this section, the performance of the error compensation 

model is evaluated. Two data sets were collected, including 

training data and testing data. The training data is collected in 

the LOS environment while the testing data is collected in both 

LOS and NLOS environments as shown in Fig. 6.  

In this experiment, 6569 samples were collected as training 

data using  𝛾 = 10𝑑𝐵 as the guideline to remove noisy and 

unreliable measurement especially at long distances for 

distance up to 25m as shown in Fig 7. 6500 samples are 

collected as testing data which consists of 3250 LOS samples 

and 3250 NLOS samples. Each sample contains two elements: 

𝑅𝑆𝑆�̂�𝑖 and ranging result, �̂�𝑖. The training data were used to fit 

the error compensation model. As mentioned in section III, a 

nonlinear polynomial model was built to calibrate the ranging 

result, and the coefficients are [-1.317, -1.001, 0.4241, 0.1763] 

with 𝜂 calculated as 1.38, as shown in equation (28) and the 

fitting result is shown in Fig. 7.  

𝑑𝑖 = �̂�𝑖 − 𝑒𝑖 

= �̂�𝑖 − (−1.317 − 1.001�̂�𝑖 + 0.424�̂�𝑖
2

+ 0.176�̂�𝑖
3) 

  (28) 

   
Fig. 6 Collecting training data and testing data 
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To test the robustness of the model, the testing data were used 

to evaluate the performance of the model. Table 1 illustrates the 

accuracy of the compensated and uncompensated testing data 

in LOS environment where their mean ranging errors are 1.31 

m and 1.82 m respectively. The performance gain is 

approximately 28%. Table II shows that the mean ranging 

errors of the compensated and uncompensated model in the 

NLOS environment are 3.72 m and 4.17 m respectively, 

achieving a performance gain of 10%. The compensation model 

can compensate both measured value in both LOS and NLOS 

environments although the gain in NLOS environment is less as 

the training data used is in LOS environment. In general, 

according to [36],  𝑒𝑖  in (28) can be further split into three 

error components, namely 𝑒𝑐𝑙𝑜𝑐𝑘𝑑𝑟𝑖𝑓𝑡  , 𝑒𝑛𝑙𝑜𝑠  and 𝑒𝑟𝑎𝑛𝑑𝑜𝑚 

where 𝑒𝑐𝑙𝑜𝑐𝑘𝑑𝑟𝑖𝑓𝑡 is error caused by clock drift as shown in (6) . 

𝑒𝑛𝑙𝑜𝑠 is the error caused by NLOS propagation while 𝑒𝑟𝑎𝑛𝑑𝑜𝑚 

is the Gaussian measurement noise.  As such, in (28), 𝑑𝑖 =

�̂�𝑖 − 𝑒𝑖 → �̂�𝑖 − (𝑒𝑐𝑙𝑜𝑐𝑘𝑑𝑟𝑖𝑓𝑡 + 𝑒𝑛𝑙𝑜𝑠 + 𝑒𝑟𝑎𝑛𝑑𝑜𝑚).  As such, the 

compensation model intent is mainly to provide least square 

correction factor to minimize 𝑒𝑐𝑙𝑜𝑐𝑘𝑑𝑟𝑖𝑓𝑡  and 𝑒𝑟𝑎𝑛𝑑𝑜𝑚  with 

training data obtained in LOS environment, the performance 

gain is naturally greater in LOS environment than in NLOS 

environment as shown in Table I and II respectively. The 

reduction of NLOS error will need to leverage on our proposed 

ranging evaluation model that pivots on weighted least square 

using the LOS/NLOS weight arise from NB classifier forming 

our proposed Wi-Fi FTM- based Positioning algorithm as 

shown in next section. 

Fig. 8 illustrates the cumulative distribution function (CDF) 

of the ranging errors. As shown, ranging error of less than 2m 

is achieved for 62% and 85% of time for uncompensated and 

compensated model respectively, demonstrating an 

improvement of 25%. The ranging errors that are lower than 1 

m are associated with the larger errors in the collected data set 

at a distance greater than 20 metres, which impacts the effect of 

the fitting even though some had been identified by feature 

parameter 𝛾. 

 
TABLE I 

 LOS RANGING ERROR COMPARISON/(M) 

Error Min (m) Max (m) Mean (m) 

Compensated 0.35 4.16 1.31 

Uncompensated 0.47 4.96 1.82 

 
TABLE II 

NLOS RANGING ERROR COMPARISON/(M) 

Error Min (m) Max (m) Mean (m) 

Compensated 0.39 16.83 3.72 

Uncompensated 0.51 17.38 4.17 

     

Wi-Fi

Chair

Chest

Desk

Glass Wall

Concrete Wall

Meeting Table

   
a) Environmental floor plan at second and third floor                               b) Real scene of the experimental field 

Fig. 9. Experiment environment 

 
Fig. 8. Cumulative distribution of ranging errors. 

 
Fig. 7. Fitting result of the compensation model 
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B. Adapted Weighted Wi-Fi FTM-Based Positioning 
Experiment 

In this section, the performance of the proposed adaptive 

weighting Wi-Fi FTM positioning (AW-WFP) algorithm based 

on ranging calibration and signal evaluation is evaluated. The 

experimental campaign is conducted in a typical indoor 

environment at two floor levels as shown in Fig. 9. As shown 

in Fig 9(a), eight Wi-Fi FTM Access points (APs) are installed 

on the wall at first floor and at around 0.63 m below the floor 

of the second floor contributing NLOS measurement at both 

indoor location at second and third level. There are various 

objects in these two indoor environments such as desk and 

tables as depicted in the legend of the figures. The conditional 

probability 𝑃(𝑅𝑆𝑆�̂�𝑖|c)  in (21) was trained using Gauss 

regression model in [20] with the training data to obtain the 

LOS conditional probability 𝑃(𝑅𝑆𝑆�̂�𝑖,|c = LOS).  If the 

ranging measurement result is more than ±𝜎𝑅𝑆𝑆𝐼,𝐿𝑂𝑆 from the 

𝑅𝑆𝑆𝐼̅̅ ̅̅ ̅̅  using (18), it will be treated as NLOS ranging result, 

hence 𝑃(𝑅𝑆𝑆�̂�𝑖,|c = NLOS).  It should be noted that all the 

APs are separated from the testing point by glass walls and all 

the ranging results can be seen as NLOS as shown in Fig 9(b). 

For the experimental campaign, a Google Pixel 3 was used to 

collect data at 146 locations covering the two floors at level 2 

and level 3. Each of the 146 locations was evaluated for 30 s 

before transit to next location test point and its positioning 

result update frequency was 1 Hz. Since there will 5 

samples/sec of RSSI collection, there will 150 samples of RSSI 

measurement at each location to contribute to the conditional 

probability 𝑃(𝑅𝑆𝑆�̂�𝑖,𝑘|c) and hence posterior probability 

P(c|𝑅𝑆𝑆�̂�𝑖) in (20). All collected data were processed by 

MATLAB 2019a software. 

The proposed method was compared with the traditional Wi-

Fi FTM positioning (T-WFP) method using the least square 

algorithm and inverse distance weighting Wi-Fi FTM 

positioning (IDW-WFP) based on the weighted least square 

algorithm introduced in [37]. In the experimental campaign, all 

ranging results used by the three methods are calibrated using 

(28) for fair comparison. The positioning errors and mean errors 

of three methods at each location test point are shown in Table 

III and Fig. 10. As shown in Fig. 10, the AW-WFP method has 

less positioning errors than other two methods. In Table III, the 

mean positioning accuracy, and the root-mean-square error 

(RMSE) of the AW-WFP are 2.931 m and 4.203 m, respectively. 

Compared with the IDW-WFP and T-WFP, our proposed AW-

WFP method has its mean error decreased by 0.747 m and 1.204 

m respectively showing a performance improvement of 20.3% 

and 29.1% respectively. Similarly, RMSE is decreased by 0.993 

m and 1.669 m respectively with an improvement of 19.1% and 

28.4 % respectively. Moreover, 80% of the location test points 

of the AW-WFP have a positioning error below 3.822 m and 

outperforms IDW-WFP and T-WFP by 23.2% and 32.3% 

respectively. It should be noted that we are conduct positioning 

in a fully NLOS environment as all ranging measurement 

results are NLOS. As such, the positioning accuracy is worse 

than that of other localization methodology in the literature that 

performed positioning in a normal environment [10,17,21,30]. 

This demonstrates the robutness of our proposed AW-WFP 

methodology. 
TABLE III 

POSITIONING ERROR COMPARISONS/(M). 

Error Min Max Mean RMSE 80% Error 

AW-WFP 0.004 19.281 2.937 4.203 3.822 
IDW-WFP 0.022 21.262 3.684 5.196 4.977 

T-WFP 0.093 25.069 4.141 5.873 5.649 

In addition, an error bar is plotted in Fig. 11 to analyse the 

stability of positioning algorithms, The blue bar represents the 

mean error, and the red line segment represents the variance. 

The red line segment of AW-WFP is the shortest showing the 

smallest variance among all, indicating that the positioning 

stability of AW-WFP is the highest. 

Fig. 12 illustrates the performance in cumulative distribution 

function (CDF) of positioning errors of the three methods. As 

shown, our proposed AW-WFP method has achieved error less 

than 2 m for 45.21% of the time as compared to 32.9% and 28.8% 

by IDW-WFP and T-WFP respectively. Similarly, the proposed 

AW-WFP achieves error less than 3 m for 65.75% of the time 

as compared to 48.6% and 49.3% by IDW-WFP and T-WFP 

respectively. As such, the proposed AW-WFP has 

demonstrated higher accuracy than the other methods, showing 

the effectiveness of applying ranging error compensation 

followed by ranging evaluation model with NB and WLS.  

 

 
Fig. 10. Point positioning error curves 

 
Fig. 11. Error bar of the three positioning methods 
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V. CONCLUSION 

In this paper, we focus on positioning in the NLOS 

environment and propose an adaptive weighted Wi-Fi FTM-

based (AW- WFP) positioning method. Firstly, a ranging error 

compensation model was proposed to decrease the effect of 

clock drift errors. The error of the calibrated ranging data result 

is reduced by 28% as compared with the uncalibrated ranging 

result data using the proposed error compensation model. A 

ranging evaluation model is then constructed based on the 

Naive Bayes classifier to provide the LOS/NLOS weighting 

factor for the calibrated ranging result for the weighted least 

square localization. The experimental results showed that our 

proposed method had outperformed the IDW-WFP and T-WFP 

by 20.1% and 29.1% respectively in terms of mean position 

error. A performance of 23.2% and 32.3% respectively for 

RMSE have been observed. 
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