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Abstract: Single-photon light detection and ranging (LiDAR) is a key technology for depth
imaging through complex environments. Despite recent advances, an open challenge is the ability
to isolate the LiDAR signal from other spurious sources including background light and jamming
signals. Here we show that a time-resolved coincidence scheme can address these challenges
by exploiting spatio-temporal correlations between entangled photon pairs. We demonstrate
that a photon-pair-based LiDAR can distill desired depth information in the presence of both
synchronous and asynchronous spurious signals without prior knowledge of the scene and the
target object. This result enables the development of robust and secure quantum LiDAR systems
and paves the way to time-resolved quantum imaging applications.
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citation, and DOI.

1. Introduction

Light detection and ranging (LiDAR) systems with the ability to reach long distance at high
speed and accuracy have emerged as a key technology in autonomous driving, robotics, and
remote sensing [1]. Today miniaturised LiDARs are integrated in many consumer electronics
devices, e.g. smartphones. Moving beyond depth sensing, the LiDAR technique has been also
used for non-line-of-sight imaging [2–6], imaging through scattering media [7] and biophotonics
applications [8]. A typical LiDAR system records the time-of-flight, t, of light back-reflected from
a scene, which enables to estimate distance d = ct/2, where c is the speed of light [9]. Thanks
to their single-photon sensitivity, picosecond temporal resolution and low cost, single-photon
avalanche diodes (SPADs) are widely used as detectors in LiDAR [10,11]. In this respect, two
well established techniques can be used to achieve the timing information at picosecond resolution:
time-correlated single-photon counting (TCSPC) that operates by recording a time-stamp for
each individual photon [12–14] or time gating in which a gate window is finely shifted [15–18].

Despite recent advances, interference is a major challenge for robust and secure LiDAR
applications through complex environments. In our work, the term ‘interference’ refers to the
detection by the LiDAR sensor of any optical signals other than those emitted by the LiDAR
source. These may originate from ambient light, other LiDAR systems operating concurrently
and intentional spoofing signals. In addition to depth distortion such as degradation in accuracy
and precision, interference could result in misleading information, causing the system to make
incorrect decisions. Over the past several years, some approaches addressing LiDAR interference
have been proposed. One technique isolates the signal based on temporal correlations between
two or more photons [19], which effectively suppresses noise due to ambient light. Another
technique based on laser phase modulation can reduce both ambient light and mutual interference
[13,14]. However, these approaches have limitations. For example, an external signal can
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still spoof the LiDAR detector if it copies the temporal correlation or phase modulation of the
illumination source, which is easily achievable by placing a photodiode close to the target object.
To date, there is no LiDAR system immune to all types of interference.

The use of non-classical optical states can also improve object detection in the presence of
spurious light and noise. In a quantum illumination protocol, a single photon is sent out towards a
target object while its entangled pair is retained and used as an ancilla [20]. Coincidence detection
between the returned photon and its twin increases the effective signal-to-noise ratio compared to
classical illumination, an advantage persisting even in the presence of noise and losses. Recently,
practical quantum illumination schemes have been experimentally demonstrated using spatially
entangled photon pairs for target detection [21,22] and imaging objects [23–25] in the presence
of background light and spurious images. These approaches rely on the ability to measure
photon coincidences between many spatial positions, which is conventionally performed using
single-photon sensitive cameras such as electron multiplied charge coupled device (EMCCD)
cameras [26–28], intensified(i)CCD [29,30] and SPAD cameras [31–34]. However, while a
handful of works have reported the use of photon pairs for target detection at distance [35–37],
no imaging LiDAR experiments with absolute range distance and interference or background
rejection have been reported.

In this work, we demonstrate a quantum LiDAR system immune to any type of classical
interference, with the exception of blinding attacks [38], by using a pulsed light source of spatially
entangled photon pairs and a time-resolved SPAD camera. We use spatial anti-correlations
between photon pairs as a unique identifier to distinguish them from any other light sources in
the target scene. In particular, we show how our LiDAR system successfully images objects and
retrieves their depths in two different interference scenarios mimicking the presence of spoofing
or additional classical LiDAR signals. In the first case, spurious light from a synchronised laser
is used to demonstrate the robustness against intentional spoofing attacks. In the second case, the
interference takes the form of asynchronous pulses imitating the presence of multiple background
LiDAR systems running in parallel. The results show that our approach enables to image with
high depth resolution while offering immunity to classical light interference.

2. Imaging system

The experimental setup is shown in Fig. 1(a). Spatially entangled photon pairs are produced
by type-I spontaneous parametric down conversion (SPDC) with a β-Barium Borate (BBO)
nonlinear crystal pumped by a 355 nm pulsed laser with a repetition frequency of 20 MHz. The
objects to be imaged are masks placed on a reflective mirror. One object O1 ("skater") is placed
in the far field of the crystal thus the down-converted photon pairs are spatially anti-correlated at
the object plane. Another object O2 ("car") is illuminated by a diffused 780 nm laser pulsed at
20 MHz as well to produce the interference. Both objects are imaged onto the SPAD camera
SwissSPAD2 [15] (see Supplement 1). Similar to a typical LiDAR scheme, the pump laser is
synchronised with the camera, while the spoofing signal generated by a classical pulse laser can
be synchronous or asynchronous.

As in conventional time-gated LiDAR, backscattered photons with specific time-of-flight are
detected by scanning a gate window (15 ns wide) using 18 ps time steps, which corresponds
to a depth resolution of 2.7 mm [15,16]. At each gate position, a set of 8-bit frames (∼ 103

frames) is acquired to reconstruct two different types of images: (i) a classical intensity image,
obtained by summing all the frames, and (ii) a spatially-averaged photon correlation image
computed by identifying photon coincidences in the frame set using a technique detailed in [28]
(see Supplement 1). The intensity image retrieves the shape of the objects in the scene at a
given depth, while the spatially-averaged correlation image measures spatial correlations between
detected photons to identify the presence of photon pairs. For example, if only reflected photon
pairs are captured within the gate window (Fig. 1(b)), the intensity image shows the "skater"
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object and an intense peak is observed at the center of the spatially-averaged correlation image.
The presence of such a correlation peak above the noise level confirms the presence of photon
pairs among the detected photons. If only classical light is detected (Fig. 1(c)), the intensity
images show the "car" object illuminated by the pulse laser and the spatially-averaged correlation
image is flat.

Fig. 1. Experimental setup and principle. (a) An object O1 placed in the far field of a
1-mm-thick β-Barium Borate (BBO) nonlinear crystal is illuminated by spatially entangled
photon pairs produced via type-I spontaneous parametric down conversion (SPDC), while
an object O2 is illuminated by diffused classical light. A lens f1 = 50 mm is positioned
after the crystal to direct the photon-pairs towards O1. Both objects are composed of an
absorptive pattern layer on a reflective surface. They are imaged onto the SPAD camera
using lens f2 = 100 mm, f3 = 50 mm, f4 = 100 mm and an unbalanced beam splitter
(0.1R/0.9T). (b) When the SPAD gate window is set to capture only photon pair pulses
reflected by the quantum object, the “skater-shape” object appears in the intensity image
and a peak is detected in the spatially-averaged correlation image, which shows the number
of photon coincidences spatially averaged over all pair of pixels r1 and r2 separated by a
given distance r1 + r2. The correlation peak confirms the presence of photon pairs among
the detected photons. (c) When the SPAD gate window is set to capture only classical light,
the “car-shape” object appears in the intensity image whereas no peak obtained is visible in
the spatially-averaged correlation image. Intensity and spatially-averaged correlation images
were reconstructed from N = 2000 frames (8-bit) acquired using an exposure time of 350 ns
(1-bit). Intensity image coordinate units are in pixels.

3. Synchronous classical light interference

First, we consider the case of a spurious classical source of light that is synchronised with the
SPAD camera i.e. photons reflected by both O1 (“person") and O2 (“bike") are synchronous
with the camera (Fig. 2(a)). This scenario corresponds to a spoofing attack. To operate the
LiDAR, the gate window is continuously shifted over a range of 27 ns, which corresponds to
1500 gate positions. Figure 2(b) shows the intensity and spatially-averaged correlation images
(zoom 9 × 9 pixels in inset) measured at four specific gate positions 0.09 ns, 7.2 ns, 14.58 ns
and 23.4 ns. At the early gate position (0.09 ns), there is only noise recorded by the camera
such as dark count, crosstalk, afterpulsing and ambient light. As the gate window is shifted,
O2 appears in the intensity image (7.2 ns) and the absence of a peak in the spatially-averaged
correlation image shows that it originates from classical light alone. When the reflected quantum
light starts to be collected in the gate window together with the classical light (14.58 ns), O1 and
O2 are superposed in the intensity image and a correlation peak becomes visible. For the late
gate window (23.4 ns) the classical laser pulse vanishes while only quantum light is detected, as
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shown by the peak persisting in the spatially-averaged correlation image, and only O1 is visible
in the intensity image.

Fig. 2. Results with synchronous classical light interference. (a) The reflected light
from objects O1 (“person") and O2 (“bike") are both synchronous with the camera. (b)
shows the selected intensity and spatially-averaged correlation images (9 × 9 central data) at
the gate positions 0.09 ns, 7.2 ns, 14.58 ns and 23.4 ns covered with none reflected light,
reflected light from only O1, O1 & O2, and only O2 respectively. Correlation peaks are
obtained at 14.58 ns and 23.4 ns gate positions when there is quantum light reflected to the
camera. The measurement is implemented over a time range of 27 ns corresponding to 1500
continuous gate positions with a proper time offset initially to the pump laser trigger. (c)
Average intensity over all pixels (blue curve) and the peak coincidences (red curve) values
along the measured time range. The peak coincidences are the normalized coincidence
values at the center position (0, 0) of the spatially-averaged correlation images. The four
positions in (b) are also marked on the horizontal axis of the curve. (d) The subtracted
intensity image of O2 (classical) and its arrival time (16.110 ns) to the camera by locating
the first falling edge of the average intensity profile. (e) The subtracted intensity image of O1
(quantum) and its arrival time (24.462 ns) to the camera by locating the falling edge of the
correlation peak profile. Experiments are performed by N = 5000 frames (8-bit) acquired
in 13.5 s at each gate position using an exposure time of 350 ns for 1-bit frame. The time
step between two successive gate windows is 18 ps. Intensity image coordinate unites are in
pixels. See Visualization 1 for the entire scanning results.

To acquire depth information and distinguish classical interference, the spatially-averaged
intensity and correlation peak values represented in function of the gate position in Fig. 2(c)
are analyzed. The two-step average intensity profile represents the double reflections from O1
and O2, while the correlation peak profile only reveals the trend of quantum light over the given
time range. By locating the falling edges of the intensity profile, the arrival time information
of all the objects can be obtained [18,39]. Whilst by just searching for the last falling edge of
the correlation peak profile, the arrival time information of the quantum object is extracted. As
shown in Fig. 2(d), the arrival time of the classical object of 16.110 ns and its intensity image
are obtained. The arrival time of the quantum object, 24.462 ns, is located at the last fitted
falling edge of the correlation peak profile and the corresponding intensity image is subtracted in
Fig. 2(e). Refer to Visualization 1 for the scanned results over the entire detected range. The
proposed dual-profile locating method enables locating and distinguishing objects illuminated by
quantum light or classical light.
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The anti-spoofing capability works as described, as long as the time delay between the two
objects is larger than the temporal resolution of the SPAD camera. One may then enhance the
removal of temporally overlapping interferences by increasing the number of frames (e.g. up to
∼ 106 8-bit frames) for each gate delay so as to retrieve a spatially-resolved correlation image
instead of a spatially-averaged correlation image [24,25,28,34]. An example is shown in Fig. 3:
a spatially-resolved correlation image retrieves directly the shape of the object illuminated by
photons pairs and remains insensitive to classical interference (classical background noise added
in the experiment). In fact, such a spatially-resolved correlation image could potentially be
measured at all gate positions of the LiDAR scanning. However, the acquisition time is much
longer than that required to retrieve a spatially-averaged correlation image (a few hours instead of
seconds for a single time gate delay) and it is therefore better to limit its use to gate positions
for which the objects cannot be distinguished otherwise. In addition, note that because of the
anti-symmetric spatial structure of photon pairs illuminating the object, each spatially-resolved
correlation image contains both the object and its symmetric image, which means that the object
must interact with only half of the photon pair beam to be imaged through correlations without
ambiguity.

Fig. 3. Measurement of spatially-resolved correlation images over time. The shape of
the object illuminated by photon pairs (“person") is retrieved by measuring spatially-resolved
correlation images at the gate positions 0.09 ns, 7.2 ns, 14.58 ns and 23.4 ns. Each image
is obtained by acquiring 5 million frames (8-bit), which corresponds to approximately 3.8
hours of acquisition.

4. Asynchronous classical light interference

In real-world applications, another possible scenario is the interference coming from ambient
light and other LiDAR systems. We therefore consider a classical source of light that is not
synchronised with the SPAD camera but still running at the same repetition frequency (20 MHz)
and illuminates the object O2 "50 traffic sign" (Fig. 4(a)). Figure 4(b) shows the intensity and
correlation images at three example gate positions 2.16 ns, 13.5 ns and 24.66 ns. The object
O2 is visible in the intensity images at all gate positions as background noise. When the gate is
shifted to 13.5 ns, the SPAD also captures photon pairs reflected by O1 ("STOP traffic sign")
and both objects are superimposed in the intensity image. We now also observe a peak in the
spatially-averaged correlation image which highlights the presence of photon pairs. By locating
the falling edge of the spatially-averaged correlation peak shown in Fig. 4(c), the time arrival
information of the quantum object is located at 20.682 ns, and its intensity image is also obtained
by subtraction as shown in Fig. 4(d). See Visualization 2 for the entire measured results.

https://doi.org/10.6084/m9.figshare.14900100
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Fig. 4. Results with asynchronous spurious light. (a) Photon pairs reflected by object O1
(“STOP traffic sign") is synchronous with the camera, while classical photons reflected by
O2 (“50 traffic sign") arrives at the camera in temporally random sequences as the classical
laser is asynchronous. (b) The camera scanned over a time range of 27 ns (1500 continuous
gate positions). Intensity and spatially-averaged correlation images (central 9×9 pixels area)
are shown for three different gate positions (2.16 ns, 13.5 ns and 24.66 ns). The correlation
peak only appears at the gate window covered with photon pairs reflected by O1. (c) The
corresponding three gate positions are marked in the curve of the average intensity and
correlation peak responses over the detected time range. (d) Intensity image reconstructed
by subtracting intensity image at 13.5 ns by this at 24.66 ns. At each gate position, N = 3000
frames (8-bit) were acquired in 8.1 s using an exposure time of 350 ns (1-bit). The time
step between two successive gate positions is 18 ps. Intensity image coordinate unites are in
pixels. See Visualization 2 for the entire scanning results.

5. Conclusion

We demonstrated a LiDAR system based on spatially entangled photon pairs showing robustness
against interference from classical sources of light. In particular, we showed its successful use
in the presence of (i) a spoofing attack (synchronous classical light interference) and (ii) of a
background light and another LiDAR system operating in parallel (asynchronous classical light
interference). Note also that because the quantum LiDAR harnesses anti-correlations between
photon pairs to retrieve images, it is also immune to classically-correlated sources of light such
as thermal and pseudo-thermal sources in which photons are position-correlated [40].

In our current implementation, time gate position is acquired in several seconds so that the
full scanning takes several hours (5.6 hours for the synchronous case and 3.4 hours for the
asynchronous case). This total acquisition time can however be significantly decreased by
reducing (i) the acquisition time per gate position and (ii) the number of gate positions to detect
the falling edge of quantum light (currently 1500 steps scanned linearly). For example, in the
case of the synchronous classical light shown in Fig. 2, the quantum illuminated object could be
located by measuring only 300 frames for 8 different gate positions by using a correlation-driven
scanning and falling edge fitting algorithm, which would reduce the total acquisition time to 7
seconds (see details in the Supplement 1). In addition, the speed of the SPAD camera in our
experiment was limited to 370 fps by the readout architecture, but it has been demonstrated that
the similar cameras can be operated at frame rates up to 800, 000 fps [41], which would further
diminish the total acquisition time and potentially reach real-time acquisition. Furthermore, in
the current quantum LiDAR prototype the target object is a two dimensional ‘co-operative’ object
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attached to a mirror, which ensures enough photon pairs are reflected and collected by the camera.
However, the proposed scheme can be extended to scattering materials with three dimensional
profiles by using brighter photon pair sources and more sensitive SPAD cameras, which are
currently under development. For example, the photon pair source can generate approximately
610k photon pairs per second in our current experiment. However, the camera detects about 2.3
pairs of correlated photons at maximum per frame due to the low quantum efficiency (∼6.5%)
and the dead time (10.2 µs per bit) during readout, which can be improved dramatically. Looking
forward, these results could enable the development of robust and secure LiDAR systems and
more general time-resolved quantum imaging applications.

We note that generally speaking, it is unlikely that any form of quantum LiDAR will displace
existing LiDAR technology for the simple reason that even single photon detection LiDAR
still requires illumination with powerful laser pulses in order to compensate for the very large
return losses incurred in long distance scenarios. Rather, a promising direction is that in which
quantum LiDAR provides a different functionality beyond simple 3D scene imaging by adding,
for example as shown here, an anti-spoofing approach that will work against other classical
LiDAR systems. Other schemes have also been proposed that promise full anti-spoofing even
against other quantum systems, verging more towards full scale quantum security protocols.
Our scheme does not provide this additional level of security but it does provide the practical
advantage of not requiring technologically challenging scanning delay lines for cross-correlating
signal and idler photons that are part of the quantum-secure approaches [22,36].
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