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A B S T R A C T   

In this study, a particle copula Metropolis-Hastings (PCMH) approach was developed for reliable uncertainty 
quantification of hydrological predictions. The proposed PCMH approach employs a mixed particle evolution 
scheme, which integrates the Gaussian perturbation and copula-based dependent sampling methods. The 
Metropolis ratio is then employed to determine the acceptance of the candidate samples. The applicability of 
PCMH is elaborated for a long-term data assimilation case at the River Ouse in UK. Multiple hydrological models 
and different uncertainty settings in inputs, outputs and sample sizes are tested by the PCMH, particle filter (PF) 
and particle Markov chain Monte Carlo (PMCMC) approaches. The results indicate that the developed PCMH 
approach is able to generate more reliable results with less accuracy fluctuation than PF and PMCMC for both 
deterministic and probabilistic predictions from all the hydrological models. The mean values and the associated 
variation intervals of NSE over the total 270 runs for PCMH, PF and PMCMC are 0.752 (variation interval of 
[0.534, 0.866]), 0.661 (variation interval of [0.080, 0.879]), and 0.655 (variation interval of [0.247, 0.824]), 
respectively. For the probabilistic predictions evaluated by CRPS, the mean values and fluctuation ranges from 
PCMH, PF and PMCMC are respectively 15.215 ([8.624,31.549]), 18.758 ([8.595, 43.536]), 19.308 ([10.848, 
37.799]). These results suggested that the proposed PCMH method would be more robust than PF and PMCMC in 
generating reliable hydrologic predictions and be less influenced by the hydrologic model structures, uncertainty 
scenarios, and its inherent randomness. Moreover, the PCMH method can also show better robustness than the 
copula-based particle filter method since the particle evolution scheme of PCMH would balance extreme samples 
from copula sampling procedure by mixing samples from Gaussian perturbation and remove unacceptable 
candidates through the Metropolis acceptance criterion.   

1. Introduction 

Hydrologic models are proposed to conceptualize rainfall-runoff 
processes in a water cycle through a series of mathematical equations. 
Due to the rapid development of computer sciences, hydrological 
models have been widely used for a great number of water issues such as 
flood or drought prediction, water resources management and so on (e. 
g. Zhou et al., 2018a; Sun et al., 2019; Yu et al., 2020a; Yu et al., 2020b; 
Hu et al., 2021). However, extensive uncertainties may exist in hydro-
logical models since they are generally developed based on amounts of 
simplifications and assumptions on water processes. These uncertainties 
may be embedded in different components of hydrologic models such as 

model structures, parameters and forcing data (Liu and Gupta, 2007; 
Moradkhani and Sorooshian, 2008; Di et al., 2021). Uncertainty quan-
tification is recognized as one of the most critical issues to be addressed 
in the applications of hydrologic models (Renard et al., 2010; Wu et al., 
2019; Fan, 2019). 

As one of the core issues in hydrologic prediction, uncertainty 
quantification has been addressed by a great number of studies, in which 
a variety of approaches have been developed such as Bayesian estima-
tion and polynomial chaos expansion (e.g., Ghaith and Li, 2020; Ghaith 
et al., 2021; Zhou et al., 2022). Sequential data assimilation approaches 
have been applied for many hydrologic issues such as predictions of 
streamflow and soil moisture (e.g. Yan et al., 2015; Fan et al., 2015; Fan 
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et al., 2017b; Lyu and Fan, 2021). These methods can continuously 
assimilate available measurements into the modelling process to update 
probabilistic features of states and parameters and generate probabi-
listic predictions (Vrugt et al., 2005). Ensemble Kalman filter (EnKF) and 
particle filter (PF) methods are two typical data assimilation techniques 
widely used in the field of hydrology. The EnKF and its variants use 
ensembles generated through the Monte Carlo technique to approximate 
state covariance matrices to achieve suboptimal estimations for pa-
rameters and states (Evensen, 2003; Moradkhani et al., 2005a; Shen and 
Tang, 2015; Wang et al., 2022). Thus, the model derivatives, which is 
challenging for complex hydrological models, are not required in EnKF. 
Moreover, the EnKF explicitly characterizes the uncertainty with the 
ensemble, in which each ensemble member is equally weighted (Mor-
adkhani et al., 2019). However, the Gaussian error assumption may limit 
the applicability of EnKF-based approaches, and may not fully represent 
the statistical properties of the model simulations (Khaki et al., 2017). 

In a parallel line, the particle filter (PF) method has also been pro-
posed for uncertainty quantification of hydrologic predictions. In the PF 
framework, a weighted function would be employed to represent the 
probabilistic distributions for state and parameter variables. These 
weights, other than the original samples, would be updated through 
sequential importance sampling (SIS) algorithm (Liu et al., 2001; Mor-
adkhani et al., 2012; Liu et al., 2012). Moreover, resampling algorithms 
are employed after SIS in order to mitigate weight degeneration in PF 
(Fan et al., 2016; Fan et al., 2017a). However, the resampling procedure 
in PF may also lead to limited sample diversity, which means that only a 
few samples are available with significant weights and thus cannot fully 
describe the probabilistic features in model parameters and states. The 
particle Markov chain Monte Carlo (PMCMC) approaches have been 
proposed to address the above sample impoverishment issue through 
integrating MCMC sampling strategy into PF (Moradkhani et al., 2012; 
Vrugt et al., 2013; Yan et al., 2015). Abbaszadeh et al. (2018) proposed a 
new data assimilation technique based on PF, MCMC and genetic algo-
rithm (named as EPFM) to enhance hydrological data assimilation, 
which has been demonstrated to be more effective and reliable than 
PMCMC in state and parameter estimations. Abbaszadeh et al., (2019) 
further coupled a deterministic four-dimensional variational (4DVAR) 
assimilation method with the particle filter (PF) ensemble data assimi-
lation system to produce a robust approach for dual-state-parameter 
estimation. This method is able to account for all sources of un-
certainties involved in hydrologic predictions and thus lead to more 
accurate and reliable posterior distributions for both state variables and 
parameters in data assimilation applications (Abbaszadeh et al., 2019). 
Hernández and Liang (2018) introduced a hybrid algorithm called OP-
TIMISTS (Optimized PareTo Inverse Modeling through Integrated STo-
chastic Search) to bring together ideas from particle filters (PFs), four- 
dimensional variational methods (4D-Var), evolutionary Pareto opti-
mization, and kernel density estimation in a unique way, which has 
shown to efficiently produce probabilistic forecasts with comparable 
accuracy to that obtained from using a particle filter. However, the in-
terdependencies in model parameters can hardly be well considered in 
these approaches, which may limit the efficiency and robustness in 
particle evolution. Recently, Fan et al. (2017a) introduced a copula- 
based particle filter (CopPF) method, in which the copula function is 
employed to reflect the interdependence of model parameters and 
generate new samples for the next step. The CopPF method has shown 
better performances than traditional PF methods, especially for small 
sample size scenarios. Nevertheless, one potential issue in CopPF is that 
extreme samples from the outlier of the copula model may exist in 
parameter evolution, which may influence the robustness of CopPF. 

Consequently, this study aims to develop a particle copula 
Metropolis-Hastings (PCMH) approach to provide reliable quantifica-
tions for model states and parameters and further provide robust pre-
dictions. The proposed PCMH approach will employ a mixed particle 
evolution scheme, consisting of a Gaussian perturbation and a copula- 
based dependent sampling methods. The Metropolis ratio is then 

employed to determine the acceptance of the candidate samples. The 
applicability and reliability of the proposed PCMH approach will be 
extensively demonstrated through multiple hydrological models and 
different uncertainty settings in inputs, outputs and sample sizes at the 
River Ouse located in North Youksire in UK. 

2. Methodology 

2.1. Sequential data assimilation 

In a sequential data assimilation process, the state-space model for a 
general hydrological system can be described by generic non-linear 
functions as follows (Moradkhani, 2008; Yan et al., 2016): 

xt = g(xt− 1,ut, θt)+ωt (1)  

yt = h(xt, θt)+ vt (2)  

where g is a nonlinear function expressing states transition in the hy-
drologic model; xt is the state vector at time step t; ut represents the 
forcing data; θt is parameter vector for the hydrological model; h(.) is the 
non-linear function relates the state vector xt to the observation vector 
yt; ωt and vt respectively describe the random errors in hydrologic model 
and observations. 

In the Bayesian-based filtering methods such as PF, the posterior 
probabilities of model parameters and states can be established condi-
tional on both previous observations (y1:t-1) and current observations 
(yt) (Gordon et al., 1993, Fan et al., 2016; Fan et al., 2017a; Wang et al., 
2018), which can be formulated as follows: 

p(xt, θt|y1:t) =
p(yt|xt, θt)p(xt, θt|y1:t− 1)∫

p(yt|xt, θt)p(xt, θt|y1:t− 1)dxtdθt
(3)  

p(xt, θt|y1:t− 1) =

∫

p(xt, θt|xt− 1, θt− 1)p(xt− 1, θt− 1|y1:t− 1)dxt− 1dθt− 1 (4)  

where p(xt, θt| y1:t-1) represents the prior information; p(yt|xt, θt) denotes 
the likelihood function; p(xt, θt| y1:t) and p(xt-1, θt-1| y1:t-1) respectively 
describes the posterior probabilities of model parameters and states at 
time step t and t – 1; p(xt, θt| xt-1, θt-1) represents model states and pa-
rameters evolution which can be obtained by Eq. (1). In practice, the Eq. 
(3) does not have an analytic solution except for few special cases (e.g., 
the linear system with Gaussian assumption) since the evaluation of the 
integrals may be intractable (Yan et al., 2016). Consequently, the esti-
mation of posterior distributions for model states and parameters is 
approximated by some Monte Carlo-based methods. 

2.2. Particle filter method 

The PF method is a sequential Monte Carlo method that estimates the 
posterior distributions of states and parameters through random sam-
ples. In PF, a weighted function will be employed to denote the posterior 
distributions for state and parameter variables, given observations y at 
previous t steps, which can be formulated as follows (Arulampalam 
et al., 2002, Moradkhani et al., 2005b; Moradkhani et al., 2012): 

p(xt, θt|y1:t) =
∑N

i=1
wi+

t δ
(
xt − xi−

t , θt − θi−
t

)
(5)  

where δ is the Dirac delta function, and N is the sample size. wi+
t denotes 

the posterior weight for the ith particle, which can be updated as 
follows: 

wi+
t = wi−

t
p
(
yt

⃒
⃒xi−

t , θi−
t

)

∑N
i=1wi−

t p
(
yt

⃒
⃒xi−

t , θi−
t

) (6)  

where wi−
t is the prior weight for the ith particle, and xi−

t and θi−
t denotes 
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the prior samples for the model parameter and state vector, respectively. 
p(yt

⃒
⃒xi−

t , θi−
t ) can be obtained through a Gaussian likelihood 

functionL(yt
⃒
⃒xi−

t ,θi−
t ), which has been widely used in a number of studies 

(Moradkhani et al., 2005b; Salamon and Feyen, 2010; Fan et al., 2016; 
Yan and Moradkhani, 2016), and is formulated as: 

L
(
yt

⃒
⃒xi−

t , θi−
t

)
=

1
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
(2π)m

|Rt|
√ exp

(

−
1

2Rt

[
yi

o,t − yi
t

]2
)

(7)  

where yi
o,t is the randomized observations and Rt is the standard devia-

tion of the residuals between observations and model simulations. 
Sampling importance resampling (SIR) algorithms (Moradkhani 

et al., 2005b) are usually employed to replace the particles with small 
importance weights by those particles having large importance weights. 
Moreover, a perturbation of the resampled parameters is recommended 
to avoid the sample impoverishment (Yan and Moradkhani, 2016). One 
of the well-known perturbation methods is based on a random walk 
process as follows (Moradkhani et al., 2005b; Moradkhani et al., 2012): 

θi−
t+1 = θi−

t− resamp + εi
t εi

t ∼ N
(
0, sVar

(
θi−

t

))
(8)  

where Var(θi−
t ) is the variance of the prior parameters at the current time 

step and s is a small tuning parameter ranging from 0.005 to 0.025 
(Moradkhani et al., 2012). 

2.3. Particle Markov chain Monte Carlo method 

The particle Markov chain Monte Carlo methods (PMCMC) (e.g. 
Moradkhani et al., 2012; Vrugt et al., 2012) improve upon traditional PF 
method through integrating MCMC steps into the parameter evolution 
process in Eq. (8). The benefit of using MCMC moves is that larger noise 
values can be used since the Metropolis acceptance criterion is employed 
to avoid moving outside the filtering posterior (Moradkhani et al., 
2012). This implies that, even though larger noise values may produce 
larger particle spread and thus have more outlier samples, the Metrop-
olis acceptance criterion is able to detect and eliminate those samples 
from the filtering posteriors. Therefore, introducing MCMC into PF 
procedures can lead to better descriptions for the parameter posteriors 
and also mitigating sample impoverishment. 

In the PMCMC method, a candidate sample/particle would be 
generated through perturbation of the resampled parameters as follows 
(Moradkhani et al. 2012; Yan and Moradkhani, 2016): 

θi,p
t = θi

t− resamp + εi
t εi

t ∼ N
(
0, sVar

(
θi−

t

))
(9) 

The Metropolis acceptance ratio is then employed to determine the 
acceptance of the proposed parameter candidate as follows: 

α = min

[

1,
p
(
xi+

t− 1, θ
i,p
t

⃒
⃒y1:t

)

p
(
xi+

t− 1, θ
i,p
t

⃒
⃒y1:t

)

]

(10) 

If α ≥ U(0, 1), the posterior state (xi+
t ) and parameter (θi+

t ) samples 
can be obtained as: 

xi+
t = xi,p

t , and xi,p
t = g

(
xi+

t− 1,u
i
t, θ

i,p
t

)
+ωt (11)  

θi+
t = θi,p

t (12) 

Otherwise: 

xi+
t = xi

t− resamp and θi+
t = θi

t− resamp (13) 

Then prior weights and prior parameter samples for the next time 
step can be obtained as: 

wi−
t+1 =

1
N

and θi−
t+1 = θi+

t (14) 

The main difference between PF and PMCMC is that the Metropolis 

acceptance ratio is included in PMCMC. This means that, after param-
eters are perturbed through random walk, the candidate samples will be 
judged through the Metropolis acceptance ratio to determine whether 
these samples will be accepted in the parameter posteriors. Such a 
process can eliminate the outlier/abnormal samples generated in the 
random walk process and enhance quantification of parameter poste-
riors in data assimilation. 

2.4. Particle copula Metropolis-Hastings method 

However, one potential challenge for PF and PMCMC approaches is 
that the parameter evolution scheme in Eqs. (8) and (9) can hardly 
consider interdependence among model parameters and thus may in-
fluence the reliability of those two approaches, especially for a long- 
term data assimilation process. To address this challenge, this study is 
going to develop a particle copula Metropolis-Hastings (PCMH) method. 
The major difference between PCMH and previous approaches (PF and 
PMCMC) is that a mixed sample evolution scheme, consisting of 
Gaussian evolution (expressed by Eq. (8)) and copula-based evolution 
schemes, is employed in PCMH to enhance the robustness of the data 
assimilation process. 

Copula functions have been widely used for modelling dependence 
structures among correlated random variables. Since introduced into 
hydrology by Favre et al. (2004), the copula functions have been applied 
to addressing a number of hydrologic issues such as multivariate risk 
analysis for natural hazards (e.g. Sun et al., 2019; Fan et al., 2020; 
Huang and Fan, 2021; Qing et al., 2022), hydrologic simulation (e.g. 
Bárdossy and Hörning, 2016; Fan et al., 2017a), and hydroclimatic 
projections (e.g. Zhou et al., 2018b: Zhang et al., 2021). The copula 
functions are extensively applied in the past decade since, in a copula 
model, the marginal distributions and the dependence model can be 
established in separated processes, giving flexibility in choosing both 
marginal and dependent models (Brechman and Schepsmeier, 2013). A 
number of copula functions are available for low-dimensional cases (e.g. 
two or three), such as such as Gaussian, Student-t and Archimedean 
copulas (Nelsen 2006). For high-dimensional dependent variables, their 
joint distribution can be established through a number of bivariate 
copulas (Aas et al., 2009). The vine copula methods (e.g. C-vine, D-vine) 
have been developed to address the above issue (Brechman and 
Schepsmeier, 2013). 

In PCMH, the parameter interdependence at each time step will be 
quantified through a copula function. A set of samples based on the 
established copula model will be generated. This sample set will be 
mixed with the sample set generated by the Gaussian perturbation 
process (denoted as Eq. (8)) to formulate the candidate samples for the 
next step. The Metropolis acceptance ratio will finally be employed to 
determine whether the candidate sample would be accepted. The 
detailed parameter evolution process is described as follows: 

For the resampled parameter particles θi
t− resamp (i = 1, …, ns, and ns is 

the sample size), the marginal distribution for any parameter θd ∈ θ is 
firstly constructed as:θd ∼ Gd(θ|γd). Here, the nonparametric kernel 
estimator is recommended since the distribution for the resampled 
particles can hardly be quantified through some parametric models (e.g. 
normal distribution). 

The joint probability distribution for the parameter vector θ = (θ1, θ2, 
…, θD) can be established through a vine copula model as follows: 

c1:D(u|η)=
∏D− 1

j=1

∏D− j

i=1
ci,i+j|i+1,...,i+j− 1(F

(
ui
⃒
⃒ui+1,...,ui+j− 1

)
, F

(
ui+j

⃒
⃒ui+1, ...,ui+j− 1

)
|η)

(15)  

ud = Gd
(
θd,t− resamp

⃒
⃒γd

)
(16) 

The new sample set based on the copula model can then be generated 
through two steps: Firstly, the sample set ui,c = (ui,c

1 , ...,ui,c
d )(i = 1, 2, …, 

ns) can be produced through simulation of the copula model denoted in 
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Eq. (15). There are several algorithms to generate samples from a 
multivariate copula model (Aas et al., 2009). Such a process can also be 
implemented based on the R package “CDVine” (Brechmann and 
Schepsmeier, 2013). Secondly, the new samples for the original model 
parameters θd,t (d = 1, 2, …, D) can be generated through their inverse 
probability functions: 

θi,c
d,t = G− 1

d

(
ui,c

d

⃒
⃒γd

)
, d = 1, 2, ...,D (17) 

A second sample set θi,g
t will be generated through the Gaussian 

perturbation scheme expressed as Eq. (8). The candidate samples can 
then be obtained by mixing the sample sets of θi,g

t and θi,c
t (θi,c

t = (θi,c
1,t , ...,

θi,c
D,t)) as follows: 

θi,p
t = rθi,c

t +(1 − r)θi,g
t (18)  

where r is a value between [0, 1]. r = 1 means all the samples are 

Fig. 1. The procedures for the PCMH method.  
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generated through the copula model and r = 0 indicates the Gaussian 
perturbation scheme is merely employed. In this study, r = 0.5 would be 
employed. 

The Metropolis acceptance ratio is then employed to determine the 
acceptance of the candidate parameter samples and generate the pos-
terior distributions for both model parameters and states as expressed by 
Eqs. (10) – (13). The prior weights and parameter samples for the next 
time step are then characterized by Eq. (14). 

Fig. 1 presents the detailed procedure for the proposed PCMH 
method. There are underlying assumptions for the PCMH method: i) the 
parameters in a hydrological model are correlated among each other; ii) 
those correlations may not be well quantified through the multivariate 
Gaussian distribution and thus the multivariate copula need to be 
employed to reflect those interdependence; iii) outlier samples may be 
obtained from either the Gaussian distribution and the copula model and 
thus the Metropolis acceptance criterion is adopted to eliminate those 
unacceptable samples. Particularly for the second assumption, the 
multivariate Gaussian distribution, used to generate the candidate 
samples as presented in Eq. (9), implies that all the posterior distribu-
tions for individual parameters would be normally distributed. How-
ever, such an implication may not be valid in the data assimilation 
process since the posterior samples after assimilating observations may 
have arbitrary random features. Consequently, the Gaussian distribution 
cannot well quantify parameter posteriors and their interdependence in 
the data assimilation process. 

There are a great number of copula functions available to quantify 
complex dependence structures among correlated variables (or param-
eters) such as Gaussian, Student-t, elliptical copula families (e.g., Clay-
ton, Gumbel, Frank) (Brechmann and Schepsmeier, 2013). In this study, 
the vine copula model consisting of Frank copula will be used in the 
developed PCMH model due to the two following reasons: i) the Frank 
copula can reflect both positive and negative interdependence; ii) the 
bivariate copula structure is fixed in the vine copula model can accel-
erate computation since the selection procedure in establishing the vine 
model is neglected. Moreover, we argue that the vine model with fixed 
bivariate copulas is acceptable in PCHM since Metropolis acceptance 
criterion is included to exclude unacceptable samples from the vine 
model. 

3. Synthetic case study 

3.1. Experiment setup 

The applicability of the PCMH method will be firstly demonstrated 
through a conceptual model Hymod, as shown in Fig. 2(a). Hymod is a 
probability-distributed model, and consists of three components 
including a Pareto distribution for reflecting soil storage capacity, a 

slow-flow tank for routing groundwater flow, and three identical quick- 
flow tanks for routing surface flow (Moor, 1985; Fan et al., 2017b). Five 
parameters need to be calibrated/quantified as listed in Table 1. Pre-
cipitation (P (mm/day)) and potential evapotranspiration (ET (mm/ 
day)) are the two inputs required by Hymod. State variables in Hymod 
include: storage in the nonlinear tank representing the watershed soil 
moisture content, the three quick-flow tank storages representing the 
temporary (short-time) detentions, and the slow-flow tank storage 
(subsurface storage) (Moradkhani et al., 2005a). 

The experiment is conducted to demonstrate the capability of the 
PCMH method in quantifying parameter and state uncertainties in 
Hymod. The 1-year synthetic streamflow data are generated by Hymod 
with predefined parameters listed in Table 1, with the real inputs for 
precipitation and potential evapotranspiration. These synthetic 
streamflow data would be considered as the observations in data 
assimilation. Moreover, uncertainties in model inputs (i.e. precipitation 
and potential evapotranspiration) and outputs are characterized by 
random perturbations. For instance, consider an input at time t denoted 
as ut, it can be perturbed as ui

t = ut +ξi
t where ξi

t is the noise added to the 
forcing data to generate the ith sample member. Normal distributed 
errors with standard deviations being 15% of the corresponding mea-
surements will be added to synthetic streamflow and potential evapo-
transpiration data (e.g., ξi

t ∼ N(0,
∑u

t ) and 
∑u

t = γut for the forcing data 
and γ = 0.15), while a log-normal distributed error, with a proportion-
ality factor of 0.15 will be added the precipitation (i.e., ξi

t ∼ logN(0,
∑u

t )

and 
∑u

t = γut). 

3.2. Evaluation criteria 

To evaluate the performance of different data assimilation methods, 

Fig. 2. Frameworks of Hymod, GR4J and IHACRES.  

Table 1 
Model parameters, their fluctuating ranges and predefined values in the syn-
thetic experiment for Hymod.  

Parameter Description Range Parameter values in the 
synthetic experiment 

Cmax 

(mm) 
Maximum storage capacity 
of watershed 

[200, 
700]  

402.2 

bexp Spatial variability of soil 
moisture capacity 

[0.5, 6.5]  4.66 

α Factor distributing flow to 
the quick-flow tank 

[0.1, 0.9]  0.76 

Rs (1/day) Residence time of the slow- 
flow tank 

[0.001, 
0.2]  

0.089 

Rq (1/ 
day) 

Residence time of the 
quick-flow tank 

[0.1, 0.9]  0.52  
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the root-mean-square error (RMSE), and Nash-Sutcliffe efficiency (NSE) 
coefficient and continuous ranked probability score (CRPS) will be used 
in this study, which are respectively formulated as follows (Murphy and 
Winkler, 1987; Wang et al., 2015; Wang and Wang, 2019): 

RMSE =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

1
N

∑N

i=1

(
Qobs,i − Qsim,i

)2

√
√
√
√ (19)  

NSE = 1 −
∑N

i=1

(
Qobs,i − Qsim,i

)2

∑N
i=1

(
Qobs,i − Qobs

)2 (20)  

CRPS =

∫ +∞

− ∞

[
Ff (x) − Fo(x)

]2dx (21)  

where N is the total number of streamflow measurements (or 

Fig. 3. Parameter Evolution through different data assimilation methods: The blue triangles are the true parameter values used in the synthetic experiment; the black 
solid lines are the mean estimations and the cyan regions show the 90% predictive intervals (bracketed by the 5% and 95% quantiles) for different parameters. 

Fig. 4. Parameter correlation in the data assimilation process: (a) parameter correlation at different time steps; (b) the probability of correlation values over the 
whole data assimilation process. 
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predictions), Qobs and Qsim are streamflow observations and model pre-
dictions, respectively, and Qobs is the mean value of observations. Fo and 
Ff are cumulative distribution functions for observations and model 
predictions, respectively. The RMSE and NSE have been widely 
employed for evaluating deterministic predictions from a model, while 
CRPS is a measurement for probabilistic predictions. 

3.3. Results analysis for the synthetic experiment 

The synthetic experiment is initially conducted by PCMH with a 
sample size of 50. In addition, both PF and PMCMC, which have been 
widely adopted in hydrologic data assimilation, have also applied to the 
synthetic experiment as the benchmark approaches. Fig. 3 presents the 
sample evolution of model parameters during the data assimilation 
process by different approaches. It can be noticed that all parameters in 
Hymod would be well identified by PCMH with reasonable fluctuation 
ranges. In comparison, both PF and PMCMC seems to lead to over 
convergence for most model parameters. However, the parameter Rs is 
not identifiable by PF since it generally has significant variation ranges 
in the data assimilation process via PF. This may affect the robustness of 
PF and PMCMC in long-term data assimilation process since the pa-
rameters can hardly be evolved within rational spaces. However, the 
developed PCMH method can effectively rejuvenate model parameters 
and mitigate sample impoverishment within larger spaces than those 
from PF and PMCMC, and thus can help provide reliable results even for 
long-term data assimilation processes. 

In the proposed PCMH method, the copula functions are employed to 
quantify interdependence among model parameters and then generate 
parameter samples under such correlation consideration. These samples 
are mixed with those from Gaussian perturbation to generate the 
candidate parameter particles. The above processes imply that the 
parameter samples in a hydrological model are correlated during their 
evolution in data assimilation. To verify this assumption, the parameter 
correlation at different time steps in data assimilation is presented in 
Fig. 4(a). It can be observed that as the data assimilation proceeds, the 
five parameters (i.e., Cmax, bexp, α, Rs, Rq) in Hymod would show visible 
correlation with some of them highly correlated at some time steps. 
Also, the correlation values among those parameters are varied as the 
data assimilation process continues, which may change from positive 
correlation to negative correlation. Fig. 4(b) presents the probabilities of 
correlation values among those five parameters in the data assimilation 
process in which the dashed red lines show the thresholds of − 0.1 and 
0.1. Moreover, Fig. 4(c) present the ratios of the parameter correlations 

larger than 0.1 or smaller than − 0.1 over the data assimilation process. 
The results indicate that, during the data assimilation process, the model 
parameters would be significantly correlated among each other at most 
time steps. The highest ratio (larger than 0.1 or smaller than − 0.1) of 
significant correlation appears between Cmax and α with a ratio of about 
65%, while the lowest ratio of significant parameter correlation is 
observed between Rs and Rq but such a ratio can still be more than 48%. 
Consequently, parameter correlation needs to be considered in the data 
assimilation process. Nevertheless, the parameter posteriors can hardly 
be normally distributed after data assimilation. Fig. S1 presents the 
histograms of parameter posteriors at different time periods. The results 
indicate that the parameter posteriors would be generally skewed 
distributed which would be unable to be modelled through Gaussian and 
multivariate Gaussian distributions. Consequently, it is desired to 
quantify those parameter correlation by the copula functions during the 
data assimilation process. 

For the performances of the three data assimilation approaches (i.e. 
PCMH, PF and PMCMC) in the synthetic experiment, Fig. 5 show com-
parisons between predictions of streamflow and two state variables (i.e. 
Xloss and Xslow) from different approaches with the corresponding true 
values. The results indicate that the predictive means for streamflow 
from all the three approaches can well track the variations of the syn-
thetic observations. Moreover, the predictive intervals bounded by 5% 
and 95% quantiles can bracket most observations. The PCMH approach 
may produce relatively larger predictive intervals than those from PF 
and PMCMC during high-flow periods. This can be generally attribute to 
the larger parameter ranges obtained by PCMH, as shown in Fig. 3. For 
the nonlinear tank storage (i.e. Xloss) which represents the soil moisture 
content, both the predictive means and 90% predictive intervals agree 
well with the corresponding true values in the synthetic experiment. 
Also, PCMH would generate relatively larger predictive intervals due to 
wider parameter ranges than those from PF and PMCMC. For the slow 
tank storage (i.e. Xslow), it can be observed that the PCMH performed 
slightly worse than PF and PMCMC, which lead to underestimation for 
high slow tank storages. One possible reason is that the state variable 
Xslow may not be highly correlated with the streamflow rate in the 
hydrology model (i.e., Hymod) and thus the accurate streamflow pre-
diction does not necessary lead to accurate quantification for Xslow. 
Fig. 6 compared the prediction accuracy evaluated by NSE between the 
Xslow and streamflow in the synthetic experiment in 20 replications. It 
can be seen that the prediction for Xslow is most likely unacceptable 
even though NSE value for streamflow predication higher than 0.9. 
Consequently, the worse Xslow prediction from PCMH as presented in 

Fig. 5. Comparison between synthetic values and predictions from PCMH, PF and PMCMC: the red stars show the synthetic values for streamflow, nonlinear tank 
storage (i.e. Xloss) and slow tank storage (Xslow); the black solid lines are the predictive means and the cyan regions exhibit the 90% predictive intervals (bracketed 
by the 5% and 95% quantiles). 
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Fig. 5 may possibly be resulted from the poor correlation between 
streamflow rate and the state variable in Hymod. 

To further demonstrate the applicability of the proposed PCMH 
approach, we have run PCMH, as well as PF and PMCMC for the syn-
thetic experiment under different sample size scenarios. In details, 
sample size scenarios of {20, 50, 100, 200, 500} are adopted with each 
scenario being run 20 times by PCMH, PF and PMCMC. This means that 
for one sample size scenario, all the three data assimilation approaches 
would be run independently for 20 times (i.e., generate different parti-
cles in different runs). The purpose for running multiple times for 
different approaches is to evaluate the robustness for those methods in 
uncertainty quantification. The boxplots in Fig. 7 exhibit the perfor-
mance variations of NSE, RMSE and CRPS for PCMH, PF and PMCMC for 
different runs under different sample sizes. In this figure, the x-axis in-
dicates the sample scenarios whilst the y-axis shows the values of NSE, 
RMSE or CRPS. The indices of NSE and RMSE evaluate the accuracy for 
deterministic predictions and thus the mean prediction at each time step 
(i.e., Qsim in Eqs. (19) and (20)) would be adopted to calculate these two 
indices. In comparison, the CRPS reflects the accuracy in probabilistic 
predictions. Therefore, the ensemble predictions in each time step would 
be used to calculate Ff and the perturbed observations are employed to 

generate the value of Fo. Based on the above procedures, each run would 
generate one set values for NSE, RMSE and CRPS and 20 sets would then 
be obtained for each sample scenario. The boxplot is adopted to display 
the minimum, maximum, median, first and third quantiles for the 20 
values for each index. 

Based on the results in Fig. 6, we can conclude that the performances 
of PCMH show less variation than PF and PMCMC under small sample 
sizes. Moreover, Table S1 presents the performances of the three data 
assimilation approaches evaluated by NSE, RMSE and CRPS under 
different sample sizes. The results suggest that, for large sample size 
scenarios such as 200 and 500, all the methods performed quite well 
with high NSE values and low RMSE and CRPS values. These perfor-
mances would not vary significantly for different runs. For small sample 
size scenarios such as 20 and 50, PF and PMCMC can generate accurate 
results with NSE larger than 0.95, but they may also produce unac-
ceptable results with NSE values less than 0.5. In comparison, the 
developed PCMH method can produce reliable predictions even for 
small sample sizes. For instance, NSE values for PCMH range from 0.779 
to 0.976 for different runs under the sample size of 20, while the NSE 
values for PF and PMCMC vary within [0.276, 0.997] and [0.400, 
0.994], respectively. This demonstrates that the proposed PCMH 

Fig. 6. Comparison of prediction accuracy between the slow tank storage (Xslow) and the streamflow under different data assimilation schemes.  
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method shows more robustness than PF and PMCMC, especially for 
small sample size scenarios. 

Moreover, it is visible from Fig. 7 and Table S1 that the performance 
of PCMH may be slightly worse than PF and PMCMC for some larger 
sample scenarios. The performance of PCMH is affected by different 
factors such as the copula function in the vine model as well as the 
mixing rate (i.e., r in Eq. (18)). We initially used the Frank copula in the 
vine model to quantify the interdependence among model parameters 
and set r = 0.5 to mix the samples from copula and Gaussian pertur-
bation. Such a setting may not lead to the better predictions from PCMH. 
Consequently, the PCMH with different settings on copula structure and 
sample mixing rate would be further tested and compared with PF and 
PMCMC to explore the impacts of these two factors. In detail, for the 
copula structure, the PCMH can use i) fixed copula functions in the vine 
model (e.g., Frank copula) or ii) the best copula function selected 
through the Akaike information criterion. The mixing rate r in Eq. (18) 
would be specified as i) r = 0.5 for the whole data assimilation process or 
ii) r = 0.5 when all correlation coefficients among parameters are larger 
than 0.05 and otherwise r = 0.05. Figs. S2 – S4 exhibit the performances 
of PCMH under different settings and their comparisons with the results 
from PF and PMCMC. It is visible that the PCMH can produce better 
streamflow predictions than those from PF and PMCMC with small 
sample size scenarios. As the sample size increases, the PCMH with 
copula selection but a fixed mixing rate, as shown in Fig. S3, may not 

perform as good as PF and PMCMC. However, the PCMH with varied 
sample mixing rate (i.e., r = 0.05 or 0.5) can generated comparable 
predictions with those from PF and PMCMC for large sample sizes, as 
presented in Figs. S2 and S4. This also implies that the copula structure 
in the vine model may not have a significant effect on the performance of 
PCMH. Therefore, the fixed copula function (e.g., Frank) is recom-
mended in the vine model to quantify parameter interdependence in the 
data assimilation process. 

4. Real case study 

4.1. Overview of the catchment 

The applicability of PCMH would be further demonstrated through a 
long-term data assimilation problem at the River Ouse. The River Ouse is 
located in North Youksire, which as a mainstream length of 208 km, 
making it the sixth longest river of the United Kingdom and the longest 
to flow entirely in one county. Fig. 8 shows the location of the River 
Ouse. The River Ouse flows from northwest to southeast, with the alti-
tude ranging from 5.6 m to 714.3 m. The catchment is mostly covered by 
grassland (43.92%) and arable/horticultural crops (31.34%), with some 
parts covered by mountain, heath and bog plants as well as woodland. 
This catchment has mixed geological structures, mainly consisting of 
moderate permeability bedrocks and mixed permeability superficial 

Fig. 7. Performance variations for PCMH, PF and PMCMC for different runs under different sample size scenarios.  

Fig. 8. Location of the River Ouse (Source: Center of Ecology and Hydrology, https://nrfa.ceh.ac.uk/data/station/info/27009).  
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deposits, as well as highly permeable bedrocks in lower reaches. The 
streamflow records from 1997 to 2006 at the Gauge station in Skelton 
are adopted in this study. The associated precipitation data are also 
obtained from the National River Flow Archive (https://nrfa.ceh.ac.uk/) 
and the potential evapotranspiration data are obtained through aver-
aging the historic gridded potential evapotranspiration developed by 
Tanguy et al. (2017). 

4.2. Hydrologic models 

In addition to the Hymod used in the synthetic experiment, two more 
hydrologic models, GR4J and IHACRES will also be employed to 
comprehensively demonstrate the applicability of the developed PCMH 
method. The GR4J model is a lumped hydrologic model with four pa-
rameters and can be run in daily scale. The structure of GR4J is shown in 
Fig. 2(b), in which it consists of an interception reservoir is employed to 
intercept rainfall and potential evapotranspiration, a soil moisture ac-
counting procedure is adopted to generate effective rainfall, and a water 
exchange term used to model water losses to or gains from deep aquifers. 
The GR4J model also has a routing module including two flow compo-
nents with constant volumetric split (10–90%), two unit hydrographs, 
and a non-linear routing store (as shown in Fig. 2(b)). More details about 
GR4J can be found in some literates (e.g. Perrin et al., 2003; Westra 
et al., 2014; Smith et al., n.d.). 

The IHACRES model (Jakeman et al., 1990; Jakeman and Horn-
berger, 1993) is another conceptual rainfall-runoff model to be 
employed in this study. It typically has unknow parameters ranging 
between 5 and 7 parameters. The IHACRES model has many versions, 
developed by a number of studies (e.g. Viney et al. 2009; Vaze et al. 
2010; Shin et al., 2013; Shin et al., 2015). In this study, the catchment 
moisture deficit (CMD) version developed by Croke and Jakeman (2004) 
as it has been recognized to have more physical meaning for the pa-
rameters (Shin and Kim, 2017). As shown in Fig. 2(c), the CMD-based 
IHACRES model is composed of two modules, in which a nonlinear 
module is adopted to generate effective rainfall as well as the CMD 
output, and the linear module is employed to translate effective rainfall 
into streamflow by routing it through two parallel linear stores based on 

Table 2 
Model parameters for GR4J and IHACRES.  

Models Parameter Description Range 

GR4J X1 (mm) Capacity of the production soil (SMA) store [100, 
1200] 

X2 (mm) Groundwater exchange coefficient [-5, 3] 
X3 (mm) Capacity of the routing store [20, 

300] 
X4 (day) Time parameter for unit hydrographs [0.5, 4]  

IHACRES τq (day) Time constant governing the rate of 
recession of quickflow 

[0.5, 10] 

τs (day) Time constant governing rate of recession of 
slowflow, τq < τs 

[10, 
350] 

Vs The proportion of slow flow to total flow [0, 1] 
d (mm) CMD threshold for producing flow [50, 

550] 
e Conversion parameter from potential 

evapotranspiration to actual 
evapotranspiration 

[0.01, 
1.5] 

f CMD stress threshold as a proportion of d [0.01, 3]  

Fig. 9. Comparison between observations and predictions from different hydrologic models quantified by different data assimilation techniques: the red points show 
the real observations, the black solid lines indicate the predictive means and the cyan belts exhibit the 90% predictive intervals. 
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the instantaneous unit hydrograph theory (Croke and Jakeman, 2007). 
Table 2 presents the model parameters in GR4J and IHACRES. There 

are four unknow model parameters (defined as X1 – X4) in GR4J model. 
There are also other modified versions of GR4J with five and six pa-
rameters (i.e. GR5J and GR6J), but the four-parameter model (i.e. GR4J) 
will be adopted in this study. The precipitation and potential evapo-
transpiration with a daily scale will be used as the inputs for GR4J. The 
IHACRES model would have different parameters for different versions. 
In current study, six parameters will need to be estimated for the CMD- 
based IHACRES model, as presented in Table 2. The IHACRES model can 
be run based on different inputs such as precipitation, temperature and 
evapotranspiration. Similar with GR4J and Hymod, the precipitation 
and potential evapotranspiration will be adopted to force the IHACRES 
model. 

4.3. Results analysis for the real-case study 

The developed PCMH method, as well as PF and PMCMC are 
employed to quantify uncertainties in the hydrologic models of Hymod, 
GR4J and IHACRES on streamflow predictions for the River Ouse. A 
proportional factor of 0.15 is adopted for the random errors to be added 
to inputs and outputs to reflect their inherent uncertainties, in which the 
normal distributed errors are used for potential evapotranspiration and 
streamflow whilst the log-normal distributed error is used for 

precipitation. Moreover, a total number of 10-year data (1997–2006) 
are employed to demonstrate the applicability of PCMH in hydrological 
data assimilation processes. All the three data assimilation methods are 
run with a sample size of 100. Fig. S5 presents the flowchart for the real- 
case experiment. 

Fig. 9 exhibits the comparison between observations and predictions 
from different hydrologic models quantified by different data assimila-
tion techniques, in which the solid lines indicate the mean prediction at 
each time step from data assimilation and the cyan region shows the 
corresponding 90% predictive interval bounded by the by the 5% and 
95% quantiles of the streamflow prediction samples. The first column 
shows the performances of PCMH, PF and PMCMC on the Hymod. The 
results indicate that the predictive means from PCMH can well track the 
variations of real streamflow records, while in comparison, both PF and 
PMCMC have led to underestimation for many high flow records. 
Moreover, the 90% predictive intervals from PCMH can well bracket the 
real observations even though large predictive intervals can be observed 
at some high flow periods. Similar with the deterministic predictions, PF 
and PMCMC also generate underestimation for probabilistic predictions 
at high flow periods, which cannot cover the corresponding observa-
tions. For the GR4J model, predictions from both PCMH and PF agree 
well with most observations except overestimations from high flows. But 
PCMH seems to produce slightly higher overestimations than PF. 
However, the PMCMC method would produce underestimation for both 
deterministic and probabilistic predictions at many high flow periods, 
which is similar with results from Hymod. For the IHACRES model as 
shown in the last column of Fig. 9, it can be observed that all the three 
approaches perform well without noticeable discrepancy between pre-
dictions and observations. Also, the 90% predictive intervals from 
PCMH, PF and PMCMC would well bracket the corresponding obser-
vations. In general, the developed PCMH method performed well on all 
the three hydrologic models, while the PF method produced un-
derestimations for Hymod at some high flow periods and PMCMC also 
generated underestimations for Hymod and IHACRES at some high flow 
periods. This can demonstrate the robustness of the developed PCMH 
method on applications to different hydrologic models. 

To further demonstrate the reliability of PCMH, we have run PCMH, 
PF and PMCMC for different hydrological models with different input 

Table 3 
Uncertainty scenarios in model inputs, outputs and sample sizes.  

Scenarios Proportional 
factor for PET 

Proportional 
factor for 
precipitation 

Proportional 
factor of 
observation 

Sample 
size 

1  0.15  0.15  0.15 50 
2  0.15  0.15  0.15 100 
3  0.15  0.15  0.15 200 
4  0.25  0.25  0.25 50 
5  0.25  0.25  0.25 100 
6  0.25  0.25  0.25 200 
7  0.35  0.35  0.35 50 
8  0.35  0.35  0.35 100 
9  0.35  0.35  0.35 200  

Fig. 10. Variations of NSE coefficients for PCMH, PF and PMCMC on different models under different uncertainty scenarios: {1, 2, …, 9} on x-axis indicate the 
uncertainty scenarios presented in Table 3. 
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and output uncertainties, as well as different sample sizes. In detail, a 
total number of 9 scenarios, as presented in Table 3, have been designed 
with different uncertainties in model inputs, outputs and sample sizes. 
Moreover, 10 runs will be conducted for each scenario to reveal the 
robustness of PCMH, PF and PMCMC. 

The boxplot shown in Fig. 10 exhibit the variations of NSE co-
efficients for PCMH, PF and PMCMC on different models under different 
uncertainty scenarios. Here the NSE value is generated by comparing the 
mean predictions and observations through Equation (20). Under each 

scenario, 10 runs were performed for a data assimilation (i.e., PCHM, PF 
or PMCMC) method on a hydrological model (i.e., Hymod, GR4J, or 
IHACRES) and thus 10 NSE values would be correspondingly obtained. 
It can be concluded that the PCMH would generate reliable predictions 
with acceptable variations even for the IHACRES model with small 
sample sizes (e.g. Scenario 1, 4 and 7). In comparison, both PF and 
PMCMC show remarkable variations for their performances on all the 
three hydrological models, especially under small sample size scenarios. 
Table S2 presents the performances of PCMH, PF and PMCMC on 

Fig. 11. Variations of RMSE for PCMH, PF and PMCMC on different models under different uncertainty scenarios: {1, 2, …, 9} on x-axis indicate the uncertainty 
scenarios presented in Table 3. 

Fig. 12. Variations of CRPS for PCMH, PF and PMCMC on different models under different uncertainty scenarios: {1, 2, …, 9} on x-axis indicate the uncertainty 
scenarios presented in Table 3. 
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deterministic predictions evaluated by the NSE coefficient for different 
hydrologic models under different running scenarios. For one specific 
uncertainty scenario, the PCMH can produce acceptable predictions 
even for multiple replicates, indicating the reliability of the PCMH 
method. As presented in Table S2, the worst case of PCMH occurred for 
the scenarios of (0.15, 0.15, 0.15, 50). Nevertheless, the predictions 
from PCMH are still satisfactory with the NSE coefficient ranging be-
tween 0.534 and 0.781. In comparison, the PF and PMCMC would have 
chances to generate unacceptable predictions with the NSE coefficient 
being as low as around 0.3. Moreover, the proposed PCMH approach 
seems not to be influenced remarkably by uncertainties in inputs, out-
puts and sample sizes, with the NSE coefficient varying within [0.72, 
0.80] for Hymod, [0.70, 0.87] for GR4J and [0.53, 0.79] for IHACRES. 
In comparison, the performances of PF and PMCMC would vary signif-
icantly for different uncertainty scenarios. Even though they may pro-
duce better results (e.g. an NSE coefficient larger than 0.82 for PMCMC 
on Hymod) than PCMH, their performances are not as robust as PCMH 
and they may also generate unacceptable predictions with the NSE co-
efficient as low as 0.2 for some cases. These conclusions are consistent 
with the results in Fig. 10. 

Fig. 11 and Table S3 show the performances, evaluated by RMSE, of 
PCMH, PF and PMCMC on different hydrologic models under different 
uncertainty scenarios. Here the RMSE values for GR4J are significantly 
smaller than those for Hymod and IHACRES. This is because that the 
outputs of GR4J are denoted as streamflow depth in mm, where the 
outputs from Hymod and IHACRES are expressed as streamflow volume 
in m3/s. We can observe low RMSE values with small variations for 
PCMH, especially on the hydrologic models of Hymod and GR4J. In 
comparison, the performances of PF and PMCMC would vary remark-
ably, which may lead to inaccurate predictions even for a small size of 
200. 

In addition to deterministic predictions, one of the attractive ad-
vantages for PCMH, PF and PMCMC is that they can also produce 
probabilistic predictions, which can be adapted for future risk in-
ferences. The probabilistic predictions from the three data assimilation 
methods on different hydrologic models are evaluated by CRPS 
expressed as Eq. (21). Table S4 and Fig. 12 exhibit the performance 
variations of PCMH, PF and PMCMC for probabilistic predictions 
through different hydrologic models. Similar with RMSE values, the 
CRPS values from GR4J model is not comparable with those from 
Hymod and IHACRES since the outputs from GR4J are denoted as 
streamflow depth in mm. From Table S4 and Fig. 9, we can observe the 
robustness of PCMH on different hydrologic models for generating 
probabilistic predictions under different uncertainty scenarios. In detail, 
the CRPS values ranged between 11.2 and 13.5 for PCMH on Hymod, 
between 0.22 and 0.37 for GR4J, and between 16.6 and 31.6 for IHA-
CRES. There are large discrepancies between the CRPS values from 
GR4J and those from Hymod and IHACRES. This is because that the 

CRPS from GR4J is calculated based on the streamflow depth whilst this 
index for the other two models is generated based on streamflow rate. In 
comparison, as presented in Fig. 12, even though PF and PMCMC can 
produce reliable probabilistic predictions through GR4J model under 
some uncertainty scenarios (e.g. Scenarios 6 to 9 for PMCMC and Sce-
narios 3, 5, 6, 8, 9 for PF), they would have much more chances to 
generate discrepant results than PCMH. 

To demonstrate the applicability of the proposed PCMH method, a 
total number of nine scenarios have been designed with each running 10 
times through three hydrologic models (i.e. Hymod, GR4J, IHACRES). 
Consequently, we have run 270 replicates for PCMH, as well as PF and 
PMCMC. Fig. 13 exhibits the performance variations for all the repli-
cates evaluated by NSE coefficient, RMSE and CRPS. Here, the RMSE 
and CRPS values for GR4J, evaluated in streamflow depth as shown in 
Tables S3 and S4 and Figs. 11 and 12, are converted into streamflow rate 
in order to make them comparable with those from Hymod and IHA-
CRES. The results indicate that the proposed PCMH approach would 
lead to sharp distributions for its performance variations, while in 
comparison, the PF and PMCMC methods would have much flatter 
distributions. In detail, the mean values and the associated variation 
intervals of NSE over the total 270 runs for PCMH, PF and PMCMC are 
0.752 (with a variation interval of [0.534, 0.866]), 0.661 (with a vari-
ation interval of [0.080, 0.879]), and 0.655 (with a variation interval of 
[0.247, 0.824]), respectively. Similarly, for the probabilistic predictions, 
the mean values and fluctuation ranges from PCMH, PF and PMCMC are 
respectively 15.215 ([8.624,31.549]), 18.758 ([8.595, 43.536]), 19.308 
([10.848, 37.799]). These results suggest that the proposed PCMH 
method is more robust than PF and PMCMC in generating reliable hy-
drologic predictions and seems to be influenced less by the hydrologic 
models to be used, uncertainty scenarios, and its inherent replicates. 

5. Discussion 

In the proposed PCMH method, the new particles for model param-
eters are evolved through a mixed sampling scheme consisting of both 
Gaussian perturbation (i.e. Eq. (9)) and copula sampling (i.e. Eqs. (15) to 
(17)) methods. The vine copula approach is introduced into PCMH to 
reflect parameter interdependence among model parameters and the 
Gaussian perturbation approach aims to enhance the chosen chances for 
the particles around posterior samples. The proposed PCMH method can 
rejuvenate model parameters in wider spaces than those of PF and 
PMCMC, and effectively alleviate the sample impoverishment, espe-
cially in long-term data assimilation processes. 

The CopPF method proposed by Fan et al. (2017b) has already 
introduced copula-based sample scheme into data assimilation through 
Particle Filter. However, the proposed PCMH is significantly different 
from CopPF. In PCMH, the candidate samples are generated by mixing 
the samples from Gaussian perturbation (i.e. Eq. (9)) and vine copula (i. 

Fig. 13. The overall performances of PCMH, PF and PMCMC: a total number of 270 replicates are conducted by each data assimilation (i.e. 3×9×10, consisting of 
three hydrologic models, nine scenarios, and ten runs for each scenarios). 
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e. Eqs. (15) to (17)) methods, and the Metropolis acceptance ratio is then 
employed to determine the acceptance of the candidate samples. Such a 
scheme can (i) balances possible extreme samples from the vine copula 
method, and (ii) remove unacceptable samples through the Metropolis 
ratio. In comparison, all new sample would be from either the copula 
method or the Gaussian perturbation method in CopPF, which suggests 
extreme samples from the outlier of the copula model (even though not 
too many) may exist in parameter evolution, especially for large sample 
sizes. 

Table 4 present the performances of PCMH and CopPF through 
Hymod with a proportional factor of 0.15 for reflecting uncertainties in 
model inputs and outputs, and sample sizes of 50, 100 and 200. More-
over, 10 replicates have been conducted for CopPF to make the results 
comparable with those from PCMH. The results indicate that the CopPF 
is also able to generate reliable predictions under different sample size 
scenarios. However, compared with PCMH, the CopPF performed 
slightly worse in both deterministic and probabilistic predictions. 
Moreover, the CopPF seems to be less robust than PCMH, especially 
under large sample size scenarios. For instance, the NSE values from 
CopPF range between 0.740 and 0.804 for a sample size of 50, and be-
tween 0.671 and 0.789 for a sample size of 200, while in comparison, the 
proposed PCMH in this study would bring NSE values respectively 
ranging within [0.768, 0.782] and [0.775, 0.801]. This is mainly 
because that the CopPF would have more chances to involve abnormal 
(or extreme) samples generated by the copula sampling scheme 
(expressed by Eqs. (15) to (17)), and also it does not have a mechanism 
remove those abnormal samples. 

6. Conclusions 

In this study, a particle copula Metropolis-Hastings (PCMH) 
approach has been proposed to provide reliable predictions in hydro-
logical data assimilation. The proposed PCMH approach can improve 
the hydrological data assimilation process through a mixed sample 
evolution scheme consisting of Gaussian evolution (expressed by Eq. 
(8)) and copula-based evolution schemes. The Metropolis ratio is then 
employed to determine the acceptance of the candidate samples. The 
developed PCMH method is able to rejuvenate model parameters in 
wider spaces than those of PF and PMCMC, and effectively alleviate the 
sample impoverishment, especially in long-term data assimilation 
processes. 

The applicability of the PCMH approach was comprehensively 
demonstrated at the River Ouse in UK, through three hydrological 
models and different uncertainty settings in inputs, outputs and sample 
sizes. A total number of nine scenarios consisting of different uncertainty 
settings in model inputs, outputs and sample sizes are designed, with 
each scenario being replicating for 10 times for each hydrological 
model. The obtained results indicate that the PCMH approach can 
generally generate reliable predictions for all hydrological models, with 
the NSE values larger than 0.53 for all 270 runs. Particularly, the PCMH 

method shows more robustness than traditional PF and PCMCM 
methods, which can produce better NSE, RMSE, and CRPS values with 
narrower fluctuation ranges than those from PF and PMCMC. Moreover, 
compared with the CopPF approach, the developed PCMH method can 
bring more robust results, especially under large sample size scenarios. 
This is mainly due to the capabilities of PCMH in balancing possible 
extreme samples from the copula sampling procedure by the mixed 
evolution scheme, and also removing unacceptable samples through the 
Metropolis ratio method. 

This study has demonstrated that the proposed PCMH approach can 
generate more reliable predictions in hydrological data assimilation. 
Even though only the conceptual models have been tested for the PCMH 
method, this method can also be applicable for complex hydrological or 
land surface models. However, one challenge for the application of 
PCHM is that, when a large number of parameters are included in hy-
drological or land surface models, it may be complex and time 
consuming to quantify intercedence among those model parameters. 
Nevertheless, this issue can be resolved through the following ideas: i) 
parameter correlation screening is introduced, and the vine copula 
models are built for those highly correlated parameters whilst the others 
are sampled independently; ii) the vine copula models are used for the 
parameters in the same module/component or the same grid for com-
plex models and thus different vine copula models will be used to 
quantify parameter interdependence in different modules or grids. 
Moreover, it can be observed from the results that, even for the same 
data assimilation method, it will produce predictions with different 
accuracies from different hydrological models under different un-
certainties in inputs, outputs, and sample sizes. It is apparent that the 
predictions from data assimilation would be influenced by various fac-
tors such as the hydrological models and DA methods to be used, as well 
as uncertainties in inputs, outputs and sample sizes. However, currently 
it is not clear which factor would pose dominant effects on the pre-
dictability of the data assimilation. This issue is to be investigated in our 
companion paper (Fan et al., 2022). 
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Table 4 
The performance comparison between PCMH and CopPF under different sample size scenarios.  

Criteria Sample size PCMH CopPF 

Mean Min Max Mean Min Max 

NSE 50  0.775  0.768  0.782  0.774  0.740  0.804 
100  0.785  0.773  0.797  0.762  0.712  0.783 
200  0.784  0.775  0.801  0.750  0.671  0.789  
50  29.486  29.027  29.972  29.527  27.553  31.698  

RMSE 100  28.803  28.025  29.635  30.342  28.956  33.362  
200  28.870  27.712  29.497  31.002  28.556  35.678  
50  12.838  12.096  13.453  15.825  15.077  17.747  

CRPS 100  12.046  11.438  12.662  15.462  14.408  17.725  
200  11.919  11.298  12.625  15.327  13.412  19.567  
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Appendix A. Supplementary data 

Supplementary data to this article can be found online at https://doi. 
org/10.1016/j.jhydrol.2022.128163. 
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Perrin, C., Michel, C., Andréassian, V., 2003. Improvement of a parsimonious model for 

streamflow simulation. J. Hydrol. 279, 275–289. https://doi.org/10.1016/s0022- 
1694(03)00225-7. 

Qing, Y., Wang, S., Ancell, B., Yang, Z.L., 2022. Accelerating flash droughts induced by 
the joint influence of soil moisture depletion and atmospheric aridity. Nature 
Communications 13, 1139. 

Renard, B., Kavetski, D., Kuczera, G., Thyer, M., Franks, S.W., 2010. Understanding 
predictive uncertainty in hydrologic modeling: The challenge of identifying input 
and structural errors. Water Resour. Res. 46, W05521. https://doi.org/10.1029/ 
2009WR008328. 

Salamon, P., Feyen, L., 2010. Disentangling uncertainties in distributed hydrological 
modeling using multiplicative error models and sequential data assimilation. Water 
Resources Research 46, W12501. https://doi.org/10.1029/2009WR009022. 

Shen, Z., Tang, Y., 2015. A modified ensemble Kalman particle filter for non-Gaussian 
systems with nonlinear measurement functions. J. Adv. Model. Earth Syst. 7, 50–66. 
https://doi.org/10.1002/2014MS000373. 

Shin, M.-J., Guillaume, J.H.A., Croke, B.F.W., Jakeman, A.J., 2013. Addressing ten 
questions about conceptual rainfall-runoff models with global sensitivity analyses in 
R. J. Hydrol. 503, 135–152. 

Shin, M.-J., Guillaume, J.H.A., Croke, B.F.W., Jakeman, A.J., 2015. A review of 
foundational methods for checking the structural identifiability of models: results for 
rainfall-runoff. J. Hydrol. 520, 1–16. 

Shin, M.-J., Kim, C.-S., 2017. Assessment of the suitability of rainfall–runoff models by 
coupling performance statistics and sensitivity analysis. Hydrology Research 48 (5), 
1192–1213. 

Smith K.A., Barker L.J., Tanguy M., Parry S., Harrigan S., Legg T.P., Prudhomme C., and 
Hannaford J., A multi-objective ensemble approach to hydrological modelling in the 
UK: an application to historic drought reconstruction, Hydrol. Earth Syst. Sci., 23, 
3247–3268. 

Sun, C.X., Huang, G.H., Fan, Y.R., Zhou, X., Lu, C., Wang, X.Q., 2019. Drought occurring 
with hot extremes: changes under future climate change on Loess Plateau, China. 
Earth’s Future (AGU) 7, 587–604. https://doi.org/10.1029/2018EF001103. 

Tanguy, M., Prudhomme, C., Smith, K., Hannaford, J., 2017. Historic Gridded Potential 
Evapotranspiration (PET) based on temperature-based equation McGuinness-Bordne 
calibrated for the UK (1891–2015). NERC Environmental Information Data Centre. 
https://doi.org/10.5285/17b9c4f7-1c30-4b6f-b2fe-f7780159939c. 

Y.R. Fan et al.                                                                                                                                                                                                                                   

https://doi.org/10.1016/j.jhydrol.2022.128163
https://doi.org/10.1016/j.jhydrol.2022.128163
http://refhub.elsevier.com/S0022-1694(22)00737-5/h0005
http://refhub.elsevier.com/S0022-1694(22)00737-5/h0005
https://doi.org/10.1016/j.advwatres.2017.11.011
https://doi.org/10.1029/2018WR023629
https://doi.org/10.1029/2018WR023629
http://refhub.elsevier.com/S0022-1694(22)00737-5/h0020
http://refhub.elsevier.com/S0022-1694(22)00737-5/h0020
http://refhub.elsevier.com/S0022-1694(22)00737-5/h0020
http://refhub.elsevier.com/S0022-1694(22)00737-5/h0025
http://refhub.elsevier.com/S0022-1694(22)00737-5/h0025
http://refhub.elsevier.com/S0022-1694(22)00737-5/h0025
http://refhub.elsevier.com/S0022-1694(22)00737-5/h0030
http://refhub.elsevier.com/S0022-1694(22)00737-5/h0030
https://doi.org/10.1017/CBO9780511535734.005
https://doi.org/10.1017/CBO9780511535734.005
https://doi.org/10.3808/jei.201900413
https://doi.org/10.3808/jei.201900413
http://refhub.elsevier.com/S0022-1694(22)00737-5/h0040
http://refhub.elsevier.com/S0022-1694(22)00737-5/h0040
http://refhub.elsevier.com/S0022-1694(22)00737-5/h0045
http://refhub.elsevier.com/S0022-1694(22)00737-5/h0045
http://refhub.elsevier.com/S0022-1694(22)00737-5/h0050
http://refhub.elsevier.com/S0022-1694(22)00737-5/h0050
http://refhub.elsevier.com/S0022-1694(22)00737-5/h0050
http://refhub.elsevier.com/S0022-1694(22)00737-5/h0050
http://refhub.elsevier.com/S0022-1694(22)00737-5/h0055
http://refhub.elsevier.com/S0022-1694(22)00737-5/h0055
http://refhub.elsevier.com/S0022-1694(22)00737-5/h0055
http://refhub.elsevier.com/S0022-1694(22)00737-5/h0060
http://refhub.elsevier.com/S0022-1694(22)00737-5/h0060
http://refhub.elsevier.com/S0022-1694(22)00737-5/h0060
http://refhub.elsevier.com/S0022-1694(22)00737-5/h0060
http://refhub.elsevier.com/S0022-1694(22)00737-5/h0065
http://refhub.elsevier.com/S0022-1694(22)00737-5/h0065
http://refhub.elsevier.com/S0022-1694(22)00737-5/h0065
http://refhub.elsevier.com/S0022-1694(22)00737-5/h0070
http://refhub.elsevier.com/S0022-1694(22)00737-5/h0070
http://refhub.elsevier.com/S0022-1694(22)00737-5/h0070
https://doi.org/10.1016/j.jhydrol.2022.128136
https://doi.org/10.1029/2003WR002456
http://refhub.elsevier.com/S0022-1694(22)00737-5/h0090
http://refhub.elsevier.com/S0022-1694(22)00737-5/h0090
http://refhub.elsevier.com/S0022-1694(22)00737-5/h0090
http://refhub.elsevier.com/S0022-1694(22)00737-5/h0095
http://refhub.elsevier.com/S0022-1694(22)00737-5/h0095
http://refhub.elsevier.com/S0022-1694(22)00737-5/h0095
https://doi.org/10.5194/hess-22-5759-2018
https://doi.org/10.3808/jei.201900421
https://doi.org/10.3808/jei.201900421
https://doi.org/10.3808/jei.202100462
http://refhub.elsevier.com/S0022-1694(22)00737-5/h0105
http://refhub.elsevier.com/S0022-1694(22)00737-5/h0105
http://refhub.elsevier.com/S0022-1694(22)00737-5/h0110
http://refhub.elsevier.com/S0022-1694(22)00737-5/h0110
http://refhub.elsevier.com/S0022-1694(22)00737-5/h0110
http://refhub.elsevier.com/S0022-1694(22)00737-5/h0115
http://refhub.elsevier.com/S0022-1694(22)00737-5/h0115
http://refhub.elsevier.com/S0022-1694(22)00737-5/h0115
http://refhub.elsevier.com/S0022-1694(22)00737-5/h0115
http://refhub.elsevier.com/S0022-1694(22)00737-5/h0130
http://refhub.elsevier.com/S0022-1694(22)00737-5/h0130
http://refhub.elsevier.com/S0022-1694(22)00737-5/h0130
https://doi.org/10.1029/2006WR005756
https://doi.org/10.1029/2006WR005756
http://refhub.elsevier.com/S0022-1694(22)00737-5/h0140
http://refhub.elsevier.com/S0022-1694(22)00737-5/h0140
http://refhub.elsevier.com/S0022-1694(22)00737-5/h0140
http://refhub.elsevier.com/S0022-1694(22)00737-5/h0140
http://refhub.elsevier.com/S0022-1694(22)00737-5/h0140
https://doi.org/10.3808/jei.202100463
https://doi.org/10.3808/jei.202100463
http://refhub.elsevier.com/S0022-1694(22)00737-5/h0150
http://refhub.elsevier.com/S0022-1694(22)00737-5/h0150
http://refhub.elsevier.com/S0022-1694(22)00737-5/h0155
http://refhub.elsevier.com/S0022-1694(22)00737-5/h0155
https://doi.org/10.1029/2012WR012144
https://doi.org/10.1029/2012WR012144
http://refhub.elsevier.com/S0022-1694(22)00737-5/h0165
http://refhub.elsevier.com/S0022-1694(22)00737-5/h0165
http://refhub.elsevier.com/S0022-1694(22)00737-5/h0165
https://doi.org/10.1029/2004WR003604
https://doi.org/10.1029/2004WR003604
https://doi.org/10.1007/978-3-642-39925-1_30
http://refhub.elsevier.com/S0022-1694(22)00737-5/h0180
http://refhub.elsevier.com/S0022-1694(22)00737-5/h0180
http://refhub.elsevier.com/S0022-1694(22)00737-5/h0180
http://refhub.elsevier.com/S0022-1694(22)00737-5/h0180
http://refhub.elsevier.com/S0022-1694(22)00737-5/h0185
http://refhub.elsevier.com/S0022-1694(22)00737-5/h0185
http://refhub.elsevier.com/S0022-1694(22)00737-5/h0190
https://doi.org/10.1016/s0022-1694(03)00225-7
https://doi.org/10.1016/s0022-1694(03)00225-7
http://refhub.elsevier.com/S0022-1694(22)00737-5/h0331
http://refhub.elsevier.com/S0022-1694(22)00737-5/h0331
http://refhub.elsevier.com/S0022-1694(22)00737-5/h0331
https://doi.org/10.1029/2009WR008328
https://doi.org/10.1029/2009WR008328
https://doi.org/10.1029/2009WR009022
https://doi.org/10.1002/2014MS000373
http://refhub.elsevier.com/S0022-1694(22)00737-5/h0215
http://refhub.elsevier.com/S0022-1694(22)00737-5/h0215
http://refhub.elsevier.com/S0022-1694(22)00737-5/h0215
http://refhub.elsevier.com/S0022-1694(22)00737-5/h0220
http://refhub.elsevier.com/S0022-1694(22)00737-5/h0220
http://refhub.elsevier.com/S0022-1694(22)00737-5/h0220
http://refhub.elsevier.com/S0022-1694(22)00737-5/h0225
http://refhub.elsevier.com/S0022-1694(22)00737-5/h0225
http://refhub.elsevier.com/S0022-1694(22)00737-5/h0225
https://doi.org/10.1029/2018EF001103
https://doi.org/10.5285/17b9c4f7-1c30-4b6f-b2fe-f7780159939c


Journal of Hydrology 612 (2022) 128163

16

Vaze, J., Post, D.A., Chiew, F.H.S., Perraud, J.M., Viney, N.R., Teng, J., 2010. Climate 
non-stationarity – validity of calibrated rainfall-runoff models for use in climate 
change studies. J. Hydrol. 394 (3–4), 447–457. 

Viney, N.R., Bormann, H., Breuer, L., Bronstert, A., Croke, B.F.W., Frede, H., Gräff, T., 
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