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Abstract
The Large Hadron Collider beauty (LHCb) experiment at CERN is undergoing an upgrade in preparation for the Run 3 
data collection period at the Large Hadron Collider (LHC). As part of this upgrade, the trigger is moving to a full software 
implementation operating at the LHC bunch crossing rate. We present an evaluation of a CPU-based and a GPU-based 
implementation of the first stage of the high-level trigger. After a detailed comparison, both options are found to be viable. 
This document summarizes the performance and implementation details of these options, the outcome of which has led to 
the choice of the GPU-based implementation as the baseline.

Keywords Real-time · Heterogeneous · High-throughput · Parallel computing · High-level trigger · Software

Introduction

The Large Hadron Collider beauty (LHCb) experiment is 
a general-purpose spectrometer instrumented in the for-
ward direction based at the Large Hadron Collider (LHC) 
[1]. Although optimized for the study of hadrons contain-
ing beauty and charm quarks, LHCb’s physics programme 
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gradually expanded over the course of its first data collec-
tion period,1 taking in Kaon physics, prompt spectroscopy, 
electroweak physics, and searches for putative heavy and 
long-lived exotic particles beyond the Standard Model.

The LHC provides a non-empty bunch crossing rate of 
up to 30 MHz, with a variable number of inelastic proton-
proton interactions per bunch crossing ( � ) which can be 
adjusted to suit the physics programme of each experiment. 
During Runs 1 and 2, LHCb took data with a � of between 
1.1 and 2.5, corresponding to an instantaneous luminosity 
of around 4 × 1032∕cm2∕ s. A fixed-latency hardware trigger 
(L0), based on calorimeter and muon system information, 
reduced the 30 MHz LHCb bunch crossing rate to ∼1 MHz 
at which the detector readout operated. These events were 
then passed to a two-stage asynchronous high-level trigger 
(HLT) system entirely implemented in software. In the first 
stage, HLT1, a partial event reconstruction selected events 
based on inclusive signatures, reducing the event rate by an 
order of magnitude. Accepted events were stored using a 
11 PB disk buffer in order to align and calibrate the detector. 
After this procedure, events were passed to the second stage, 
HLT2, which had sufficient computing resources to run the 
full offline-quality detector reconstruction. A multitude of 
dedicated selections deployed in HLT2 reduced the data to 
an output rate of 12.5 kHz using a combination of full and 
reduced event formats [2].

The ambitious goal of the upgraded LHCb experiment 
in Run 3 (i.e. starting from 2022) is to remove the hardware 
trigger and directly process the full 30 MHz of data at an 
increased luminosity of 2 × 1033∕cm2 /s in the HLT. At this 
luminosity, corresponding to a � of around 6, it is no longer 
possible to efficiently identify bunch crossings of interest 
based purely on calorimeter and muon system information, 
as there is too much quantum chromodynamics (QCD) back-
ground generated by the pileup pp collisions [3]. It is neces-
sary to instead fully read the detector out for every bunch 
crossing and fully perform the real-time processing in the 
HLT. This allows the much more sophisticated selections, 
in particular selections based on charged particle trajecto-
ries reconstructed in the whole of LHCb’s tracker system, 
to be deployed already in HLT1. Such a full-software trig-
ger will not only allow LHCb to maintain its Run 1 and 2 
efficiencies for muonic signatures, but will lead to a factor 
two improvement in efficiency for hadronic signatures com-
pared to the calorimeter-based L0 trigger, despite the harsher 
Run 3 environment.

LHCb’s Run 3 data-gathering conditions imply a data 
volume of around 32 terabytes (Tb) per second, comparable 

to what the ATLAS [4] and CMS [5] software triggers will 
be required to process during high-luminosity LHC runs 
from 2027 onwards. The design and delivery of LHCb’s 
high-level trigger is therefore also one of the biggest com-
puting challenges that the field of high-energy physics is 
facing today. The closest current parallel to LHCb’s system 
is that of the ALICE experiment [6], which will also operate 
a triggerless readout in Run 3 with an objective to reduce an 
input data rate of roughly 10 Tb/s to a manageable amount 
by performing a full detector reconstruction in real-time.

The concept of a pure CPU-based solution for this 
approach was reviewed during the preparation of LHCb’s 
Trigger and Online TDR [7] in 2014 followed by a system-
atic rewrite of the LHCb trigger software infrastructure, 
which enabled data collection in these conditions. In paral-
lel, R&D efforts have explored a possible usage of GPUs 
for HLT1 [8], referred to as the hybrid approach in the fol-
lowing. An intensive effort was launched to demonstrate if 
such a hybrid system could be delivered in time for Run 3 
and concluded in a positive review of its TDR [9] in early 
2020. After a detailed comparison of both options, the col-
laboration selected the hybrid approach as the new Run 3 
baseline. This decision parallels that of ALICE, which pio-
neered the use of GPUs among LHC experiments during the 
last decade [10] and whose Run 3 triggerless readout and full 
real-time reconstruction mentioned earlier will be mainly 
implemented on GPUs.

This document compares both options and summarizes 
the salient points which led to the decision. It reflects the 
status of both implementations at the time the decision was 
made, in April 2020. Further significant improvements [11] 
in both throughput and physics performance, which will not 
be discussed in this document, have been achieved since 
then.

This document is structured as follows. In the “Introduc-
tion” section, the data acquisition (DAQ) and HLT architec-
ture of both systems is summarized. The “DAQ and HLT 
Architectures” section describes the boundary conditions 
within which the implemented HLT1 triggers must oper-
ate, including available financial resources and operational 
constraints. The section “HLT1 Sequence” describes the 
HLT1 trigger sequence and algorithms, which are the basis 
of the performance comparison. The “Throughput” section 
summarizes the performance of the two architectures in 
terms of throughput, while the “Physics Performance” sec-
tion presents their physics performance. The “Cost–Benefit 
Analysis” section combines the performance assessment into 
a cost–benefit analysis.

1 The first data collection period was broken into two “runs”, with 
Run 1 taking place from 2009 to 2013 and Run 2 taking place from 
2015 to 2018.



Computing and Software for Big Science             (2022) 6:1  

1 3

Page 3 of 20     1 

DAQ and HLT Architectures

LHCb’s DAQ and event building (EB) infrastructure is 
described in the Trigger and Online Upgrade Technical 
Design Report [7]. The full detector is read out for all LHC 
bunch crossings, and information from subdetectors is 
received by around 500 custom backend field-programmable 
gate array (FPGA) “TELL40” boards hosted in a farm of EB 
servers, with three TELL40 boards per server. These sub-
detector fragments are then assembled into “events”, with 
one event corresponding to one LHC bunch crossing, and 
sent to the HLT for processing. Both the event building and 
HLT are fully asynchronous and no latency requirements 
exist in the system.

The following two HLT processing architectures are 
under consideration. 

1. CPU-only which implements both HLT1 and HLT2 
using Event Filter Farm (EFF) CPU servers.

2. Hybrid which implements HLT1 using GPU cards 
installed in the EB servers with the CPU-based HLT2 
running as before on the EFF.

The HLT2 software and processing architecture are identical 
in both cases.

CPU‑Only Architecture

The CPU-only architecture is illustrated in Fig. 1. Briefly, 
it consists of

• A set of custom FPGA cards, called TELL40, which 
together receive on average 32 Tb/s of data from LHCb’s 
subdetectors;

• A set of EB servers which host the TELL40 cards and 
implement a network protocol to bring the subdetector 
data fragments produced in a single LHC bunch crossing 
(“event” in LHCb nomenclature) together and then group 
O(1000) of these events into multi-event packets (MEPs) 
to minimize I/O overheads further down the line. The 
EB servers will be equipped with 32-core AMD EPYC 
(7502) CPUs;

• An EFF illustrated on the bottom left of Fig. 1 which 
receives MEPs from the EB and executes HLT1. The 
memory available in the EB servers and HLT1 EFF 
nodes allows data to be buffered for O(20) s in case 
of temporary network or processing issues. The HLT1 
EFF servers are assumed to be equipped with the same 
32-core AMD EPYC (7502) CPUs as the EB servers. 
When LHCb is not taking data this HLT1 EFF can also 
receive events from the disk servers (described below) 
and run the HLT2 process on them;

• A high performance network, including high-speed net-
work interface cards (NICs) located in the EB servers and 
EFF nodes as well as a large switch, connects the EB and 
HLT1 EFF and allows transmission at a rate of 32 Tb/s.

• The HLT1 process reduces the event rate by a factor of 
between 30 and 60, and an array of disk servers buffers 
this HLT1 output data while the detector alignment and 
calibration are performed in quasi-real-time. This disk 
buffer, whose size is a tunable parameter of the system 
as discussed later in the “Cost–Benefit Analysis” sec-
tion, allows HLT1 output data to be buffered for O(100) 
h in case of problems with the alignment and calibration 
which require specialist intervention;

• A second EFF receives events from the disk servers once 
the alignment and calibration constants are available and 
runs the HLT2 process on them. Because of limitations 
in network bandwidth this second EFF cannot be used to 
process HLT1.

Advances in server technology have permitted a substan-
tial reduction of the number of servers required by the EB, 
from 500 in the TDR [7] to around 173. This allows three 
TELL40 cards to be hosted per EB server rather than the 
one card foreseen in the TDR. This improvement means that 
the EB will be much more compact, and as a consequence, 
easier to upgrade in the future.

Hybrid Architecture

The hybrid architecture is illustrated in Fig. 2. It follows the 
same processing logic as the CPU-only solution: the full 
detector data is received by TELL40 boards and assembled 
into MEP packets by the EB servers, those MEP packets are 
then sent for processing by HLT1 and the events selected by 
HLT1 are recorded to the disk buffer for later processing by 
HLT2. Compared to the CPU-only solution it replaces the 
HLT1 EFF by GPU cards running HLT1, which are installed 
in the spare PCI express slots available in the EB servers. 
This allows HLT1 to reduce the data rate at the output of the 
EB by a factor of 30–60. This reduction in turn allows com-
munication between the EB and EFF using a lower band-
width (and consequently cheaper) network and removes the 
need to buy and install dedicated NICs in the EB and HLT1 
EFF servers as they are already equipped with on-board 10 
Gb interfaces. For the same reason, a much smaller switch 
is required to handle the data traffic between HLT1 and the 
disk servers. HLT2 then runs similarly to the CPU-only solu-
tion on the EFF.

Real‑Time Analysis

In Run 2, LHCb successfully adopted a real-time analysis 
model, which is documented in detail in references [12, 13]. 
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The most important aspects relevant for the comparison pre-
sented in this document are summarized here:

• To make optimal use of limited offline resources, around 
three quarters of LHCb’s physics programme is written 
to the TURBO stream [14], a reduced format, which on 
one hand allows flexible event information to be added 
in a selective manner and on the other hand can discard a 
user-specified fraction of both the raw and reconstructed 
detector data.

• Consequently, HLT2 must be able to run the complete 
offline-quality reconstruction. Therefore, HLT2 must use 
the highest quality alignment and calibration at all times. 
A substantial disk buffer must therefore be purchased to 
allow events selected by HLT1 to be temporarily saved 
while the full detector is aligned and calibrated in real-
time. This buffer must be big enough not only to cover 
the steady-state data taking conditions but also to permit 

recovery from unforeseen operational issues in a reason-
able timescale without loss of data.

Assumptions and Boundary Conditions

Having described the overall design of LHCb’s Run 3 DAQ 
and HLT, as well as the processing technologies under con-
sideration, we will now describe the boundary conditions 
which these technologies have to respect, as well as com-
mon assumptions relevant to the cost–benefit comparison in 
the “Cost–Benefit Analysis” section.

Use of Storage and Computing Resources During 
and Outside Data Collection

Throughout this document, it is assumed that the LHC is 
in “data-taking” mode for 50% of the year, and in either 

Fig. 1  CPU-only architecture of the Run 3 DAQ, including the Event 
Builder, the Event Filter Farm and dedicated storage servers for the 
disk buffer. The network between the storage servers and HLT1 serv-
ers (leftmost green line) is bidirectional, allowing the HLT1 servers to 

be used for HLT2 processing when there are no LHC collisions hap-
pening. The label “200G IB” refers to the Infiniband link between the 
detector and EB servers, while “100 GbE” and “10 GbE” refer to Eth-
ernet links of 100 Gb/s and 10 Gb/s, respectively
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the winter shutdown or longer technical stops for the other 
50%. When in data-taking, it is assumed that the LHC is 
in stable beams 50% of the time. During data-taking, it is 
assumed that all CPU resources are used to process HLT1 
and/or HLT2. Outside data-taking, it is assumed that all HLT 
CPU resources are used to produce simulations for LHCb 
analyses. GPU resources can only be used to process HLT1 
in-fill, and cannot be used opportunistically during data-
taking. They cannot yet be used for producing simulations, 
and there is no realistic prospect of this changing on a short 
timescale. However, in principle, GPU resources could be 
used outside of data-taking if use cases can be found, as 
discussed in Ref. [9]. When LHCb is not taking data, the EB 
nodes will be used to produce simulations. However, they 
will not be used for any task other than event building while 
collecting data, as all the available memory bandwidth in 
these nodes will be required for the event building process 
and transferring data to the HLT1 application.

Existing and Pledged HLT2 Computing Resources

We quantify the computing resources available for HLT2 in 
terms of a reference QuantaPlex (“Quanta”) server consist-
ing of two Intel E5-2630v4 10-core processors, which was 
the workhorse of our Run 2 HLT. This reference node cor-
responds to approximately 380 HEPSPEC.2 We currently 
have roughly 1450 such equivalent servers available for 
Run 3 processing, with a further 1200 equivalent servers 
pledged, corresponding to a total capacity of slightly more 
than one million HEPSPEC. These servers can only be used 

Fig. 2  Run 3 DAQ architecture in the case of the hybrid solution, with GPUs placed in the EB servers to reduce the data rate. Labels are the 
same as in Fig. 1

2 The HEPSPEC benchmark is defined at http:// w3. hepix. org/ bench 
marki ng. In reality, our HLT2 farm will consist of a mixture of serv-
ers of different generations and with different numbers of physical 
cores, but because of the asynchronous nature of HLT2 processing, 
load-balancing between these servers is an implementation detail and 
it is more convenient to quantify the available resources in units of 
the reference node as if the system were fully homogeneous.

http://w3.hepix.org/benchmarking
http://w3.hepix.org/benchmarking
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to process HLT2 as it would not be cost-effective to equip 
so many old servers with the high-speed NICs required to 
process HLT1. So far no economical way has been found 
to reuse the predominantly very small disk drives in the 
old Run 2 servers, so there are no free storage resources 
available.

Event Building and Data Flow

In the CPU-only scenario no data reduction happens before 
the EFF, so all the data collected in the building network 
has to be distributed to the HLT1 CPU nodes at 32 Tb/s. 
Using newly available AMD 32-core CPUs a cost-effective 
implementation is to use a dual-socket server with a total of 
64 physical cores and two network interfaces of 100 Gb/s. 
Each EB node requires two high-speed network connections 
for sending the event fragments between EB nodes while 
they are built. In addition, the distribution network needs 
to connect all HLT1 CPU nodes to the EB nodes as well as 
to at least 30 storage servers. These connections need to be 
optical.

In the hybrid scenario the GPUs hosted within the EB 
nodes execute the HLT1 process and reduce the data rate, so 
that only 0.5–1.0 Tb/s has to be sent from the EB to the disk 
buffer servers. The EB servers can therefore use their on-
board 10 Gigabit interfaces to send the data and the distribu-
tion network needs significantly fewer optical connections.

Disk Buffer Boundary Conditions

The disk buffer needs to be able to handle at least 1 MHz 
of events coming from HLT1, with a potential upgrade to 
be able to handle 2 MHz as Run 3 progresses. A typical 
minimum bias event in LHCb Run 3 conditions is expected 
to be around 100 kB; however, events selected by HLT1 are 
bigger than average minimum bias events since they typi-
cally contain a hard QCD process leading to the production 
of a heavy flavour hadron. Therefore, assuming an event size 
of 120 kB to account for this effect, this implies 120 GB/s 
both for writing events coming from HLT1 and for reading 
events out into HLT2. The nominal rate of a 12 TB disk 
is 100 MB/s, thus 50 MB/s for writing and 50 MB/s for 
reading. However, the read and write speed of hard disks 
decreases as they fill up. As the system must be designed 
so that there is no dead time even when the buffer is almost 
full, an effective sustainable write and read rate of a single 
12 TB disk is assumed to be 35–40 MB/s.

Since this part of the system is hardware-limited and 
must be able to handle burst data rates, a minimum of 2880 
physical disks is required assuming minimal redundancy, 
and 3120 physical disks with adequate redundancy. A final 
point to note on the disk buffer is that the usable disk sizes 
are only around 80% of the nominal disk size, so the 12 TB 

disks actually only provide around 9.6 TB of usable storage 
each. In practice, the cost of such a minimal disk buffer is so 
large compared to the overall budget discussed earlier that 
spending money on buying additional disks or bigger disks 
is not really an interesting option.

HLT1 Sequence

The CPU-only and hybrid approaches under study in this 
document implement an HLT1 configuration which broadly 
corresponds to the one used in Run 2 [2] and whose phys-
ics objectives have been described in reference [9]. The 
reconstruction consists of the following components, whose 
performance in terms of efficiency, purity and resolution is 
discussed in the “Physics Performance” section.

• Vertex Locator (Velo) detector decoding, clustering, and 
reconstruction. Conceptually very similar algorithms are 
used here in the CPU and the GPU implementation. Only 
minor differences in physics performance are expected 
due to a limited number of architecture-specific optimiza-
tions.

• The primary vertex (PV) finding with tracks recon-
structed in the Velo. Again only minor differences are 
expected in the physics performance of the CPU- and 
GPU-based implementations.

• Decoding of the UT and SciFi tracking detector raw 
banks. The raw bank formats are converted to the input 
of the pattern recognition algorithms. These are specific 
to the data layout and event model used by each architec-
ture.

• Reconstruction of Velo-UT track segments. Differ-
ent algorithms are used here for the CPU and the GPU 
implementations, which lead to slight differences in the 
physics performance.

• Reconstruction of long tracks3 starting from recon-
structed Velo-UT track segments. Both the CPU and 
GPU tracking algorithms use a parameterization of 
particle trajectories in the LHCb magnetic field and the 
initial Velo-UT momentum estimate4 to speed up their 
reconstruction. One major difference in strategy is that 
the CPU algorithm matches Velo-UT track segments to 
doublets in the SciFi x-layers, while the GPU algorithm 
matches them to triplets. In addition, the CPU algorithm 

3 Long tracks are tracks that traverse the entire tracking system from 
Velo to SciFi. They deliver the best parameter estimate in terms of 
position and momentum and thus are the most valuable tracks for 
physics analysis.
4 The momentum resolution of Velo-UT tracks is about 15% with 
significant non-Gaussian tails due to the small and inhomogeneous B 
field between Velo and UT.
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applies a 490 MeV transverse momentum threshold when 
defining its search windows. These choices, and the dif-
ferences in the Velo-UT algorithms, lead to somewhat 
different performance.

• Decoding of the muon raw banks and calculation of 
crossing points in the muon system, as well as imple-
mentation of the muon identification algorithm. Both 
architectures use very similar algorithms here.

• A simplified Velo-only Kalman filter, which uses the 
momentum estimate from the forward tracking to calcu-
late a covariance matrix and estimate an uncertainty on 
the track impact parameter. Again, the underlying algo-
rithm is the same for both implementations.

The HLT1 sequence described covers most use cases 
required by bottom and charm physics. There are, however, 
a few dedicated algorithms missing, such as a reconstruc-
tion for high momentum muons for electroweak physics, 
reconstruction of beam gas events or a reconstruction of 
low momentum tracks down to a transverse momentum of 
80 MeV, which is motivated by the strange physics pro-
gramme. While preliminary versions of these algorithms 
were ready in time for this comparison, they were not yet 
fully optimized in the same way as the other described algo-
rithms. We did use these preliminary versions to test whether 
their inclusion impacted on the relative throughput between 
the CPU and GPU implementations, and found that the rela-
tive slowdown from including these algorithms was similar 
across the two architectures. It is therefore expected that 
these missing components will not change the conclusions 
of this document.

In addition to the reconstruction algorithms listed above, 
both the CPU and GPU HLT1 implement a representative 
subset of HLT selections including the finding of displaced 
vertices, monitoring, as well as writing of decision and 
selection reports. While the specific components are not 
exactly the same in both cases, these parts of the system 
consume comparatively little throughput and hence the dif-
ferences are not relevant for this comparison.

A global event cut that removes 7% of the busiest mini-
mum bias events is applied in all selections before the 
reconstruction is performed for both the CPU and GPU 
HLT1 implementations. The criterion used is that the total 
number of hits in the UT and SciFi tracking detectors be 
below a certain value. This criterion is chosen for histori-
cal reasons and because the UT and SciFi reconstructions 
are the most sensitive to occupancy, especially when trying 
to reconstruct low pT signatures. However, in practice, any 
subdetector occupancy could be used, and LHCb will likely 
use the occupancy of whichever subdetector shows the best 
data-simulation agreement once the new detector is commis-
sioned in Run 3. The impact of this criterion on the physics 
is given in the “Global Event Cut Efficiency” section.

Throughput

We define throughput as the number of events which can 
be processed by a given architecture per second in steady-
state conditions, that is to say, neglecting the time it takes 
to initialize the HLT1 application at the start of each data 
collection period. They can be converted into GB/s by 
multiplying by the average expected Run 3 event size of 
100 kB. An event is processed when it is read into HLT1, 
the HLT1 reconstruction and selection sequences used to 
decide whether or not to keep this event, and the event is 
finally written out (or not). The throughput of the CPU and 
GPU HLT1 implementations are measured using the same 
minimum bias samples. The GPU throughput is measured 
directly on the candidate production card. The CPU through-
put is measured on both the Quanta reference nodes used for 
HLT2, and the dual-socket AMD 7502 EPYC nodes used for 
HLT1. While the HLT1 throughput measurements include 
both reconstruction, selection, and saving of trigger candi-
dates, the HLT2 throughput measurement only includes the 
reconstruction and not the selection and saving of trigger 
candidates. Additional costs associated with these missing 
components of HLT2 are expected, but we expect that they 
can be counterbalanced with future performance improve-
ments in the reconstruction.

The measured throughputs used in the rest of this docu-
ment are

• CPU HLT1 : 171 kHz;
• GPU HLT1 : 92 kHz;
• CPU HLT2 on an AMD EPYC node : 471 Hz;
• CPU HLT2 on a Quanta node : 134 Hz.

Although we will discuss the cost–benefit of the two archi-
tectures later in the “Cost–Benefit Analysis” section, we can 
already conclude that both the CPU and GPU HLT1 archi-
tectures can be implemented using rather compact systems 
of O(170) CPU servers or O(330) GPU cards.

Physics Performance

This section presents key figures which are evaluated in a 
like-for-like comparison of the GPU and CPU performance. 
This includes performance numbers for track reconstruction 
and fitting, for PV reconstruction, for Muon-ID and the over-
all HLT performance for some representative trigger selec-
tions. Identical algorithms are used to fill the histograms 
and produce the plots based on the output of HLT1. The 
source code is compiled to operate on both the GPU and the 
CPU. The output is also translated to the same format. This 
ensures that the same definitions of physics performance 
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parameters such as efficiencies and resolutions are used 
when doing the comparison. The CPU compiled version of 
the GPU code has been checked to give results which agree 
to within 10−4–10−3 with results obtained with the GPU ver-
sion. More details of this comparison can be found in refer-
ence [9].

An overview of the samples used for these studies is given 
in Table 1. The specific samples used for the individual stud-
ies are listed in the corresponding subsections.

Tracking Efficiencies and Ghost Rates

All plots shown in this section are based on the B and D 
signal samples in Table 1. Tracking efficiencies are defined 
as the number of reconstructed tracks out of the number of 
reconstructible tracks in a given subsample. In this section, 
only particles which are reconstructible as long tracks are 
studied, which essentially means that they have left signals 
on at least 3 pixel sensors in the Velo and one x and one 
stereo cluster in each of the 3 fibre tracker (FT) stations. 
Furthermore, the studies are restricted to B and D daugh-
ter particles which are in the range 2 < 𝜂 < 5 , which have 
true transverse momenta pT ≥ 0.5 GeV/c and true momenta 
p ≥ 3 GeV/c. Electrons are explicitly excluded because their 
performance has not yet been optimized to the same extent 
as that of hadrons and muons; however, we have checked 
the electron performance for both the CPU and GPU imple-
mentations of HLT1, and it does not change our conclusions.

Efficiencies to reconstruct these particles in the Velo, in 
both the Velo and UT, and in the Velo, UT and FT are shown 
as functions of the true p and pT of the particles in Fig. 3. 
The performance of both technologies is very similar; the 
only difference is seen in the momentum dependence of the 
long track reconstruction efficiency. This difference is minor 
in the context of the overall trigger efficiency, since the 
majority of HLT1 triggers use only a subset of tracks coming 
from a given signal decay to select an event, and are there-
fore inherently robust to differences in single-track recon-
struction efficiencies at the level of a few percent. While 

the CPU implementation is more efficient at low momenta, 
the GPU implementation is better at high momenta, and the 
overall single-track efficiency integrated over the kinematic 
range of interest agrees to better than 1% between the two 
algorithms. This difference is expected to be entirely related 
to the tuning of the algorithms and not to the underlying 
technology.

To check for a possible decay time bias in the Velo recon-
struction, the Velo efficiency for long reconstructible tracks 
is studied as a function of the distance of closest approach 
to the beamline, docaz and as a function of the z position 
of the primary vertex in the event (Fig. 4). Again, the per-
formance of both implementations is very similar. The loss 
in efficiency at large docaz is caused by the use of search 
windows which favour tracks coming from the beamline, and 
can be recovered at a moderate throughput cost.

Finally, Fig. 5 shows the fraction of ghost tracks among 
all long tracks. Ghost tracks are tracks which cannot be 
assigned to a true particle, thus are fake combinations of 
signals in the detector. Again, the performance of both 
implementations is very similar.

Track Parameter Resolution

For the comparison of the impact parameter resolution, �IPx , 
and the momentum resolution, �p∕p , the minimum bias 
sample (Table 1) is used. The results are shown in Fig. 6. 
Note that the x and y components of the impact parameter 
have very similar resolution; therefore, only �IPx is shown 
here. The impact parameter resolution is very similar for 
both technologies. The momentum resolution is worse in 
the GPU framework, with a maximum absolute resolution 
difference of 0.15–0.2% at low momenta. This difference is 
caused by a suboptimal tuning of the parameterization used 
to derive the momenta of the particles in the GPU algorithm. 
However, since the computational cost of this parametriza-
tion is negligible compared to the track finding itself, this 
difference in performance can be recovered without any sig-
nificant change in its throughput.

Primary Vertex Reconstruction Efficiency 
and Resolution

A simulated primary vertex is defined as reconstructed if a 
primary vertex is found within 2 mm of its true position. The 
primary vertex efficiency as a function of the number of its 
reconstructed Velo tracks and of the primary vertex z posi-
tion is shown in Fig. 7. All plots in this section are obtained 
on a sample of minimum bias events (Table 1).

The primary vertex resolution in x, y and z are studied as 
a function of the number of Velo reconstructible particles 
associated to the primary vertex and as a function of the z 
position of the primary vertex. The results on minimum bias 

Table 1  Simulated samples 
used to evaluate the physics 
performance

All samples are simulated using 
the same pileup assumed in the 
Run 3 minimum bias samples

Sample No. events

J∕� → �
+
�
− 10 k

B0

s
→ �� 10 k

B0
→ K∗0e+e− 10 k

B0
→ K∗0

�
+
�
− 10 k

Ds → K�� 10 k
Z → �

+
�
− 10 k

Minimum bias 10 k
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events are shown in Fig. 8. The x resolution of the primary 
vertex is very similar to the y resolution; thus only one of 
them is shown. The average resolution of the minimum bias 
data set is �x = �y ∼ 14 μm and �z ∼ 87 μm for both tech-
nologies. The performance in terms of both efficiency and 
resolution is close to identical for the two implementations.

Muon ID Efficiency

The efficiency for the muon identification has been meas-
ured using the J∕Ψ → �

+
�
− , Z → �

+
�
− and B0

→ K∗0
�
+
�
− 

samples (Table 1). The denominator of the efficiency term 
counts muons with a minimum momentum of p ≥ 3 GeV/c 
and a minimum transverse momentum of pT ≥ 0.5 GeV/c in 
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the pseudorapidity range 2 ≤ � ≤ 5 . Furthermore, they must 
be reconstructed as long tracks. The numerator additionally 
requires these tracks to be identified as a muon in the detec-
tor. The efficiency is displayed in Fig. 9 as a function of the 
momentum of the muon and as function of its pseudorapid-
ity. A second performance criterion is the purity of the muon 
reconstruction. For this we count which fraction of pions 

with a minimum momentum p ≥ 3 GeV/c and a minimum 
transverse momentum of pT ≥ 0.5 GeV/c in the pseudora-
pidity range 2 ≤ � ≤ 5 are misidentified as muons by the 
reconstruction algorithm (Fig. 10). The GPU implementa-
tion of the muon identification gives better performance than 
the CPU version, with an absolute efficiency improvement 
of up to 10% at small pseudorapidities. The misidentification 
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rate is similarly better by up to 5% absolute at small pseu-
dorapidities and momenta for the GPU implementation, 
while it is a couple of percent better at higher momenta for 
the CPU implementation. It is expected that it is a matter of 
throughput-neutral tuning to obtain similar results for the 
two implementations.

HLT1 Efficiency

In this part of the study, the full HLT1 sequence of both the 
CPU and the GPU implementations are run on the simulated 
signal samples listed in Table 1, and the trigger efficiencies 
are then compared. The efficiency denominator contains all 
signal candidates for which all stable charged daughter par-
ticles are reconstructible as long tracks within the detector 
acceptance of 2 < 𝜂 < 5 . Thus, the trigger efficiency is the 
number of selected events divided by the total number of 
events. We choose four generic trigger selections to per-
form the comparison: a one-track MVA line (TrackMVA), a 
two-track MVA line (TwoTrackMVA), a low-mass dimuon 
line (DiMuonLowMass) and a single, high-pT muon line 
(SingleHighPtMuon). The former two are inclusive 

selections designed to select generic B and D decays, the 
third is specialized for semileptonic B decays, whereas the 
latter is more suitable for high-pT electroweak physics such 
as Z → �

+
�
− . The selections that each trigger line performs 

are as follows:

• TrackMVA requires a track with a minimum transverse 
momentum and a minimum significance of its impact 
parameter with respect to any primary vertex. These 
requirements are the same for the CPU- and GPU-
based implementation, thus very similar performance is 
expected for this line.

• TwoTrackMVA combines two displaced tracks of good 
quality with a minimum momentum to a vertex. In the 
CPU-based implementation a multivariate analysis 
(MVA) classifier is trained to identify those vertices 
which originate from a decay of a long-lived particle 
such as a beauty or charmed hadron. An MVA is not yet 
in place for the GPU-based implementation, so percent 
level differences in the signal efficiencies are expected 
for a given background retention.
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• DiMuonLowMass requires a two track combination of 
displaced tracks with very low momentum and transverse 
momentum. This trigger line is implemented identically 
for the CPU- and GPU-based HLT1.

• SingleHighPtMuon selects tracks which are identified as 
a muon and fulfill a minimum momentum and transverse 
momentum requirement. This trigger line is also imple-
mented identically for both architectures.

In Figs. 11 and 12 , the trigger efficiencies of the CPU- and 
GPU-based HLT1 implementations are plotted against the 
parent transverse momentum, pT , and parent decay time, 
� (where applicable), respectively, for four signal samples. 
For ease of interpretation, only the efficiency of one suitably 
chosen trigger line per sample is shown. The trigger efficien-
cies of the two implementations are found to be comparable.

In Tables 2 and 3 the trigger efficiencies, integrated across 
the kinematic phase space of the samples, are compared for 
all four selections and various simulated signal samples. 

They are found to be comparable for the GPU and CPU-
based implementation.

HLT1 Rates

HLT1 rates are calculated in a similar way to the HLT1 
efficiencies in the previous subsection. Both the CPU- and 
GPU-based implementation are run over 10 k minimum bias 
events, and the positive decisions on each of the four selec-
tions defined in the previous subsection are counted. The 
rate for each line is defined as the number of events that fire 
that line, divided by the number of minimum bias events 
that are sampled, multiplied by the LHCb non-empty bunch 
crossing rate (30 MHz). Note that, contrary to the efficiency 
studies on MC signal samples of the previous subsection, 
no preselection (or “denominator” requirement) is applied. 
The comparison of the HLT1 rates is shown in Fig. 13. The 
TrackMVA, DiMuonLowMass and SingleHighPt-
Muon selections have comparable rates, although there is a 
discrepancy in the rates of the respective TwoTrackMVA 

0 5000 10000 15000
) [MeV]s

0(B
T

p

0

0.2

0.4

0.6

0.8

1

Tr
ig

ge
r E

ff
ic

ie
nc

y

, 1066 events, TwoTrackMVAφφ→s
0B

 0.01± = 0.61 εGPU-based,
 0.01± = 0.62 εCPU-based,

)s
0(B

T
Generated p

LHCb Simulation

0 5000 10000 15000
) [MeV]0(B

T
p

0

0.2

0.4

0.6

0.8

1

Tr
ig

ge
r E

ff
ic

ie
nc

y

, 2299 events, DiMuonLowMassµµ0
* K→0B

 0.01± = 0.50 εGPU-based,
 0.01± = 0.48 εCPU-based,

)0(B
T

Generated p

LHCb Simulation

0 2000 4000 6000 8000
) [MeV]s(D

T
p

0

0.2

0.4

0.6

0.8

1

Tr
ig

ge
r E

ff
ic

ie
nc

y

, 2243 events, TrackMVAπ KK→sD
 0.01± = 0.08 εGPU-based,
 0.01± = 0.07 εCPU-based,

)s(D
T

Generated p

LHCb Simulation

0 20000 40000 60000 80000
(Z) [MeV]

T
p

0

0.2

0.4

0.6

0.8

1

Tr
ig

ge
r E

ff
ic

ie
nc

y

, 1197 events, SingleHighPtMuonµµ→Z
 0.01± = 0.75 εGPU-based,
 0.01± = 0.74 εCPU-based,

(Z)
T

Generated p

LHCb Simulation

Fig. 11  Trigger efficiencies for CPU-based and GPU-based HLT1 
as a function of parent transverse momentum. Results are shown 
for the TwoTrackMVA (top left), DiMuonLowMass (top right), 
TrackMVA (bottom left) and SingleHighPtMuon (bottom right) 

selections firing on the B0

s
→ �� , B0

→ K∗0
�
+
�
− , Ds → KK� and 

Z → �
+
�
− signal samples, respectively. The generated parent trans-

verse momentum distribution is also shown for all events passing the 
denominator requirement



 Computing and Software for Big Science             (2022) 6:1 

1 3

    1  Page 14 of 20

selections. This discrepancy can be explained by the dif-
ferent implementation of this line across the two projects, 
as detailed in the previous subsection. The inclusive rate 
for these four selections is found to be 912 ± 52 kHz for 
the GPU-based implementation, and 798 ± 48 kHz for the 
CPU-based one, largely due to the different implementation 
of the TwoTrackMVA trigger line. These numbers are well 
within the requirements of HLT1 to output between 1 and 2 
MHz of events for further processing.

Global Event Cut Efficiency

Both HLT1 implementations apply an identical global event 
cut (GEC) requiring fewer than 9750 total SciFi and UT 
clusters. Consequently, the GEC efficiencies for the GPU- 
and CPU-based implementation are found to be identical 
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Fig. 12  Trigger efficiencies for CPU-based and GPU-based 
HLT1 as a function of parent decay time. Results are shown for 
the TwoTrackMVA (top left), DiMuonLowMass (top right) 
and TrackMVA (bottom) selections firing on the B0

s
→ �� , 

B0
→ K∗0

�
+
�
− and Ds → KK� signal samples, respectively. The 

generated parent decay time distribution is also shown for all events 
passing the denominator requirement

Table 2  Comparison of trigger efficiencies integrated over the kin-
ematic phase space of the candidates, for each of the six simulated 
signal samples for the TrackMVA and TwoTrackMVA selections

Statistical uncertainties are indicated in parentheses

Signal TrackMVA TwoTrackMVA

GPU CPU GPU CPU

B0

s
→ �� 0.340(14) 0.332(14) 0.606(15) 0.621(15)

J∕� → �
+
�
− 0.034(4) 0.031(3) 0.049(4) 0.042(4)

B0
→ K∗0e+e− 0.276(10) 0.278(10) 0.439(12) 0.473(12)

B0
→ K∗0

�
+
�
− 0.391(10) 0.385(10) 0.554(10) 0.582(10)

Ds → KK� 0.076(5) 0.073(5) 0.178(8) 0.193(8)
Z → �

+
�
− 0.051(6) 0.040(6) 0.024(4) 0.028(5)

Table 3  Comparison of trigger efficiencies integrated over the kin-
ematic phase space of the candidates, for each of the six MC signal 
samples and the DiMuonLowMass and SingleHighPtMuon 
selections

Statistical uncertainties are indicated in parentheses

Signal DiMuonLowMass SingleHighPt-
Muon

GPU CPU GPU CPU

B0

s
→ �� 0.025(5) 0.024(5) 0.005(2) 0.004(2)

J∕� → �
+
�
− 0.078(5) 0.067(5) 0.048(4) 0.045(4)

B0
→ K∗0e+e− 0.024(4) 0.027(4) 0.0011(8) 0.0011(8)

B0
→ K∗0

�
+
�
− 0.502(10) 0.482(10) 0.091(6) 0.088(6)

Ds → KK� 0.018(3) 0.019(3) 0.0013(7) 0.0013(7)
Z → �

+
�
− 0.033(5) 0.036(5) 0.749(12) 0.740(13)
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across all samples. The integrated efficiency of Z → �
+
�
− 

is found to be 0.75 ± 0.01. The other B and D decay samples 
under study have GEC efficiencies of about 85%, with statis-
tical uncertainties of ∼ 1% . The efficiency on minimum bias 
events is 0.931 ± 0.003.

Summary of the Physics Performance

The GPU- and CPU-based implementations presented here 
result in close to identical performance in all aspects. The 
observed differences are considered to be a matter of tuning 
the algorithms to balance between efficiency and fake rate, 
or misidentification rate, and are expected to be neutral in 
terms of throughput. We therefore conclude that only the 
economic costs and the costs in terms of developer time need 
to be further considered in the cost–benefit calculation for 
the two architectures.

Cost–Benefit Analysis

In this section, the information of the previous sections is 
brought together to estimate the cost required for each archi-
tecture to process 30 MHz of data at the nominal instanta-
neous luminosity of 2 × 1033∕cm2/s. As computing prices 
are in rapid flux, and any real purchase would be subject to 
tendering, we give here relative “costs” in units of the refer-
ence “Quanta” CPU server node used for the HLT during 
Run 2 data collection.

Nominal Cost–Benefit

The nominal cost–benefit analysis is based on the assump-
tion that the LHC will run at 30 MHz with full luminosity 

from the start of data taking. It is summarized in Table 4. 
The difference in capital expenditure costs for the CPU-only 
and the hybrid scenario is the sum of the difference in HLT1 
compute costs and the HLT1 network costs. For the HLT1 
compute costs of the CPU-only scenario, it should be noted 
that additional usage of the EFF is foreseen, namely for pro-
cessing simulation when the LHC is in a technical stop or 
end-of-year shutdown (“out-of-data-taking”) and for pro-
cessing HLT2 when the LHC is between fills (“out-of-fill”), 
respectively. While the out-of-fill use of the CPU nodes for 
HLT2 processing is taken into account in the following stud-
ies, the usage for simulation out-of-data taking is not.

Disk Buffer Simulation

Based on the boundary conditions outlined in Sect. 2, stud-
ies of the expected maximum HLT1 output rate that can be 
processed within the budget envelope have been performed. 
The studies are performed as follows: 

1. fill lengths and inter-fill gaps are randomly sampled from 
2018 data, with three machine development and techni-
cal stop periods and an average machine efficiency of 
50%;

2. the fills and gaps are grouped into pairs before sampling 
to capture potential correlations between them;

3. a thousand such toys are randomly generated, and are 
shown to have a residual distribution compatible with 
that of the 2018 machine efficiency and a width of 
±1.7%;

4. the disk buffer required to ensure sufficient space for 
95% of these 1000 toys is then determined using as input 
an event size of 100 kB, a chosen HLT1 output rate, and 
a chosen HLT2 throughput in and out of fill;

5. these values are scanned, generating 1000 toys per data 
point, over a range of HLT1 output rates and HLT2 
throughput rates resulting in a 3 dimensional distribu-

TwoTrackMVA TrackMVA SingleHighPtMuon DiMuonLowMass
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Fig. 13  Trigger rates of the CPU- and GPU-based implementation for 
the four trigger selections of interest. The difference in the rate of the 
TwoTrackMVA selections can be explained by the differing imple-
mentation, which is detailed in the “HLT1 Efficiency” section

Table 4  Indicative overall cost of the HLT1 implementations includ-
ing contingency in units of the reference “Quanta” CPU server node 
used for the HLT during Run 2 data collection

Numbers have been rounded to reflect inevitable order (10%) fluctua-
tions in real-world costs depending on the context of any given pur-
chase

Item CPU-only hybrid Difference

Event Builder nodes 1000 1000 0
HLT1 network 275 25 250
HLT1 compute 450 125 325
Storage for 1 MHz output 575 575 0
Subtotal 2300 1725 575
Storage add. cost 2 MHz output 575 575 0
Total 2875 2300 575
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tion of required disk buffer as a function of HLT1 and 
HLT2 rates.

For each data point in the distribution, the cost of the HLT2 
throughput and cost of the disk buffer are determined. For 
combined costs greater than that of the overall budget in the 
CPU-only and hybrid scenarios, the data point is rejected. 
This leaves a distribution of valid points for which LHCb 
could purchase the necessary resources. The optimal work-
ing point is the one which maximizes the HLT1 output rate. 
The inputs to this procedure are summarized in Table 6 and 
described in more detail in the following sections.

The simulation studies assume that in both the CPU-only 
and hybrid scenarios, any remaining budget after attaining a 
30 MHz throughput at HLT1 and a sufficient buffer is used to 
buy CPU to provide additional HLT2 throughput. This cor-
responds to an increased HLT1 output rate allowing more, 
or more efficient, selections at HLT1.

Quantification of HLT1 and HLT2 Throughputs

The planned EFF nodes are equivalent to dual-socket AMD 
7502 servers. The HLT1 throughput for this node was given 
in the “Throughput” section, requiring 175 nodes to sustain 
30 MHz. As described in the “Throughput” section, these 
nodes are also capable of an HLT2 throughput of 471 Hz. 
The baseline scenario then results in an out-of-fill HLT2 
throughput of 82.5 kHz and the remaining funds can be used 
to purchase disk or additional CPU resources. In the GPU 
scenario, the purchase of these nodes for HLT1 is not neces-
sary, but as a result, no additional out-of-fill rate is available 
for HLT2 beyond the free resources described in the next 
subsection. The throughputs and quantities of these nodes 
before cost–benefit optimization are presented in Table 5.

Additional Free Computing Resources for HLT2

The Run 2 EFF Quanta nodes currently sustain a throughput 
of 134 Hz for HLT2, as documented in the “Throughput” 
section. In addition to the most recently purchased Run 2 
EFF nodes, older nodes are available which correspond to 
1450 quanta-equivalents, with up to 1200 additional nodes. 
These nodes will only be used for HLT2. In this study we 
take the 1450 nodes and assume a conservative 50% of 
the additional nodes, totalling 2050 quanta equivalents, or 
275 kHz of in- and out-of-fill HLT2 throughput.

Results

The two scenarios are scanned according to the method 
described in Sect. 6.2. The results are shown in Fig. 14. 

In these figures, any combination of additional CPU and 
disk buffer that is cheaper than the total budget for the two 
scenarios is shown, defining a region of affordability, with 
the necessary disk buffer capacity represented by the z-axis 
colour. Unsurprisingly the maximum HLT1 throughput that 
can be sustained arises when the buffer is fully used and 
the remaining resources are spent exclusively on HLT2. The 
maximum HLT1 sustainable throughput in these scenarios is 
provided in Table 7, corresponding to the maximum y-axis 
extent of the region of affordability.

Results Assuming a Factor Two Performance Increase 
in HLT2

HLT2 has not been optimized to the same extent as HLT1; 
therefore, it is expected to improve its performance. To high-
light the importance of doing so, the previous studies are 
repeated assuming a factor two improvement in the HLT2 
throughput using the same architectures. This is motivated 
by preliminary studies using optimizations to the reconstruc-
tion sequence that are pending validation.

Table 5  Summary of HLT1 and HLT2 throughputs for the EFF nodes 
described in the “Throughput” section

A minimum of 175 AMD 7502 nodes would be required to sustain 
30 MHz of HLT1 throughput, corresponding to 82.5 kHz of out-of-
fill HLT2 throughput. This is supplemented by 2050 Quanta equiva-
lent nodes which are only used for HLT2 in-fill and out-of-fill, pro-
viding an additional 275 kHz of HLT2 throughput

Node type HLT1 Through-
put/node

HLT2 Through-
put/node

Minimum nodes

AMD 7502 171 kHz 471 Hz 175
Quanta n/a 134 Hz 2050

Table 6  Input parameters to the toy studies used to determine the 
maximum HLT1 output rate in each scenario

Scenario CPU-only Hybrid

Maximum usable disk (PB) 28 28
In-fill min. HLT2 rate (kHz) 275 275
Out-of-fill min. HLT2 rate (kHz) 358 275

Table 7  Results of the toy 
studies indicating the maximum 
affordable throughput in both 
scenarios

The disk buffer is used to its 
maximum of 28 PB

Scenario Maximum HLT1 
output rate (kHz)

CPU-only 660
Hybrid 790
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The two scenarios with double the HLT2 performance 
result in the regions of affordability shown in Fig. 15. As 
before, the maximum HLT1 throughput that can be sus-
tained arises when the buffer is fully used and the remain-
ing resources are spent exclusively on HLT2. The maximum 
HLT1 sustainable throughput in these scenarios is provided 
in Table 8.

Fig. 14  Region of affordability for the CPU-only scenario (left) and the hybrid scenario (right). The maximum affordable HLT1 throughput is 
660 kHz and 790 kHz, respectively

Table 8  Results of the toy 
studies indicating the maximum 
affordable throughput in the 
four scenarios in which HLT2 
throughput has increased by a 
factor of two

In each case, the maximum 
throughput arises when the 
full remaining spend is used 
on HLT2 and the disk buffer is 
used to its maximum of 28  PB 
respectively

Scenario Maximum HLT1 
output rate (kHz)

CPU-only 1185
Hybrid 1425

Fig. 15  Region of affordability for the CPU-only scenario (left) and the hybrid scenario (right) when HLT2 throughput is twice as high as in the 
current best performance. The maximum affordable HLT1 throughput is 1185 kHz and 1425 kHz, respectively
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Deferred Purchasing

It is expected that the first year of Run 3 will be a commis-
sioning year, with stable pp running at lower than nominal 
luminosities early in the year. This is expected to be followed 
by a period of running at nominal luminosity. There is gen-
eral agreement that, if possible, hardware purchasing should 
be deferred to make best use of the collaboration’s financial 
resources. For this reason, the plan is to buy a system for 
2022 which can handle half the expected nominal processing 
load. As the throughput of both the considered HLT1 archi-
tectures scales linearly (or worse) with detector occupancy, 
this implies that buying half the number of HLT1 processing 
units is sufficient. Many of the relevant costs from Table 4 
can therefore be divided by two.

In the case of the CPU-only architecture, the disk storage 
required for 1 MHz output involves a great deal of additional 
mechanical and cabling work if purchased in two parts, so 
it is preferable to buy the full amount already for the com-
missioning year. However, it is also technically possible to 
divide this purchase, in case there are good financial reasons 
to expect that it saves the collaboration a significant amount 
of money. Similar arguments also apply to the network 
between the EB and the CPU HLT1.

In the hybrid case, deferred purchasing allows HLT1 to 
be implemented with one GPU card per EB node in the first 
year. This results in maximum flexibility to benefit from 
the next generation of GPU cards which are expected to be 
released over the next 2 years, and mitigates the risk arising 
from the limited number of EB slots available to implement 
the GPU HLT1.

Conclusion

LHCb has investigated two viable proposals for its first-
level trigger to be deployed for Run 3 onwards. They are 
characterized by similar performance: the choice between 
x86-based and GPU-based technologies is far from obvious 
when viewed solely in terms of raw throughput and physics 
performance, and as a result, the decision over which option 
to use has come down to a detailed cost/benefit assessment, 
presented in this paper.

In addition to certain immediate cost savings, the GPU-
based solution offers more opportunities for future perfor-
mance gains, as a more forward-looking longer-term invest-
ment; it is anticipated that GPU performance will advance 
at a more rapid pace, as evidenced by the new generation of 
GPU cards released while this paper was being prepared. 
This increased growth rate presents an opportunity to do 
more physics in Run 3 and beyond; and provides LHCb with 
the expertise and increased flexibility to exploit fully hetero-
geneous computing environments in future upgrades. The 

overhead of maintaining different technologies on HLT1 and 
HLT2 is not negligible and has been taken into account in 
the decision making process as well. On balance, however, 
as a result of all these considerations, the collaboration has 
ultimately decided to implement a hybrid HLT with a GPU-
based first stage, in Run 3. The studies presented in this 
paper show that GPUs are increasingly a viable alternative 
to CPUs as general-purpose, quasi-standalone processors.
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