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Abstract

The study explores the impact of robots’ emotional displays on people’s tendency to
cooperate with a robot opponent in prisoner’s dilemma games. Participants played
iterated prisoner’s dilemma games with a non-expressive robot (as a measure of
cooperative baseline), followed by an angry, and a sad robot, in turn. Based on the
Emotion as Social Information model, we expected participants with higher
cooperative predispositions to cooperate less when a robot displayed anger, and
cooperate more when the robot displayed sadness. Contrarily, according to this
model, participants with lower cooperative predispositions should cooperate more
with an angry robot and less with a sad robot. The results of 60 participants failed
to support the predictions. Only the participants’ cooperative predispositions
significantly predicted their cooperative tendencies during gameplay. Participants
who cooperated more in the baseline measure also cooperated more with the
robots displaying sadness and anger. In exploratory analyses, we found
that participants who accurately recognised the robots’ sad and angry displays
tended to cooperate less with them overall. The study highlights the impact of
personal factors in human-robot cooperation, and how these factors might surpass
the influence of bottom-up emotional displays by the robots in the present
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experimental scenario.

Introduction

Social robots are becoming increasingly valuable tools
for assisting people in industrial, educational, and
health care settings (Broadbent, 2017; Dautenhahn,
2007). The COVID-19 pandemic has further highlighted
the potential utility for robots in replacing human
labour to reduce the risk of infection, but also for their
social abilities, such as helping to alleviate loneliness
during lockdown (Kim et al., 2021; Odekerken-Schréder
et al,, 2020; Yang et al., 2020). As the world is likely to
embrace a “new normal” after COVID-19, including
remote education, increased working from home

culture, and more autonomous industry (Cahapay,
2020; Jamaludin et al., 2020), the necessity of welcoming
social robots into our lives is becoming even clearer. It is
consequently imperative to gain deeper understanding
of the factors shaping people’s willingness to work with
robots in their households and workplaces, and how
best to promote the social and cooperative behaviours
during human-robot interaction (HRI).

Previous research has used economic games as an
analogy of real-life social decision-making settings to
investigate human cooperative behaviours (Bland
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etal., 2017; Chaudhuri et al., 2002; Rand & Nowak, 2013;
Rapoport et al, 1965). By manipulating the payoffs
rewarded to participants after making a decision (for
example, to cooperate or not), researchers can test
the boundaries of people’s willingness to cooperate
across various settings, and more importantly,
examine the factors that induce cooperative beha-
viours (Bland et al., 2017; Pothos et al., 2011; Rapoport,
1967). One pivotal factor that affects our decision-
making process is the extent to which, and how,
others display emotion (George & Dane, 2016; Lerner
et al, 2015; Rick & Loewenstein, 2008; Van Kleef,
2009). As social animals, we use other people’s
emotions to make sense of current situations; thus,
our decision-making is susceptible to influence by
others’ emotional expressions (Darwin & Prodger,
1998; Kjell & Thompson, 2013; Moors et al., 2013). Our
sensitivity to emotion displays is so pronounced that
even if an agent that displays emotions is artificial by
nature (e.g. an animated avatar or a manufactured
robot), research evidence is accumulating to suggest
such emotional displays are similarly influential in
shaping people’s social decisions (de Melo et al., 2010;
de Melo et al,, 2014; Kayukawa et al., 2017; Terada &
Takeuchi, 2017).

However, most of this evidence informing our
knowledge of cooperative behaviours in HRI comes
from online studies (for example, de Melo et al.,
2010; de Melo, Gratch, et al., 2014, 2019; Hoegen
et al., 2018). While online research provides a useful
point of departure for understanding people’s coop-
erative tendencies, physically embodied interaction
is a key feature of real-life HRI and it can be regarded
as a distinct scenario from screen-mediated inter-
action (Grossman et al.,, 2019; Henschel et al., 2020;
Hortensius & Cross, 2018; Lee et al., 2006; Wykowska
et al, 2016). For example, people gave more positive
evaluation and showed more empathy towards an
embodied robot than a disembodied one (Kwak
et al, 2013; Lee et al,, 2006). In order to clarify the
psychological mechanisms supporting human-robot
cooperation, the present study focused on the
impact of robots’ emotional expressions and displays
on people’s tendency to cooperate with a robot
opponent in prisoner's dilemma games. A clearer
understanding of the role a robot’s emotion display
plays on human cooperative behaviour can bring
crucial insight into the design of social robots that
can be effectively deployed as assistants in our
society across several settings (e.g. education, health-
care and workplace support).

The social functions of emotions in human
psychology literature

Emotional expressions are prominent social cues that
influence decision making during interpersonal inter-
actions (George & Dane, 2016; Lerner et al., 2015;
Rick & Loewenstein, 2008; Van Kleef, 2009). Others’
emotions offer useful information for us to infer their
feelings, intentions, and desire, and help us reason
about the current situation (Frijda, 1986; Moors et al.,
2013; Roseman & Smith, 2001). Furthermore, others’
emotions often have context-dependent meaning,
and impact on our own behaviours, as claimed in the
Emotion as Social Information (EASI) model (Van
Kleef et al., 2010). In competitive situations, people
have been shown to make strategic and epistemic jud-
gements in response to opponents’ emotions. For
instance, people are more likely to concede to angry
emotion displays (to avoid destructive dispute),
while they might either become irresponsive to or
seize the chance to exploit sad opponents. Conversely,
in cooperative settings, the EASI model proposes that
humans prioritise social harmony over strategy, and
thus seeing others’ angry displays, which erodes the
cooperative atmosphere, makes us less willing to
cooperate with those who act or express angrily.
However, observing another express sadness evokes
empathy and promotes cooperative and supportive
behaviours within a group (Van Kleef et al., 2010).

In the present study, we focused on the impact of
robots’ displays of anger and sadness. In contrast to
positive emotions, which imply fulfilment and satis-
faction, negative emotions often connote a goal
unfulfilled or dissatisfaction with an outcome (Frijda,
1986; Moors et al.,, 2013; Roseman & Smith, 2001;
Van Kleef et al., 2010). This is precisely the crucial situ-
ation where social cues promoting cooperation are
likely to be needed in real-life settings. In human psy-
chology, researchers have attempted to validate the
interpersonal impact of angry and sad displays by
either online or in-person experiments. For example,
using computer-mediated interactions, Van Kleef
et al. (2004) found that people made more conces-
sions to the negotiator who sent an angry message
about the offer (e.g. “This offer makes me really
angry,”), in comparison to the negotiator who sent a
happy message about the offer (e.g. “I am happy
with this offer”). In another more interactive scenario,
Kopelman et al. (2006) examined the impact of posi-
tive, negative, and neutral emotions in negotiation
situations with two different approaches of emotional



manipulation: first, coaching participants to express
specific emotions in their negotiation dyads, and
second, playing pre-recorded videotapes of a pro-
fessional actor displaying the three types of emotions
while giving a business offer. The researchers found
that participants were more likely to make a business
deal with negotiators with the positive manner than
with the negative or neutral one. However, Kopelman
et al. (2006) also acknowledged the limitations of such
emotional manipulation that might be constrained by
individuals’ emotional expressivity (people feign
negative emotions worse than positive emotions)
and by the unnatural and artificial aspect of interact-
ing with a videotaped person.

Given the difficulty in manipulating human
emotions to examine the interpersonal impact of
emotion displays on social decisions, evidence sup-
porting the appraisal theory or EASI model was
mainly derived from studies examining computer-
mediated interactions (Van Dijk et al., 2008, 2018; Van
Kleef et al., 2004, 2006) or interactions without rigorous
control of the emotional stimuli (Kopelman et al., 2006).
Fortunately, these limitations are greatly diminished in
the context of HRI where robots can be programmed to
perform identical behaviours, and can thus convey
embodied emotional stimuli precisely for every partici-
pant and every trial.

Artificial agents’ emotion displays in human-
robot cooperation

Considering the vital role of emotional expressions in
our social life, an increasing number of artificial agents
(robots and virtual agents) are being built to display
human-readable emotions by facial or bodily
expressions (Hortensius et al., 2018). Some researchers
report that people behave similarly with artificial
agents and with human agents in economic games
(de Melo et al, 2010; Krach et al., 2008; Wu et al.,
2016), and provided empirical findings on the utility
of artificial agents’ emotion displays to promote coop-
erative behaviours (de Melo et al, 2011; de
Melo, Gratch, et al., 2014; Terada & Takeuchi, 2017).
For instance, in online gaming settings, manipulation
of virtual agents’ facial expressions (showing joy after
mutual cooperation and guilt after making a selfish
decision) according to the appraisal theory of
emotion have been proved effective in eliciting
people’s cooperative behaviours in economic games
with artificial agents (de Melo et al.,, 2010, 2011; de
Melo, Gratch, et al, 2014). The social functions of
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agents’ facial expressions were not only found by
highly human-like virtual agents. Terada and Takeuchi
(2017) have demonstrated that emotions displayed by
an embodied robot’s simple line drawing face
(showing on its monitor head) could induce
people’s altruistic behaviours in ultimatum games.
However, when emotions were displayed merely by
modalities like bodily movements and verbal
expressions (rather than by facial expressions) the
emotional impact on cooperative behaviours was
less clear. Kayukawa et al. (2017) applied de Melo
etal.'s (2010) emotional manipulation to an embodied
Nao robot (manufactured by SoftBank Robotics) but
found that the Nao being programmed to induce
cooperation via different emotional responses (i.e. dis-
playing joy after mutual cooperation, anger after
being betrayed, shame after betraying, and sadness
in a lose-lose situation) did not bring about more
cooperative behaviours among participants in prison-
er's dilemma games (which the authors suspect could
also be due to the limited sample size of 14 subjects).
Nevertheless, the participants did regard the
emotional Nao robot as more friendly and cheerful
than the non-expressive Nao (Kayukawa et al., 2017).

In addition to manipulating artificial agents’ emotion
displays based on emotion theories, Hoegen et al.
(2018) programmed virtual human characters to
mimic participants’ facial expressions during prisoner’s
dilemma games and found a correlation between per-
ceived rapport and cooperation rates only when inter-
acting with the agent mimicking. All in all, according
to the literature reviewed above, legitimate emotion
displays (either based on psychological emotion the-
ories or in congruence with people’s own emotional
states) by virtual humans appears to be at least some-
what effective in shaping people’s cooperative
decisions (de Melo et al., 2010, 2011; de Melo, Gratch,
et al,, 2014; Hoegen et al., 2018). However, evidence
from HRI is still not sufficient for us to decisively and
reliably understand the relationship between embo-
died robots’ emotion displays and people’s cooperative
behaviours. Furthermore, this topic warrants empirical
examination now if we are to develop real-life robot
assistants to appropriately serve people’s social needs
with apt and effective emotion displays. Our study
therefore aimed to address this question through a
study performed with the highly expressive Cozmo
robots (detailed in Method) and to examine the
impact of the robots’ emotion displays on cooperative
behaviours in the context of human-robot prisoner’s
dilemma games.
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Player 1 cooperates

Player 1 defects

Player 2 cooperates
R ¢

R 1) T (z10)

S (£0)

Player 2 defects

T £10)

S (£0) P

P

Figure 1 . An exemplified payoff matrix in prisoner’s dilemma games. R = rewards; T = temptation; S = sucker’s payoff; P = punishment. The
dilemma is defined by two rules: T>R > P>S, and 2R > T +S. Adapted from Hsieh et al. (2020). Human-robot cooperation in economic
games: People show strong reciprocity but conditional prosociality toward robots. PsyArXiv. https://psyarxiv.com/q6pv7/

Prisoner’s dilemma games

To study human cooperative behaviours, the prison-
er's dilemma (PD) game is one of the most widely
used paradigms in research spanning the social
sciences (Pothos et al., 2011; Rapoport, 1967; Rapoport
et al,, 1965). A classic PD game involves two people
making simultaneous decisions to cooperate or to
defect. Each player’s payoff depends on both players’
decisions, as illustrated in Figure 1. In the situation of
mutual cooperation, both players are rewarded with
a moderate amount of endowment (R in Figure 1; £7
each, for example). Meanwhile, players might be
tempted by the highest profit (T; e.g. £10) for being
the only one who defects, and render the other who
cooperates in the worse situation (S; e.g. £0).
However, choosing to defect also comes with a risk.
If both players opt to defect, they both receive punish-
ment of little gain (P; e.g. £1).

In this scenario, a social dilemma happens when
collective group profit is at odds with individual
profit, and as a cooperative decision involves the
risk of being exploited, and players have the
freedom to choose between the two opposite
actions to take. An extensive body of literature on
interpersonal PD games has used both experiments
and data simulation to model and theorise on the
emergence and evolution of human cooperative
behaviours (Axelrod & Hamilton, 1981; Embrey et al.,
2018; Rapoport et al., 1965). With mathematical mod-
elling, more recent research has provided consider-
able insights into the mechanisms and factors
supporting or hampering cooperation across various
social dilemma situations (e.g. in dyads and in
groups) (Bravo et al, 2012; Ito & Tanimoto, 2018;
Kopp et al.,, 2018; Perc et al., 2017). Also, from empiri-
cal evidence of interpersonal PD games, multiple
factors are at play during people’s decision-making
process in the scenario, such as the trust in the
other player (Chaudhuri et al., 2002; Janssen, 2008;
Wu et al, 2016), their social value orientation

(Pletzer et al., 2018), and perceived environmental
cooperativeness/competitiveness (Elliot et al., 2018;
Moisan et al., 2018). However, when it comes to PD
games played with robots (let alone the Cozmo
robotic platform specifically), our current understand-
ing of people’s decision-making process remains
limited. Recent research on human-robot PD games
has provided preliminarily insights into the impacts
of reciprocity (Sandoval et al, 2016), trust (Paeng
et al,, 2016), dialogic verbal reactions (Maggioni & Ros-
signoli, 2021), and a Nao robot’s emotion displays
(Kayukawa et al., 2017) on HRI. Yet, the preliminary
evidence raises more questions than answers at this
stage, especially with respect to the effects of
robots’ emotion displays in PD games.

Meanwhile, researchers in HRI are becoming increas-
ingly alert to generalisability concerns that empirical
findings from research performed with a specific
robotic platform might not necessarily apply to a
different robot (Henschel et al., 2020; Hortensius et al.,
2018; Hortensius & Cross, 2018). Therefore, in order to
eliminate any confounding impact from robot-specific
or context-specific factors (like people’s trust and per-
ceived agency towards Cozmo), we employed a base-
line measure of people’s cooperative tendencies
(where the emotional manipulation was not yet admi-
nistered), to be compared with the cooperative beha-
viours under the impact of the robots’ emotion
displays. This comparable baseline measure was more
appropriate than a human condition (where, for
example, a human confederate was trained to
perform sad and angry expressions) for distilling the
difference made by robots’ emotions, since our aim
was to examine the utility and social impact of robots’
emotion displays, instead of comparing and contrasting
the emotional effects of robots than that of humans.

Another advantage of having a baseline measure
of cooperative tendencies was that we were able to
further investigate whether the impact of the
robots’ emotions differ by people’s baseline
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cooperative tendencies. According to the EASI model,
the meaning and impact of emotional cues can
depend on the nature of context (Van Kleef, 2009;
Van Kleef et al.,, 2010). In the scenario of PD games,
the perceived nature of such context might be indi-
vidual-dependent. Some people might opt for
mutual profit and strive to build cooperative relation-
ship, but others might act strategically and resort to
the highest self-gain (Balliet et al., 2009). It is hence
plausible that the factor of robots’ emotion displays
would very to some degree across individuals given
the personal differences in social-decision and
emotion processing (Franken & Muris, 2005; Hamann
& Canli, 2004). Specifically, we were intrigued to
examine whether the emotional effects depend on
individuals’ baseline cooperative tendencies, in an
attempt to identify the precise and effective emotions
for robots to display to bolster people’s cooperative
behaviours in HRI.

The current study

In the present study, we wished to examine whether
the context-dependent impact of emotions proposed
in the EASI model (Van Kleef et al., 2010) still holds
true when (1) the discrimination of competitive and
cooperative context is defined subjectively by
people’s cooperative baseline, as opposed to by exper-
imental manipulation of a task (e.g. Adam & Brett, 2015;
Lee etal,, 2018; Novak et al., 2014); and (2) the emotions
are displayed by a robot opponent. Based on the EASI
model (Van Kleef et al., 2010), we hypothesised that
the social meaning and consequent effects of sad and
angry emotions diverge between people with high
and low cooperative predispositions. Here we used
the term “predisposition” to refer to the default coop-
erative tendency people have when facing prisoner’s
dilemmas, independent of any external factor related
to an opponent. More specifically, we predicted that a
robot that exhibits sad emotional displays leads partici-
pants with more cooperative predispositions to behave
more cooperatively (here sadness should be seen as a
cue of needing support), while the same sad emotional
displays should lead participants with more competi-
tive predispositions to play even more competitively
(in this case, sadness should be seen as a sign of weak-
ness in an opponent that can be exploited). On the
other hand, an angry robot should induce more coop-
erative actions among participants with a competitive
predisposition (where anger is seen as a warning of a
bigger dispute on the horizon), but reduce cooperative
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intentions among participants with more cooperative
predispositions (where anger is perceived to signal an
inadequate collaborator) (Van Kleef et al.,, 2010).

People’s willingness to cooperate in PD games
denotes the intention of building cooperative relation-
ship with the other while forgoing the possibility of the
highest self-gain (Rapoport et al., 1965), which, in the
context of HRI, could be seen as a social milestone
for people to accept robots as their social partners
and commit to a collective task. Past research has
also substantiated that people’s decisions made in PD
games reflect their temperamental cooperative willing-
ness and real-life social-decision making process and
behaviours (Balliet et al, 2009; Mokros et al., 2008;
Pothos et al, 2011; Viola et al, 2019). Our research
here could provide insight into the possible factors
promoting human-robot cooperation and highlight
the possibility that bottom-up emotional cues might
interact with top-down personal factors, thus making
one-size-fits-all robotic programming problematic,
and establishing further empirical foundations for
adaptive and bespoke programming for social robots.
Moreover, investigation into the topic could have
several practical consequences as well. First, social
dilemmas emerging between humans and robots
have the potential to someday, possibly soon, feature
in daily life, where robots need to decide between
benefits of individual people and the collective inter-
ests of human society. These types of discussion are
already well underway in the autonomous vehicle
development community, where debate and discus-
sion continues over the situations in which people
might accept their self-driving cars to sacrifice their
own lives to save the lives of (multiple) pedestrians
(Bonnefon et al, 2016; Perc et al, 2019). Second,
some research evidence has verified that experimental
procedures to promote people’s cooperative ten-
dencies and altruism (for example, by moral nudging)
could have cross-situational effects on their real-life
charitable behaviours (Capraro et al., 2019; Capraro &
Perc, 2021). Our research here could therefore have
implications for real-life HRI, especially to the utility of
social robots’ emotion displays to enhance the social
quality in human-robot cooperation.

Methods
Open science statement

Prior to data collection, we reported our pilot
data, stimuli, and power analysis codes on our
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Not Tap
(to share)

NotTap [all
(to share) PSS s

Figure 2 . Setup and apparatus. (A) lllustration of the experimental setup. During the experiment, participants played games with the robot
situated in front of them on a desk, and made game responses by tapping the cubes on the desk. The payoff matrix and real-time game out-
comes were shown by a monitor before them. (B) The blue Cozmo (Botz) and the red Cozmo (Roxon) used in the experiment. (C) The interactive

cubes that players tapped to make game decisions.

Open Science Framework (OSF) page: https://osf.io/
tjs8m/. Additionally, we had anonymous data, analysis
codes, and materials associated with the study freely
available on this OSF page after the study was
finished, in keeping with the best research practices
proposed by the open science initiatives (Galak
et al.,, 2012; Munafo, 2016).

Setup and apparatus

We used the commercially-available Cozmo edutain-
ment robots (manufactured by Anki Inc., Figure 2A&B)
in the experiment as participants’ opponents in PD
games. The Cozmo robot has been chosen for its capa-
bility of expressing diverse facial expressions with its
LED face screen (128 x 64 pixel resolution). Additionally,
Cozmo is portable (5x7.2x 10 in. in size), affordable,
and is flexibly programmed and manipulated via its
software development kit (SDK), which make it
especially suitable for HRI experimental research
(Chaudhury et al.,, 2020; Cross et al., 2019). We deployed
two separate Cozmo robots for the actual PD games, a
blue Cozmo model (named Botz) and a red Cozmo
model (hamed Roxon). One of the robots would con-
sistently display anger, and the other would consist-
ently display sadness (colour and emotion pairing

were counterbalanced across participants). By having
different coloured Cozmos associated with the two
different emotions, this should help prevent the unde-
sirable situation that people would think the same
robot was displaying sadness and anger.

Cooperative and non-cooperative decisions in the
current PD game were framed as sharing coins with
the other or keeping all coins for oneself, respectively.
In each game round, a certain amount of coin endow-
ment was provided to both players, and each was
required to make an individual and simultaneous
decision as to whether they wanted to share or keep
the coins. The exact amount given to each player
depended on both of their choices (detailed in the
“Game design” section, Figure 5). During the PD
games, a monitor showing the payoff matrix and
real-time game outcomes was placed in front of partici-
pants (Figure 2A). Every participant was provided two
interactive cubes (Figure 2C), which illuminated with
different colours representing different decisions
(blue meant to keep coins for oneself, and yellow
meant to share coins with Roxon or Botz). Participants
tapped one of these cubes in a round to make a game
decision, and the robots used only one interactive cube
in games to prevent participants from trying to antici-
pate the robots’ choice by observing the direction it
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drove to. Also to avoid people peeking over the robots’
decision during the responding time, the robots’ cube
was hidden from participants’ sight using a partition
between participants and the robot. However, this par-
tition sat above a 4.3 cm thick cardboard box, to ensure
the body and expressions of the robots can be fully
seen by participants (Figure 2A). In reality, the robots’
game decisions were pre-programmed and they
tapped the cube only to make participants believe
that the robots were making decisions in real time.
All the cubes and the robots were connected via WiFi
to the Cozmo application installed on a tablet, and
the tablet was paired with a laptop which ran
the Python programme to operate the game and the
robot, and to record players’ game responses by
Python log files. The experimental setup followed
that developed by previous work by Hsieh et al. (2020).

Manipulation and stimuli

We manipulated the robots’ game strategy to always
start with a fixed sequence in the first five rounds
(share, share, keep, keep, share), followed by a tit-for-
tat strategy (i.e. repeating a human player's previous
decision) (Figure 3). This strategy manipulation was
adopted by previous studies (de Melo et al., 2010; Kayu-
kawa et al., 2017) to diminish the predictability of
agents’ actions, and to increase the possibility of experi-
encing all the four outcomes in the payoff matrix and
therefore a higher chance of being exposed to the
robots’ emotions in the initial five rounds.

The robot expressed emotions not only by its face,
but also via vocal interjections (like sighs, laughter,
and grunts) and by body movements from its fork-
lift-like arm, head motion, and track directions. In
order to select the most appropriate and representa-
tive emotional expressions for the robots to display
in the main experiment, we required four categories
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of emotional stimuli (happy, angry, sad, and neutral
expressions), with happiness shown after mutual
cooperation, anger or sadness displayed after the
robots being betrayed by a human, and neutral
expression in the rest of situations. We carried out
an online pilot experiment via formR platform
(Arslan et al., 2020), where participants (n=64,
Mage=27.6, 43 females) watched video clips (around
10 s each) of a Cozmo robot performing one of the
four kinds of emotional animations (happy, angry,
sad, or neutral), and answered following each short
video clip whether they perceived the expression to
be “happy”, “angry”, “sad”, “neutral”, “other” (needed
to specify in text), or “I don't know”. When the
answers were happy, angry, or sad, participants
were also asked to rate the intensity of the emotion,
with slider ratings from “very slight” (1) to “extreme”
(100).

The stimulus set for the pilot involved 13 videos
clips selected by the experimenters after reviewing
all Cozmo's repertoire of default animations (a total
of 348 animations are available on the Github reposi-
tory - https://github.com/cozmo4hri/animations -
created by Chaudhury et al., 2020). Three animations
were chosen for each of the three categories -
happy (animation numbers: 103, 338, 348), angry
(55, 84, 130), and sad (59, 63, 134) — and four (69,
91, 158, 169) for neutral since it is more ambiguous
to determine what made neutral expressions. We ana-
lysed the mean accuracy rates (the number of answers
matching the experimenters pre-defined emotion
label / the total number of participants) for each
emotional animation, as well as the mean emotional
intensity rated by the subjects. The animations with
the highest accuracy rate in each category were
chosen, which included animation number 348 for
happy (accuracy = 81.2%, Mintensiry = 76.1), number 84
for angry (accuracy = 98.4%, Mintensity = 85.4), number

Round1 2 3

Participant i i

robot

Fixed sequence

4 5 6 7 8

Tit-for-tat

Figure 3 . The strategy manipulation of the robots. In this exemplified game block, the robot started with a fixed sequence of five decisions and
followed tit-for-tat strategy till the end. Details of the block design are in the “Game design” section.
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63 for sad (accuracy=90.6%, Miptensiy=57.0), and
number 68 (accuracy =39.1%) for neutral. The low
accuracy rate for the neutral animations corresponds
to the Kuleshov effect, which suggests that people
tend to interpret a neutral face or expression by its
context or what immediately preceded it, and may
perceive a constant face to express different emotions
given different contexts (Barratt et al, 2016; Mobbs
et al., 2006). Participants in our pilot also reported
diverse emotions perceived from the animation
number 68, such as doubtful, confused, and surprise.
To prevent the possibility that people in the main
experiment will also overly interpret the animation
which is supposed to be depict neutral emotion, we
removed the neutral expression from our manipu-
lation and let the robots directly move on to the

A. angry

next round without displaying any animation.
Stimuli and analysis codes for the pilot experiment
are available on the OSF page: https://osf.io/tjs8m/?
view_only = d52ffba154ed4236b07c663291a5b053.

Figure 4 shows the demos of the final set of
emotion animations to be used to programme the
robots in the main PD game experiment. For the
anger animation, the robot’s fork arm hit the table vio-
lently, frowned, uttered sharp and rapid sounds, and
drove left and right repeatedly with apparent agita-
tion (Figure 4A). For the sad animation, the robot
showed a downcast face, sighs, and slowly dropped
its head down (Figure 4B). Finally, the happy robot
animation featured laughing sounds, smiling eyes,
arm waving, and driving in circles with excitement
(Figure 4C).

B. sad

C. happy

Figure 4 . Demos of the robots’ emotional expressions. (A) Angry expression. (B) Sad expression. (C) Happy expression. Video records of theses
demos are available on the OSF page: https://osf.io/tjs8m/?view_only = d52ffba154ed4236b07c663291a5b053


https://osf.io/tjs8m/?view_only=d52ffba154ed4236b07c663291a5b053.
https://osf.io/tjs8m/?view_only=d52ffba154ed4236b07c663291a5b053.
https://osf.io/tjs8m/?view_only=d52ffba154ed4236b07c663291a5b053

Game design

The experiment was introduced to participants as a
robot competition where the experiments wished
to know which robot (Roxon or Botz) was the most
competent at playing economic games with human
interaction partners. The winner robot would be
used for future studies, whereas the loser robot
would be erased its memory and left on the shelf.
The script of memory erasure was adapted from
Seo et al’s (2015) study and has been proved
effective to convince participants of the real conse-
quences of the games to robot players (Hsieh et al.,
2020). Participants, on the other hand, were monet-
arily incentivised. The average performance of the
last two games blocks would determine their
chances of winning a £20 shopping voucher as an
extra prize in addition to the standard remuneration
for their time.

The experiment involved one practice block and
three blocks of iterated PD games (Figure 5A). In
each round PD game, players would decide to share
coins with the other player or to keep all the coins
by themselves. Different amounts of coins would be
given to players depending on both of their decisions
(Figure 5B). Since prior evidence shows that different
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designs of payoff matrices in PD games lead to
different cooperation rates among human players
(Moisan et al., 2018; Rapoport, 1967), we deliberately
selected the present payoff from Hsieh et al.'s (2020)
study, where two different designs of payoff matrices,
one with higher incentives for cooperation and the
other with lower incentives, were compared in
human-robot PD games. The results revealed that
the impact of incentive structures was only significant
in the first game round, and over the 20 iterated PD
game rounds, participants’ cooperative behaviours
toward a Cozmo robot were similar in general
(mean cooperation rate: 0.40 for the high-incentive
game and 0.34 for the low-incentive game). In the
high-incentive game condition, participants made sig-
nificantly more cooperative decisions in the initial
game round, which was followed by a quick reduction
of cooperation. However, people’s decisions in the
low-incentive game remained at a constant level
throughout the whole game (Hsieh et al., 2020). Con-
sequently, here we adopted the game design with
relatively lower cooperatives (Figure 5B) to forestall
the possible initial spikes in cooperative decisions
induced by the structure of payoff matrix, and mean-
while ensure that the game context would not bring

A

Baseline Block
(10 rounds)

Practice Block
(3-10 rounds)

Emotion Block 2
(15 rounds)

Emotion Block 1
(15 rounds)

Robot

share keep

share

Human

keep

C Robot
share keep
share| happy |no emotion
Human
keep |sad/angry| no emotion

Figure 5 . Experimental design. (A) The order and game rounds planned for the four blocks. Participants firstly familiarised themselves with the
game rules in the practice block, and played with a non-expressive Cozmo in the baseline block (as a measure of their cooperative disposition).
Finally, they played with Roxon and Botz (one programmed to be sad and the other to be angry) in turn in emotion block 1 and 2. (B) Payoff
matrix design. (C) Emotion manipulation of the robots in emotion block 1 and 2. The main manipulation of the robot’s sad and angry emotional
displays happened after a human player chose to keep coins, but the robot decided to share. The robots’ emotion manipulation for the rest of
three game outcomes remained the same across emotion block 1 and 2.
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about ceiling or floor effects on people’s cooperative
decisions. Designs and content of the four blocks are:
First, in the practice block, participants would familiarise
themselves with the skills and the timing of tapping the
cubes. The game screen placed in front of participants
showed a goal sentence in each round (e.g. “try to earn
10 coins in this round.”). Participants only needed to
take a corresponding action to make the goal possible
(i.e. choosing to keep, in the example). The Cozmo
robot used in the practice and the following baseline
blocks was an extra robot in addition to Roxon and
Botz, and it would always make correct responses to
reach the same goal during the practice. By doing so,
participants can become more familiar with the payoff
matrix and the ways of tapping cubes, without starting
to develop their strategies and confounding the follow-
ing PD game. The length of the practice depended on
participants’ performance. They can pass the practice
by making three consecutive correct and successfully
registered responses, otherwise, the practice game
ended after 10 rounds. The experimenter supervised par-
ticipants during the practice to ensure they fully under-
stand how to play the game before moving on.

Second, the baseline block involved ten rounds of
PD games played with a non-expressive Cozmo which
did not have any emotional animation programmed
after either game outcome. The block served as a
baseline measure and an indicator of participants’
default behavioural tendency in the PD game
context before having more extensive interaction
with  Cozmo robots. We used participants’
cooperation rates in the baseline block to predict
how they would be influenced by Roxon’s and
Botz's emotional expression in the analyses.

Third, participants took turns playing PD games
with Roxon and Botz, with one displaying sadness
and the other showing anger (order and colours coun-
terbalanced). Each emotion block involved 15 rounds
of iterated PD games. The robot’s negative emotion
(sadness/anger) was manipulated after a human
player chose to keep but the robot shared. We
focused on the particular situation because, firstly, it
was a reasonable timing for the robot to show nega-
tive expressions as it was betrayed by a human; sec-
ondly, it may involve important practical implication
to examine whether robot’s negative emotions
(either sadness or anger) can increase people’s coop-
erative willingness after they already demonstrated
non-cooperative behaviours. Throughout emotion
block 1 and 2, the robots showed the happy
expression after mutual cooperation, as a general
signal of cooperative intention. All in all, both robots
in the PD games were programmed to send

cooperative signals through emotional expressions
but in two different ways —— one through
showing anger after being betrayed, and the other
through displaying sadness after defection. We antici-
pated the two negative emotions would differentially
influence people with different cooperative incli-
nation and baselines in PD games. Participants were
not aware the emotion manipulation before actual
interaction with the two robots, but only knew that
the two robots had different “personality” and might
act diversely.

Measures and manipulation check

The main measure of the study was people’s decisions
made in the three game blocks. Their binomial
decisions (to keep or to share) were saved directly
with Python log files in the controlling laptop, and
were used to compute the cooperation rates (the
times sharing/ the total round) in each block.

After participants completed the four blocks of
games. We asked them to describe Roxon and Botz
respectively, in terms of their emotionality and strat-
egy, and also to report their own strategies adopted
when playing with the robots in games. These
open-ended questions helped us evaluate the validity
of the manipulation on the robots’ emotions and
strategy, and acquire the qualitative data of how
people responded to the two different robots. The
manipulation check questionnaire was administered
via formR platform (Arslan et al., 2020) on a lab PC.

Procedure

The experiment was planned to be conducted in quiet
research laboratory booths located within the insti-
tute of Neuroscience and Psychology at the University
of Glasgow and within the Department of Cognitive
Science at Macquarie University, once behavioural
testing was considered safe according to the UK gov-
ernment’s, the Australian government’s and both Uni-
versity’s guidelines concerning COVID-19.
Considering the pandemic situation in both sites
when the research plan was written, data collection
could commence at Macquarie University as soon as
a decision was reached on our registered report sub-
mission. If lab-based experiments at Glasgow became
feasible while data collection was still proceeding, we
planned to collect data across both sites to increase
participant numbers and diversity. Whenever data



collection was carried out in two lab spaces, we would
run additional analyses (detailed in “Sampling and
analysis plan”) to confirm that no systematic differ-
ence occurred due to the data collection site. Partici-
pants and the experimenter would wear face masks at
all times during the study, and we had spare masks
prepared if participants required a new or additional
mask. In order to reduce unnecessary face-to-face
contact, introduction and instruction of the exper-
iment were given to participants by playing a short
video on the desktop PC in the lab. After participants
provided their written informed consent and showed
sufficient performance in the practice block, they
were left alone playing games with the robots. The
experimenter was seated outside the lab and
because the games and robots were operated by a
tablet and a laptop connected through the robots’
wifi, the experimenter can still monitor the game pro-
gress without being present. Finally, participants com-
pleted a series of open-ended questions on a PC for
manipulation check, as well as their demographics.
The whole experiment took approximately one to
one and a half hour(s). Participants were debriefed,
paid (£6 per hour), and thanked in the end.

Participants

We planned to recruit participants aged 18-59, with
normal or corrected to normal eyesight, and without
neurological or psychiatric history. We also aimed to
recruit participants who were naive to robots and to
our study. Consequently, people who owned a
Cozmo robot, worked with robots on a daily
bases, or had participated in our previous exper-
iment (Hsieh et al, 2020) were eligible to the
current experiment. Based on a simulation-based
power analysis, a sample size of 180 was needed
to have 0.9 power finding a significant interaction
between the robots’ emotions and people’s coop-
erative predisposition on cooperation rates in PD
games. The power analysis was carried out with
the simglm (v0.8.0.) (LeBeau, 2019) and simr (1.0.5)
(Green & Macleod, 2016) R packages, by the follow-
ing steps.

Firstly, to simulate data for the planned model -
cooperative rate ~ cooperative predisposition*e-
motion + (1|subject) - we used relevant meta-analy-
sis results (Balliet et al., 2009; Lench et al., 2011; Pletzer
et al,, 2018) for our beta weight estimation. For the
emotional effects on human judgment, Lench et al.
(2011) reported the effect size of Hedges’ g=0.18
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(from 25 previous studies) when comparing the
impact of sad and anger emotions in particular. As
to the effect of cooperative predisposition on
decisions in economic games, there was no compar-
able experimental design we can find in the literature
and the closest concept is social value orientation
(SVO), which refers to people’s temperamental motiv-
ation to care for others (Murphy & Ackermann, 2014).
Over two meta-analysis studies, SVO showed a con-
sistent small to medium effect size on cooperative
behaviours in economic games (r=0.30 in Balliet
et al's, 2009; r=0.32 in Pletzer et al's, 2018).
However, what we aimed to measure was not
people’s general traits but their default behavioural
tendency in social dilemmas, albeit the two concepts
might be closely related. We therefore adopted the
“consevative smallest effect size of interest” (SESOI)
strategy (Anvari & Lakens, 2019) and used r=0.20
(or the equivolent Hedges’ g = 0.40) for our parameter
estimation. The interaction of the fixed effects would
be generated automatically during the process of
data simulation with simglm package (LeBeau,
2019), so we did not need to manually specify the
beta weight of interaction.

Second, we simulated data based on aforemen-
tioned evidence and calculate statistical power (with
the simr package, Green & Macleod, 2016) by the
function of sample sizes (Figure 6). Our main research
focus was the interaction between the robots’
emotion and people’s cooperative predisposition
(measured in the baseline block), and the result
showed that we needed 180 participants to have 0.9
power finding a significant interaction.

Sampling plan

Given the large sample size we might need to achieve
high power for the effect of interest, we administered
sequential analyses to collect data more efficiently
(Lakens, 2014). We planned to perform two interim
analyses after 60 and 100 participants were recruited,
with alpha levels adjusted by Pocock boundary (p =
0.0221 for three planned analyses, Pocock, 1977). Fol-
lowing each interim analysis, we would stop data col-
lection early if one of the two conditions was fulfilled:
first, if the hypothesis was supported and we found a
significant interaction between the robots’ emotion
and people’s cooperative predisposition by the cri-
terion of p=0.0221; second, if the effect size of inter-
action was significantly smaller than SESOI (P <0.02;
Cohen, 1988).
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Figure 6 . Power curve for finding an interaction between the robots’ emotion and people’s cooperative predisposition. Each data point is
noted by (sample size, power). The result of simulation suggests that 90% power can be achieved if the sample size reaches 180 (participants).

Analysis plan

Main analysis
All data analyses would be carried out in R v4.0.1 (R
Core Team, 2020). Our hypothesis was that people
with higher cooperative predisposition (i.e. high
cooperation rates in the baseline block) in PD games
cooperate even more when the robot responded
with sadness, and would cooperate less when the
robot displayed anger, and conversely, people with
more competitive predisposition (i.e. low cooperation
rates in the baseline block) would cooperate more
after the robot displayed anger but became more
competitive following the robot’s display of sadness.
Cooperative and competitive decisions were framed
as sharing (coded as 1) and keeping coins (coded as
0) in the current game context. Cooperative rates in
the baseline block and in the two emotion blocks
would be log-transformed before being feed into
our model, where their normally distributed nature
would enable values to range from positive to nega-
tive values (Benoit, 2011).

The main research question would be examined by
a linear mixed effects regression model with the Ime4
package (Bates et al., 2015). We would have partici-
pants’ log-transformed cooperative rates in emotion
block 1 and 2 as the dependent variable, and the
robots’ emotions (anger and sadness) and partici-
pants’ cooperative predisposition as the fixed
factors. For random effects, we would start from the
model design specified as follows:

cooperation ~ emotion*coop_predisposition + (1 | subj_id)

If the results showed failure in model convergence
or a singular fit, we would remove the random inter-
cept term and ran the model as a multiple
regression. We expected to find a significant inter-
play of the robots’ emotions and people’s coopera-
tive predisposition in participants’ cooperative
decisions in prisoner’'s dilemma games (Figure 7).
Post hoc analyses following a significant interaction
would be conducted by the effects (v4.1.4) (Fox,
2003) and the emmeans package (v1.4.7) (Lenth,
2020). We planned to examine the impact of coop-
erative predisposition for sad and angry emotion
separately, and anticipated the effects of cooperative
predisposition would be opposite in sad and angry
conditions —— high cooperative predisposition pre-
dicted more cooperative behaviours in sad condition
but fewer cooperative behaviours in angry condition
(Figure 7).

Exploratory analysis

Even though our pilot experiment validated the
emotion animations selected for the robots’
emotional manipulation for this proposed study, we
appreciated that individual variation in human
emotion perception, as shown in previous finding
on human faces (Barrett et al., 2019), could still
emerge among our participant sample. Also, due to
the online nature of the pilot experiment, it was plaus-
ible to question whether people engaged in playing
an embodied human-robot PD game would perceive
the robots’ emotion displays in the same way as par-
ticipants did in the online pilot experiment. Therefore,
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Figure 7 . Hypothetical plot of the expected interaction between the robots’ emotions (sad and angry) and people’s cooperative predisposition
(log-transformed cooperation rates in the baseline block). Participants with higher cooperative predisposition were predicted to become less
cooperative by the robot’s angry emotion but more cooperative by sad emotion. On the contrary, participants with lower cooperative predis-
position were hypothesised to become cooperative by the robot’s anger but even less cooperative by its sadness.

we planned to run an exploratory model with an
additional factor — whether participants accurately
perceived the robots’ emotion displays (subj_percep-
tion) — to examine whether the subjective perception
of the robots’ emotion displays was an influential
factor shaping the emotional effects:

cooperation ~ emotion*coop_predisposition*subj_percep-
tion + (1 | subj_id)

This “subj_percpetion” factor was derived from par-
ticipants’ subjective reports on “Did you see the robot
displaying any emotion during the game? If you did,
what emotion(s) did it display?” in the post-game
questionnaires. When participants’ reports of per-
ceived emotions were consistent with the actual
emotion manipulation, their answer would be
coded as “yes” (i.e. accurately perceived), otherwise
their reports would be coded as “no” (i.e. did not
accurately perceived). The coding process would be
carried out by at least two researchers who were
fluent in English. The inter-rater reliability would be
analysed with kappa statistics (McHugh, 2012), and
we aimed for a minimum of 90% agreement
among raters.

Additionally, if the data collection was conducted
in both University of Glasgow and Macquarie Univer-
sity, we would run a second exploratory model to
control for the possible random variation caused by
collecting data across two sites:

cooperation ~ emotion*coop_predisposition + (1 | collec-
tion_site / subj_id)

The term “(1 | collection_site / subj_id)" was to
express the nested random effects of subjects within
collection sites. Similarly, we would also run the
model with the factor “subject_perception” added to
examine the possible impact from participants’ sub-
jective perception of the robots’ emotion displays:

cooperation ~ emotion*coop_predisposition*subj_percep-
tion + (1 | collection_site / subj_id)

The above exploratory models would be compared
with the main model by the anova() function in R, to
examine the possible improvement in model fit by
adding an additional factor or random structure. The
model with the best model fit would be reported as
the main result of the study, while all the other
model output and the process of model selection
would also be presented explicitly in our result section.

Results

We carried out the preregistered analyses when 60
participants (mean age = 24.8; 39 females, 17 males,
and 4 non-binary) were recruited as per our preregis-
tered sequential analysis plan. Among this sample,
51.67% of participants were White; 38.33% were
Asian or Asian British; 1.67% were Black, African,
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Black British or Caribbean; 1.67% belonged to mixed
or multiple ethnic groups; 5% were from other
ethnic groups; and 1.67% preferred not to report.
Considering the COVID-related restrictions on in-
person testing at University of Glasgow and Mac-
quarie University between September and December
2021, all data were collected at the University of
Glasgow. Therefore, the exploratory model to
control for the potential random effects induced by
collecting data at two sites was not performed. We
measured participants’ daily exposure to robots
(Riek et al., 2011) to ensure that they were generally
naive to robots. In the question of how many robot-
related films participants had seen before (from a
list of 14 films including Westworld, Real Humans,
etc), the median number of robot films seen was 3,
with an interquartile range (IQR) of 3. When asking
participants how often they engaged with robots in
their daily life on a scale from 1 (Never) to 7 (Daily),
the median response was 2 (IQR=2). The results
confirmed that participants did not have extensive
experience with robots before taking part in this
study, and therefore their a priori understanding of
robots was unlikely to impact the current HRI.

First, we visualised the distribution of participants’
binomial game decisions (to share coins with the
robots or not) in the three blocks in Figure 8. From
Figure 8, we could see that the cooperative trends
of the three game blocks were similar. Participants
started from a higher cooperative tendency in the
beginning of each block, and this tendency decreased
until the end of the game. The only visible difference
between the baseline block and the two emotion
blocks was that participants were making slightly
more cooperative choices near the end of the block.
However, since we did not inform participants of the
total number of rounds for each block, it was unlikely
that the increasing cooperative decisions were
planned deliberately by participants.

Second, we calculated the mean cooperation rates
for each block by dividing the numbers of partici-
pants’ cooperative decisions by the total numbers
of game rounds (10 rounds in the baseline block
and 15 rounds for each emotion block). In the base-
line block, the mean cooperation rate was 37.13%; in
the angry block it was 24.83%; in the sad block it was
30.34%. Following the registered analysis plan, we
reported the main result of a linear mixed effects
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Figure 8 . Binomial game decision distribution across the three game blocks (sharing coded as 1; keeping coded as 0). Nonparametric

smoothed curves were added to show the cooperative trends.



model to examine whether there was an interplay
between cooperative predisposition and the robots’
emotions. For exploratory analyses, we presented
the results of the registered model which included
an additional factor of participants’ emotion percep-
tion accuracy. Additionally, we conducted and
reported the results of unregistered exploratory ana-
lyses, which were the logistic version of the regis-
tered models. The logistic models used participants’
binomial decisions as the dependent variable,
instead of the log-transformed cooperation rates.
We carried out this additional modelling because
we realised the process of log-transformation (in
order to feed the data of cooperation rates to
linear models) led to information loss, while using
mixed effects logistic regression models on the raw
dataset might bring about higher power to detect
the effects of interest. Below we present each part
of these analyses in detail.

Main model results

The model successfully converged with the pre-regis-
tered model design. We included the fixed factors of
the robots’ emotions (anger and sadness) and partici-
pants’ cooperative predisposition (i.e. log-trans-
formed cooperation rates in the baseline block), the
dependent variable of the log-transformed
cooperation rates in the two emotion blocks, and
the random effects of subject-level random intercepts.
As mentioned above, we adopted sequential analyses
(with two interim analyses) and therefore we used p
=.0221 as the adjusted alpha level (Pocock, 1977).
We found a significant factor of participants’ coopera-
tive predisposition in this model (8=0.54, 95% CI
[0.17, 0.92], p=.004, r)p2 =.23). However, neither the
fixed effect of the robots’ emotions (8=0.34, 95% C/
[-0.01, 0.69], p=.058, np2=.07) nor the interaction
between the two factors (8=0.06, 95% CI [-0.41,
0.53], p=.795, np2:.001) was significant. Based on
our registered sampling plan of sequential analyses,
the data collection was stopped given that the
effect size (Cohen’s f2=0.0004) of the interaction
(the main effect of interest) is smaller than the SESOI
(F=0.02). Namely, the true effect size of the inter-
action might be smaller than what was considered
to be practically meaningful. Therefore, we decided
not to pursue such a minor effect with a bigger
sample size. Overall, the R? of the model was .330,
with the fixed effects R?=.178 and the random
effects R =.153.
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Registered exploratory model results

In the registered exploratory model, we included an
additional fixed factor — the binomial records of
whether participants had accurately perceived the
robots’ emotion as we expected — into the design
of the main model. The answers we coded as “suc-
cessfully perceived the robot’s anger” included par-
ticipants’ reports of “angry”, “anger”, “furious” that
were used to describe the robot programmed to
display anger; the answers we coded as “successfully
perceived the robot’s sadness” were the reports that
explicitly used the words of “sad” or “sadness” to
describe the robot programmed to display sadness.
Since the manipulation check was measure by
open-ended questions and we did not provide any
word bank for participants to choose from, a few par-
ticipants would use the words that were more
ambiguous, like “disappointed”, “frustrated”, “discon-
tent”, “displeasure”, to describe the robots’ emotional
displays. We did not include those answers as evi-
dence of successfully perceiving the emotional
manipulation. Also, three participants reported per-
ceiving both negative emotions in a single emotion
block: two said they perceived both sadness and
anger from the robot programmed to display sad
expressions, and one perceived both anger and
sadness from the robot programmed to display
angry expressions. We also excluded these reports
from correct emotional recognition. All in all, the suc-
cessful perception rate for the robot’s angry display
was 66.7%, and the rate for the sad display was
51.7%.

We then added this binomial variable of whether
participants perceived the robots’ emotional manipu-
lation into the model, to examine the extent to which
individual differences in emotion perception might
influence the results. The model output was pre-
sented in Table 1. We found that none of the fixed
factors, nor their interactions, significantly impacted
people’s cooperative tendencies.

Overall, the R? of the registered exploratory model
was .347, with the fixed effects R°=.187 and the
random effects R =.160. We conducted a model com-
parison test by the R function anova() to examine
whether inclusion of the additional factor (“subj_per-
ception”) improved the model fit. The result suggested
that the difference between the main model (without
the “subj_perception” factor) and the registered
exploratory model (with the “subj_perception” factor)
was not significant, x*(4, 106) =1.72, p=.79.
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Table 1. Results of the linear mixed effects model that examined the effects of the robots’ emotions, participants’ cooperative predisposition,
and their emotion perception accuracy on subjects’ log-transformed cooperation rates

Registered exploratory model

cooperation ~ emotion*coop_predisposition*subj_perception + (1 | subj_id)

Estimate SE Low CI High I rlpz p-value
intercept -0.88 0.28 -1.43 -0.33 .002*
emotion [sad-angry] 0.38 0.33 —0.27 1.03 .06 .250
coop_predisposition —0.02 0.53 -1.04 1.01 .08 977
subj_perception [correct-incorrect] 0.04 0.32 —0.60 0.67 .00005 914
emotion* coop_predisposition 0.63 0.57 —0.48 1.74 .01 .265
emotion * subj_perception —0.04 0.43 —0.89 0.81 .00009 926
coop_predisposition* subj_perception 0.63 0.56 —0.47 1.73 .008 264
emotion* coop_predisposition* subj_perception —0.65 0.66 -1.95 0.65 .01 326
Subject-level random intercepts 0.39
Residuals 0.75

Cl=95% confidence interval.
*p < 0221
Abbreviations: SE = standard error; C/ = confidence interval.

Unregistered exploratory model results

Although the usage of log-transformed cooperation
rates allowed the dependent variable values to
range from negative to positive, instead of 0-1
(Benoit, 2011), we lost some data points because if a
participant made no cooperative decision in a game
block, the 0 cooperation rate would lead to negative
infinity after being log-transformed. This resulted in
us having to exclude 14 data points (which resulted
in this negative infinity value after log transformation)
in order to run linear mixed effects models. Excluding
these data points caused crucial information loss since
those data represented performances by the most
competitive individuals. Therefore, we conducted
additional mixed effects logistic regression models
to examine if the effects of interest would be better
to detect by performing analyses on the raw and com-
plete dataset (binomial game decisions: cooperative
decisions coded as 1 and noncooperative decisions
coded as 0).

First, in the logistic version of the main model
(Model 1 in Tables 2 and 3), we used participants’ bino-
mial game decisions as the dependent variable and
added the random intercepts of game rounds into
the random effect structure. The rest of the model

design remained the same as the main linear model.
Similar to the results of the main model, we found a
significant effect from participants’ cooperative pre-
disposition (8=3.71, 95% Cl [2.16, 5.26], p <.001)
whereas the main effect of the robots’ emotions (8=
0.25, 95% CI [-0.41, 0.92], p = .452) and the interaction
between the two factors (8=0.15, 95% CI/ [-1.39, 1.69],
p =.851) were nonsignificant.

Second, we ran a logistic version of the registered
exploratory model which included the factor of indi-
viduals’ emotion perception. Again, we controlled
for the round-level random effects in the logistic
models. We started with the most complex random
structure (Barr et al., 2013) for round-level random
effects — (1 + emotion*subj_perception | round) - but
the model failed to converge and we therefore run
the model with only the random intercepts of subjects
(Model 2 in Table 2). Results yielded a significant effect
from subjects’ emotion perception accuracy (8=
-1.74, 95% Cl [-3.15, —0.33], p=.015) whereas all
other fixed effects and their interaction were non-
significant (Model 2 in Table 3). In general, people
who correctly perceived the robots’ angry and sad
emotions were less likely to cooperate with the
robots in emotion blocks. Given the complexity of

Table 2. The designs of the three unregistered exploratory models to examine the effects of the robots’ emotions, participants’ cooperative
predisposition, and their emotion perception accuracy on subjects’ binomial game decisions

Model design

Fixed factor(s)

Random effects Dependent variable

Model 1 emotion*coop_predisposition
Model 2 emotion*coop_predisposition*subj_perception
Model 3 coop_predisposition*subj_perception

game decisions
game decisions
game decisions

(1| subj_id) + (1 | round)
(1| subj_id)
(1| subj_id) + (1 | round)




the three factors involved in the model, we visualised
the overall results of the Model 2 in Figure 9 by the R
package “effects” (v4.1.4) (Fox & Weisberg, 2018).
From Figure 9, it is possible to see a positive corre-
lation between people’s cooperative tendencies in
the baseline block and their cooperative probability
in emotion blocks, and the correlation might be
shaped by people’s emotion perception accuracy
(albeit the interaction was not significant p =.059,
by the alpha level of p=.0221).

Finally, for exploratory purposes, we ran the Model
3 without the factor of the robots’ emotions since its
effect did not seem significant in either Model Tor
Model 2. In the result of Model 3, the effect of
people’s cooperative predisposition became signifi-
cant (8=3.05, 95% Cl [1.23, 4.87], p=.001), and the
effect of subjects’ emotion perception accuracy was
not significant (3=-0.70, 95% CI [-1.58, 0.17],
p=.115) given the pre-defined alpha level of .0221.
The output summary of three models and the result
of model comparison are reported in Table 3.
Among the three logistic models, none of these
three models showed significant improvement in
model fit compared to the other two models.

Discussion

In this study, we sought to examine the extent to
which people’s cooperative tendencies in prisoner’s
dilemma (PD) games are influenced by robots’ nega-
tive emotion displays and whether the influence of
robotic emotion displays is shaped by individual
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participants’ cooperative predispositions (measured
in a baseline game block where the robot did not
display any emotion). Based on Van Kleef et al.'s
(2010) Emotion as Social Information (EASI) model,
we predicted that participants who were more coop-
erative in the baseline block would become even
more cooperative when the robot displayed sadness
(to show compassion), but less cooperative when
the robot displayed anger (to punish who eroded
cooperative atmosphere), whereas participants who
were competitive in the baseline block would be
made to cooperate by the robot’s anger (to avoid
lose-lose dispute) and would be even more competi-
tive by the robot’s sadness (to take advantage of the
signs of weakness). The first interim analysis carried
out when 60 participants were recruited failed to
support these predictions. What has emerged is a sig-
nificant effect of people’s cooperative predispositions
on their cooperative tendencies towards both
emotional robots. Based on our preregistered sequen-
tial analysis plan, we did not continue further data col-
lection given that the effect size of the main effect of
interest (the interaction between the robots’
emotions and people’s cooperative predisposition)
was smaller than the pre-defined SESOI. Below we
discuss our findings in detail.

We performed a linear mixed effects model to
examine the main research question and expected to
find a significant interaction between the robots’
emotions and participants cooperative predispositions
on their log-transformed cooperation rates in emotion
blocks. However, only the main effect of people’s

Table 3. The result summary of the three unregistered exploratory models and the outcome of the model comparison.

Unregistered exploratory models

Model 1 Model2 Model 3
Estimate (SE) p Estimate (SE) p Estimate (SE) p

intercept —2.68 (0.35) <.001* —1.20 (0.64) .061 —2.03 (0.42) <.001*
emotion [sad-angry] 0.25 (0.34) 452 —1.07 (0.71) 129
coop_predisposition 3.71 (0.79) <.001* 1.09 (1.47) 460 3.05 (0.93) .001*
subj_perception [correct-incorrect] —1.74 (0.72) .015*% —0.70 (0.45) 115
emotion* coop_predisposition 0.15 (0.79) .851 2.52 (1.59) 113
emotion * subj_perception 1.55 (0.88) 077
coop_predisposition* subj_perception 3.09 (1.64) .059 0.95 (1.00) 342
emotion* coop_predisposition* subj_perception —2.71 (2.04) 183
df 3 0
AIC 1973 1998 1976
BIC 2006 2048 2009
Log-likelihood —980 —990 —982

0.00 0.00
p 1 1
Cl=95% confidence interval.
*p <0221

Abbreviations: SE = standard error.
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cooperative predisposition was found to be significant
with a large effect size. Participants who showed stron-
ger cooperative tendencies in the baseline block were
more likely to cooperate with the robots in emotion
blocks. The effect of cooperative predisposition was
confirmed by the logistic version of the main model,
which used people’s binomial decisions as the depen-
dent variable instead of the log-transformed data. This
high behavioural consistency within individuals might
imply that participants’ game decisions in the baseline
block reflected their innate cooperative attitudes in this
context. Previous research has pointed out the concept
of Social Value Orientation (SVO), which refers to
people’s dispositional prosocial tendencies during
interpersonal interactions (Murphy & Ackermann,
2014). The impact of SVO on cooperative decisions
when faced with a social dilemma has been
confirmed by at least two meta-analysis studies
(Balliet et al., 2009; Pletzer et al., 2018). This work has
shown a consistent medium effect of SVO on social
decisions. In the present study, we did not include a
self-report SVO measure (e.g. the scale by Murphy

et al, 2011), because our previous work addressing
related questions (Hsieh et al., 2020), did not provide
any evidence for a significant relationship between
participants’ SVO scores and their cooperative
decisions during PD games played with a Cozmo
robot, and almost all participants were categorised to
the “prosocial” SVO type. It is consequently worth ques-
tioning to what extent people’s self-reports of SVO are
influenced by social desirability and whether there is a
link between the SVO measure (which was not specifi-
cally designed to measure the attitudes towards
robots) and people’s actual cooperative behaviours in
HRI. Although we cannot say for sure if participants’
consistent cooperative tendencies throughout the
three game blocks were associated with SVO, our
current finding highlights the strong effects of personal
factors in cooperation with robots. Furthermore, it
seems such top-down personal effects might surpass
the bottom-up emotional displays presented by the
robots in our experiment. Also, this finding confirms
the utility of the baseline measure. Even though our
baseline block only involved 10 game rounds

emotion_block*baseline*emo_perception effect plot
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Figure 9 . Effect plot of the unregistered Model 2. The model examined

the effects of the robots’ emotions, participants’ cooperative predis-

position and emotion perception accuracy on participants’ binomial decisions in the PD games.



(compare to 15 rounds in each emotion block), partici-
pants’ cooperation rates were still predictive as to what
they would do in similar scenarios.

However, we were surprised to find that partici-
pants’ cooperative decisions in the final two rounds
of the baseline block seemed to increase a little, rever-
sing the decline in cooperation rates that was
observed in previous rounds of the baseline block
and in both emotion blocks (Figure 8). One possible
reason behind this could be the robot’s reciprocal
(tit-for-tat) game strategy adopted in the second
half of the baseline block. A previous study has
shown that a robot’s tit-for-tat strategy, compared
to a random strategy, in PD games led to higher
cooperation rates among participants (Sandoval
et al, 2016). We programmed our three robot
players to always start with a fixed sequence of
decisions, followed by a tit-for-tat strategy, across all
the game blocks, in order to make their game strat-
egies less predictable and to increase the chances of
exposing participants to the robot emotion manipu-
lation. Still, it was possible that near the end of the
baseline block, participants realised the robot's tit-
for-tat strategy, especially when the robot did not
display any emotional reaction to distract them, and
therefore became more willing to cooperate.
However, this interpretation remains speculative at
this stage, and we futher research will be required
to substantiate this explanation. Currently, we
cannot exclude the possibility that this finding was
simply due to random variance within our sample.

In light of the well-documented individual differ-
ences in emotion perception of human facial
expressions (Barrett et al, 2019) and of robots’
emotion displays (Stock-Homburg, 2022), we planned
to explore if the variation in emotion perception
would influence participants’ cooperative tendencies
in PD games and the effects of the robots’ emotions.
In participants’ self-report data concerning observed
emotions from the two emotional robots, we did find
considerable individual differences in perceiving and
reporting the robots’ emotional displays. Although
more than half of the participants correctly recognised
that one of the robots showed sad expressions and the
other was angry, some participants described them
only in comparative terms (e.g. saying one robot was
less angry than the other) or were not aware of any
emotional displays by the robots. Quite a few partici-
pants seemed to perceive and describe only the nega-
tivity of the emotions displayed by the robots and
reported the expressions as “displeasure”, “frustration”,
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or “disappointment”, without explicitly identifying
them as sadness or anger. The result of the accuracy
rates in perceiving the robots’ sadness and anger
suggested that the robot's angry expression was
easier for participants to recognise, which verifies the
conclusion of Stock-Homburg's (2022) review paper
suggesting that robots’ higher arousal emotions (e.g.
anger and happiness) are more consistently and accu-
rately perceived by people (Stock-Homburg, 2022). In
the review paper, Stock-Homburg (2022) extensively
reviewed 43 studies that examined the emotional
expressions displayed by (1) the robots that only
have robotic faces (e.g. Barthoc robot, EMYS robot);
(2) the robots with anthropomorphic full bodies (e.g.
NAO, Pepper robot); and (3) zoomorphic robots (e.g.
Keepon robot, KAROTZ robot). Our findings of Cozmo
robots therefore added another example of non-
humanlike robots whose high-arousal emotional dis-
plays are better recognised by people.

To statistically examine the impact of individual
differences in perceiving robots’ emotional displays,
we ran both linear and logistic mixed effects models.
We found a significant effect of emotion perception
only in the logistic model with all the factors - includ-
ing the robots’ emotions, people’s cooperative predis-
position and individual emotion perception - involved
(Model 2 in Table 3). Participants who correctly per-
ceived the robots’ negative emotions displayed after
being betrayed by a human player in PD games were
less likely to cooperate with the robots in PD games.
However, the effect was not significantly shaped by
the robot’s emotion types (sadness or anger), nor by
people’s cooperative predisposition, against our pre-
dictions. In the current study, the effect of the robots’
emotional displays might be constrained by the low
recognition rates for robotic emotions in the embodied
human-robot PD games (66.7% accuracy for anger;
51.7% for sadness), which were much lower than the
recognition rates we measured in our online pilot
(98.4% accuracy for anger; 90.6% for sadness). When
engaging in economic games played with embodied
robots, people might attend mostly to strategic
decision-making in order to win, and have limited
attention paid to the robot opponents’ emotional
expressions during games. Although we manipulated
the robots so that their emotional displays occurred
after each round, when participants were not required
to make any other game response, it is still possible
that participants were more focused on their next
step in the game, and therefore were not fully aware
(or focussed on) what the robots were doing.
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Contrarily, when examining the influence of individ-
ual emotion perception via a linear mixed effects
model on the log-transformed dependent variable,
we did not find any significant effect from the fixed
factors and their interactions. We think these results
can be explained by the fact that, when running the
linear model, we excluded 14 data points to fix the
issue of zero cooperation rates leading to values of
negative infinity. This data exclusion also meant we
lost performance data from the most competitive par-
ticipants. Therefore, the usage of mixed effects logistic
regression models gave us more power to the detect
the effects of interest, and brought about more com-
plete results since the analyses were performed on
the entire dataset. The reason why we did not plan
on logistic models in the first place was due to the
difficulty in performing beta weight estimation for
power analyses given the limited number of studies
adopting logistic mixed effects model approach in
the literature. One study by Moisan et al. (2018) that
used this statistical approach focused on the effects
of incentive structures on cooperation in interpersonal
PD games, rather than robots’ emotional displays in
human-robot PD games. Consequently, we suggest
that more research could consider using mixed
effects logistic regression models for analysing such
binomial decision data. The strengths of mixed
effects models to control for subject-level and stimu-
lus-level random variation also make them outperform
ANOVAs or t-tests in many cases (Debruine & Barr,
2019; Field & Wright, 2011).

Among the three exploratory logistic models we
conducted, only the personal factors (including coop-
erative predisposition and individual emotion percep-
tion) were found to be relevant to people’s
cooperative tendencies towards the robots in PD
games. Individual differences in emotion perception
and cooperative predisposition, compared to the
robots’ emotion displays, seemed to play a more
important role in explaining people’s cooperative
decisions in the current human-robot PD games.
Similar to our finding in the main model, the personal
factors drove participants’ game decisions more than
the robots’ emotion types did. Kjell and Thompson’s
(2013) study also demonstrated the power of personal
factors in social decision-making process and found
that individuals’ SVO outweighed the influence of the
essay emotion manipulation tasks on the subjects’
cooperative decisions in a computer-mediated PD
game. However, since the emotion recognition rates
for Cozmo's sad and angry displays were lower than

our expectations in this current study, we are unable
to state decisively whether personal factors are more
relevant than robots’ emotional displays to people’s
cooperative willingness during HRIs in general.
Follow-up studies are warranted for a more robust
understanding of the effects of robots’ emotional dis-
plays on people’s cooperative decisions in embodied
HRIs, and for clarifying how the effects of robotic
emotions relate to personal factors, such as coopera-
tive predispositions and emotion perception. Future
research could consider adopting less cognitive
demanding game scenarios to examine the effects of
robotic emotional displays on people’s cooperative
tendencies, in order to ensure participants have the
cognitive resources available to process robots’
emotional displays (and other responses) while enga-
ging in social decision-making tasks.

So far, we cannot reject the null hypothesis and
cannot claim that people’s cooperative decisions in
the human-robot PD games are influenced by the
interaction between the robots’ emotions displays
(anger and sadness) and people’s cooperative predis-
position in the way as the EASI model proposed (Van
Kleef et al., 2010). However, it is important to empha-
sise that the EASI model was derived from human
psychological literature and was originally intended
to explain and predict interpersonal effects of
emotional cues during interpersonal interactions
between two people. Therefore, the EASI model
might not be the most suitable model to predict the
impact of embodied robots’ emotional displays on
people’s cooperative decisions. This also demonstrates
the limitations of understanding HRIs merely through
the lens of human social cognition, while disregarding
the fact that social robots may be seen or categorised
variably across a continuum that ranges from simple
inanimate objects through to humans, given the vast
variety in robots’ physical features and social character-
istics (Cross & Ramsey, 2021). As such, a robot-specific
theoretical framework would be helpful if we are to
better explain and predict the social effects of artificial
agents’ emotional displays on people’s behaviours.

Moreover, other factors are also likely to influence
people’s cooperative tendencies towards robots that
were not adequately captured in this study, such as
individuals’ intergroup perceptions towards robots
(De Jong et al., 2021; Fraune et al.,, 2017), anthropo-
morphism (Torta et al., 2013), trust towards robots
(Paeng et al.,, 2016; Tulk & Wiese, 2018; Wu et al.,
2016) and the type of game strategy adopted by
robot opponents (de Melo & Terada, 2020). In this



study, we focused exclusively on the effects of Cozmo
robots’ sad and angry displays, while attempting to
control for other individual random variation via
mixed effects modelling. Future studies have the
opportunity to expand the present investigation by
examining the social effects of other robotic
emotional displays, since current evidence has
shown that virtual agents’ joy and regret expressions
might be particularly impactful on people’s coopera-
tive tendencies, compared to displays of sadness
and anger (de Melo, Carnevale, et al., 2014; de Melo
& Terada, 2019, 2020). Also, follow-up studies could
further investigate additional personal, robotic, and
contextual factors in PD games for an in-depth and
comprehensive understanding of the decision-
making process in human-robot cooperation.
Nevertheless, the present findings underscore the
utility and importance of performing a manipulation
check for emotion manipulation on robots and
deploying a baseline measure for people’s disposi-
tional cooperative tendencies. Especially for
between-subject design or small sample size studies,
it is essential to ensure that people’s cooperative
decisions are driven by the experimental manipu-
lation, rather than by their innate cooperative ten-
dencies or by individual differences in perception.
Also, when investigating the social effects of embo-
died robotic emotions, it is worth conducting pilot
studies in more realistic scenarios where people are
observing real-life, embodied HRIs, rather than
simply checking stimulus validity via online exper-
iments (c.f., Cross & Ramsey, 2021; Henschel et al,
2020). It could be the case that the actual effectiveness
of emotional manipulation on robots is overestimated
in complex and dynamic embodied HRIs. By taking
these considerations into account, researchers could
truly reveal the potential effects of robots’ emotional
displays on shaping people’s cooperative decisions.
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