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With improvements in the area of Internet of Things (IoT), surveillance systems have recently become
more accessible. At the same time, optimizing the energy requirements of smart sensors, especially for data
transmission, has always been very important and the energy efficiency of IoT systems has been the subject of
numerous studies. For environmental monitoring scenarios, it is possible to extract more accurate information
using smart multimedia sensors. However, multimedia data transmission is an expensive operation. In this
study, a novel hierarchical approach is presented for the detection of forest fires. The proposed framework
introduces a new approach in which multimedia and scalar sensors are used hierarchically to minimize the
transmission of visual data. A lightweight deep learning model is also developed for devices at the edge of the
network in order to improve detection accuracy and reduce the traffic between the edge devices and the sink.
The framework is evaluated using a real testbed, network simulations and 10-fold cross-validation in terms of
energy efficiency and detection accuracy. Based on the results of our experiments, the validation accuracy of
the proposed system is 98.28%, and the energy saving is 29.94%. The proposed deep learning model’s validation
accuracy is very close to the accuracy of the best performing architectures when the existing studies and
lightweight architectures are considered. In terms of suitability for edge computing, the proposed approach is
superior to the existing ones with reduced computational requirements and model size.

Additional Key Words and Phrases: IoT, WMSNs, deep learning, edge computing, energy efficiency, heteroge-
neous WMSN architecture

1 INTRODUCTION
IoT infrastructures, smart sensors, and wireless sensor networks (WSNs) are some of the most
promising technologies of our time, especially for fully autonomous systems. Traditional WSNs are
generally used to transmit scalar data such as temperature, humidity, and light related information.
The size of scalar data is usually much smaller than that of multimedia data. However, the accuracy
of systems based solely on scalar data may not be sufficient in some critical applications which
require real-time monitoring and control. Environmental monitoring for disaster management,
such as the detection of forest fire and floods, and medical applications, such as wireless patient
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monitoring, are two popular examples of applications in which multimedia sensors are commonly
used with various scalar sensors.
Wireless Multimedia Sensor Networks (WMSNs) have access to multimedia sensors. They are

used effectively with new image processing and machine learning (ML) techniques in various types
of applications, including surveillance systems, traffic and transport, smart healthcare delivery,
surveillance of environment and localization systems [19], [37], [45], [63]. One of the main con-
straints of WMSNs is energy consumption since the transmission of multimedia data is expensive.
WMSN nodes are limited not only in terms of battery, but also in terms of memory and processing
power. It is therefore crucial to use the available resources as efficiently as possible.
Recent studies on environmental disasters, including forest fires, show that the autonomous

systems have great potential for improvement [19]. The forest fires in Athens, where at least 90
people died, 164 adults and 23 children were injured, the California wildfires in which 185,800
hectares of forest were burned in 2018 [59], and the very recent fires in Australia, where around
12 million acres were burned [50], are events that early and accurate forest fire detection systems
could have a significant impact on these fires.
The main objective of this study is to present an accurate and energy-efficient framework

for emergency applications combining energy-efficient scalar sensors, multimedia sensors and
advanced deep learning (DL) algorithms. Since forest conditions are not suitable for continuous
maintenance, self-configurable, inexpensive, accurate, easy-to-deploy and energy efficient systems
are required.
In order to achieve energy efficiency, we present a hierarchical framework in this paper. Two

different types of sensors are considered for the hierarchy introduced:
• Scalar sensors: These sensors have limited computing, memory and sensing capabilities.
• Multimedia sensors: These sensors are equipped with multimedia sensors and they have
significantly better computing, and memory capacities. This is why they are also referred to
as smart sensors.

Scalar sensors are used at the first level of detection. Measurements from scalar sensors are thus
used to trigger multimedia sensors for more accurate detection of fires. In addition, deep learning
algorithms are used in nodes with multimedia sensors (also called smart sensors). In this sense, it is
possible to say that edge computing is employed; however, unlike many of the existing studies,
classification is performed on end nodes instead of a dedicated sink node close to the deployment
area. To be able to deploy and run the deep learning algorithms for detection at the end devices,
the model size and the computational requirements of the architecture employed are reduced.
Although in terms of computational requirements and model size, the proposed model is superior,
the accuracy of the proposed architecture is better than most of the existing studies and quite
close to the architectures with highest detection accuracy. The edge computing is employed to
prevent unnecessary data transmission, which increases the efficiency of the system because data
transmission is the most energy-intensive activity. By reducing the transmission rate, the traffic
load of the wireless channel is also reduced. This results in an increase in the packet reception rate
since the probability of collision decreases. For the accuracy of the system, a lightweight DL model
is proposed and tested. The proposed framework is implemented using a real testbed. The results
obtained from the testbed are used in conjunction with OMNET++ [62], [48] based results to verify
the energy efficiency and quality of service (QoS) measures. To train and test the DL model, in
particular, a Convolutional Neural Networks (CNN) model, a new image dataset1 is defined for
forest fire applications. According to the results of the experiments, an accuracy of about 98% is

1The new image dataset established for forest fire detection is publicly available at https://doi.org/10.17632/g5nzp6j3bt.1

https://doi.org/10.17632/g5nzp6j3bt.1
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obtained and validated to adjust the parameters of a classifier. The main contributions of this study
are summarized below.

• A novel, energy-efficient and accurate heterogeneous wireless multimedia sensor network
framework is proposed for real-time surveillance applications.

• Although there are solutions based on Machine Learning (ML) in the literature, these ap-
proaches require significant computing resources and memory space. We propose a signifi-
cantly more lightweight CNN model in this study for classification.

• To the best of our knowledge, this is the first study in which the CNN works in the smart
sensors at the edge of the network for the detection of forest fires.

• A real-time testbed implementation is presented, and simulations are used for verification
and extrapolation purposes.

• Our approach is as accurate as other competitive detection mechanisms and more efficient in
terms of energy consumption, as well as computational and memory requirements.

The rest of the paper is organized as follows. Existing studies are discussed in Section 2. Section
3 explains the proposed forest fire detection framework. Section 4 presents our approach. The
evaluation of our proposed system is presented in Section 5. Finally, Section 6 concludes the paper.

2 RELATEDWORK
With efficient communication infrastructures and support of network protocols at various levels,
WSN and WMSN have been widely integrated with multi-modal sensors and actuators in order to
actively detect any abnormal event in terms of safety, surveillance and security.

2.1 Forest Fire Detection
Traditionally, forest fire detection has been conducted using human observations from watchtowers
located in high-altitude areas. However, the working conditions of the surveillance staff are poor and
the accuracy of this information is open to discussion [61]. Other previous implementations include
video surveillance systems, and use of satellites which suffer from problems such as accuracy, delay,
and energy efficiency.
Given the constraints of traditional methods, one of the most promising technologies for fire

detection is wireless sensor networks with IoT-enabled applications [47]. In [14], a new architecture
is presented for public protection and disaster relief networks. The architecture is based on cognitive
communication and uses WSNs to establish what is called as "Low-Tier Application Network". As
in our study, the simulation results are presented to demonstrate the effectiveness of the proposed
architecture, considering a disaster scenario in which emergency situations such as a fire or bombing
occurs in the center of an area. The results of the simulation presented are mainly related to QoS
measures, such as cognitive network throughput. Another study of disaster scenarios is presented
in [17]. A framework is presented for an industrial field based on the industrial WSN (IWSN). Fire
emergencies in general and forest fires are presented as application areas of the new framework.
The importance of energy efficiency is emphasized throughout the study. The proposed framework
is not evaluated in terms of energy efficiency or QoS.
In [19], the fire sensing technologies and differences in the development of hardware as well

as algorithms are considered critically. A modified fire sensing and control system concept is
also proposed. The proposed framework makes use of an array of sensors, however, multimedia
related features which could have improved the detection accuracy significantly are not considered.
Furthermore, the proposed framework is at the stage of development and the quantitative results
of evaluation are not presented. Similarly, in [18] WSNs are employed for disaster scenarios such
as severe earthquakes, collapsing buildings and fires. The message synchronization capability of
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WSNs is used for new opportunistic network infrastructures to achieve low delivery latency and
high delivery rate.
In a recent study [30], a framework is presented for forest fire surveillance using WSNs, as IoT

devices together with, fog and cloud computing paradigms. Instead of multimedia data, datasets of
various meteorological factors such as temperature, relative humidity, precipitation, wind speed,
and spatial coordinates of a potential fire site are used together with machine learning algorithms.
The collected information is used more proactively to specify the susceptibility classes of an
observation area (very-low, low, moderate, high and very-high) instead of real-time high accuracy
detection through multimedia data. Artificial Neural Network (ANN), K-Nearest Neighbour (KNN),
Decision Tree and Support Vector Machine (SVM) techniques are employed for classification. ANN
outperformed the other classification techniques with an accuracy of 95.45%. The lifetime of the
framework is presented in terms of battery levels for an observation of up to 300-400 minutes.
When reviewing existing work on forest fire detection, some studies fail to address energy

efficiency since appropriate assessment methods are not employed. On the other hand, although
some studies use simulation tools to show the energy efficiency of the proposed architectures, they
do not consider the multimedia data with the assessment of the detection accuracy. Furthermore,
systems that use machine learning or deep learning models do not perform classification at the
edge of the network.

2.2 Multimedia Sensor Networks
Studies in the environmental monitoring application literature including forest fire detection, can
be categorized as scalar sensor-based systems, multimedia sensor systems, and systems using both
technologies as shown in Table 1.

Table 1. Literature Categorization

Study Sensors Used Evaluation
[32] Multimedia Energy
[68] Multimedia Accuracy
[10] Multimedia Energy & Accuracy

[16],[35],[5],[28],[51] Scalar Only System Design
[49],[4],[67],[41] Scalar Energy

[42] Scalar Review
[25] Scalar Security
[33] Multimedia & Scalar Energy & Accuracy

A study of a system in which Raspberry Pi and Arduino boards are used for environmental
monitoring applications is proposed in [16]. Scalar sensor readings such as temperature and
humidity are used to monitor the environment. A systematic review is presented for the wireless
sensor network applications used to monitor coal mines in [42]. WSN-based forest fire monitoring
is used to test the algorithms for detecting anomalies in [25]. The proposed method estimates the
maximum number of malicious acts tolerated by the application. The design of the deployment
of the sensors is automated using the proposed method. Similar studies are presented in [51]
where in-depth analysis and validation real-time scheduling is performed in resource constrained
hardware platforms such as Raspberry Pi and Arduino boards, and in [35], where body temperature,
respiratory rate, heart rate and body movements are monitored using Raspberry Pi cards. A novel
computing architecture is introduced [51], while a detailed system design is proposed in [35]. The
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study presented in [35] lacks the analysis of accuracy and energy efficiency. A traffic monitoring
system is offered in [32]. A Raspberry Pi card and an HD camera are used for object detection and
the system is analyzed in terms of energy consumption.

Classification of moving objects, real-time detection, recognition and understanding of activity
from multiple sensors are considered in studies such as [55] and [10]. While a novel fusion frame-
work is presented in [55] to combine data from multiple video sensors, a system architecture with
scalar and multimedia sensors is presented in [10] for WMSNs to facilitate classification of moving
objects. For both studies, experimental setups are implemented, and tests are performed to show the
accuracy of the frameworks. Multimedia and scalar sensors are used together in [33] as well for the
object detection and classification with visual and auditory data fusion. A practical implementation
of a system is presented, and results of performance and energy consumption are discussed. Multi-
media data, particularly in the form of surveillance video, is extensively used for event recognition.
In most of the studies using surveillance video, while prioritising the accuracy of detection, the
underlying frameworks become quite complicated. For example, in [38], a Spatio-temporal deep
residual network with hierarchical attentions is employed for video event recognition. Residual
Neural Network (ResNet), Faster Region-Based Convolutional Neural Networks (R-CNN), and Long
Short Term Memory (LSTM) are used with a multi-layer architecture to improve the accuracy by
5.6% compared to similar existing architectures.

The literature presents numerous examples of monitoring and/or surveillance applications using
multimedia sensors. Some studies focus on the accuracy of surveillance information. Some other
studies consider energy efficiency alongside accuracy. However, none of these studies propose an
autonomous system for forest fires. To the best of our knowledge, our study presented here is the
first to attempt to combine the two approaches and evaluate their effectiveness and accuracy using
simulations as well as real-world testbed for wildfire surveillance applications.
Recently, unmanned aerial vehicles (UAV) have become popular as an enabling technology of

certain environment monitoring applications. In [2], a UAV based forest fire detection system
is proposed. The battery life of the UAV is set as 18 minutes, which means that the system can
work in an emergency for alert, instead of detecting the emergency. Similarly, in [56], an approach
based on fog computing and deep learning with drones is proposed. A deep convolutional network
architecture is employed which achieves up to 95% accuracy for fire detection. In [8], a CNN-based
forest fire detection system is presented where images of the forest are collected with a drone. The
approach presented tests different CNN architectures, reaching up to 86% accuracy.
UAV-based environment detection systems have their advantages, however there are many

limitations to using UAVs both proactively and reactively for forest fire detection. Firstly, due to its
limited battery, UAVs can patrol the given area at specific intervals and cannot provide continuous
monitoring. In that sense, if a proposed UAV-based system employs a large number of ready-to-use
batteries for certain applications, this will significantly affect the cost of the entire system. In
addition, a UAV has limitations on the payload to maintain a safe and proper flight, and has less
adaptability to different weather conditions. Therefore, they may be preferred for certain specific
applications, but not for continuous monitoring for the early detection of possible disasters.

2.3 WMSNs and Machine Learning for (Forest) Fire Detection
Studies on forest fire detection using multimedia data typically includes studies of image processing,
video processing, and, rarely, machine learning techniques. However, following their success in
classification, object recognition, and detection, approaches based on machine learning (especially
deep learning) have also proven successful in the recognition of events. As a result, many of the
existing studies on event analysis rely heavily on deep learning architectures [1].
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A wildfire detection framework based on image processing is presented in [20]. Scale invariant
feature transform is used for feature selection, and SVM and KNN classifiers are applied for fire
classification, as fire and non-fire images. A combination of CNN and Recurrent Neural Networks
(RNN) is used to create a DL model for detecting fires from video sequences in [21]. On average, an
accuracy of 92% is obtained. In [43] a CNN-based early detection method is proposed where the
processing capabilities of CCTV cameras are used. The proposed method is applicable to indoor
and outdoor environments. However, the model size is quite large (238 MB) for using the model
in WMSN applications. Another CNN-based fire detection system is proposed in [36] where UAV
images are used for training of the network. The system proposed in [36] achieves an accuracy of
99% with GoogLeNet.
When the existing studies are analysed in detail, the cooperative use of multimedia and scalar

sensors have been investigated and explored in various surveillance-based studies. However, there
aren’t as many studies focusing on forest fires and trying to maximise the energy efficiency
and similar QoS measures together with forest fire detection accuracy. Considering the WMSN
applications of forest fire detection in the literature, the majority of studies rely solely on image
and video processing to detect forest fires. Only a few studies, such as [21], use machine learning
models, including ANN, SVM, and RNN. On the other hand, the proposed machine learning models
are not suitable for use in IoT edge devices because they require relatively large memory and
computing power. In this study, a lightweight CNN model is developed which can be used on
edge devices with limitations in terms of computing, memory, and power resources. The proposed
lightweight CNN model and the hierarchical forest fire detection framework provide a much more
efficient solution in terms of energy consumption without compromising detection accuracy. To
the best of our knowledge, this is the first study in which CNN is used in the smart sensors at the
edge of the network for the detection of forest fires. The proposed model is trained using a newly
created forest fire dataset.

3 FOREST FIRE DETECTION FRAMEWORK
The proposed effective forest fire detection framework uses scalar sensors for energy efficiency
and multimedia sensors (for capturing snapshots) to improve the accuracy with the aid of DL and
edge computing. XM1000 sensors and Raspberry Pi (RPi) 3s are used in this study as scalar and
multimedia sensor nodes respectively. An example scenario for the proposed framework is shown
in Figure 1a, and a flowchart is presented in Figure 1b to illustrate the flow of information. In Figure
1b, 𝑇 , 𝐻 , 𝑇ℎ𝑇𝑒𝑚𝑝𝑒𝑟𝑎𝑡𝑢𝑟𝑒 , and 𝑇ℎ𝐻𝑢𝑚𝑖𝑑𝑖𝑡𝑦 are used to denote the current temperature, the current
humidity, the threshold of temperature and the threshold of humidity values respectively.
The area to be monitored is divided into regions. Each region has one multimedia sensor node

with Raspbian OS and a number of scalar sensors using Contiki OS [13]. Multi-hop communication is
considered between scalar and multimedia sensors, and, the built-in CC2420 transceiver is employed
with ZigBee 802.15.4 protocol in the radio layer. In Radio Duty Cycling layer, ContikiMAC is used
for low-power listening with energy efficiency. In the MAC and network layers, CSMA/CA and
Routing Protocol for low power and lossy networks (RPL) are used, respectively in order to deal
with possible packet collisions.

In the first phase of the detection, scalar sensors are used to monitor the forest environment by
measuring the temperature and humidity. Themeasured values are compared to the threshold values.
The seasonal mean temperature and humidity of the deployment area (Cyprus in our case) are used
in calculating the thresholds for humidity and temperature. We can denote the seasonal mean tem-
perature and humidity of the deployment area as𝑀𝑒𝑎𝑛𝑡𝑒𝑚𝑝𝑒𝑟𝑎𝑡𝑢𝑟𝑒 , and𝑀𝑒𝑎𝑛ℎ𝑢𝑚𝑖𝑑𝑖𝑡𝑦 respectively.
For the temperature, the threshold is computed by considering the mean seasonal temperature with
a tolerance of an additional 10% (𝑇ℎ𝑇𝑒𝑚𝑝𝑒𝑟𝑎𝑡𝑢𝑟𝑒 = 𝑀𝑒𝑎𝑛𝑡𝑒𝑚𝑝𝑒𝑟𝑎𝑡𝑢𝑟𝑒 × 1.1). Similarly, for humidity,
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(a) Forest fire detection system architecture (b) The flowchart of the framework

Fig. 1. Forest fire detection system architecture and information flow chart for first and second phase of
detection.

seasonal mean humidity -10% is considered as the threshold (𝑇ℎ𝐻𝑢𝑚𝑖𝑑𝑖𝑡𝑦 = 𝑀𝑒𝑎𝑛ℎ𝑢𝑚𝑖𝑑𝑖𝑡𝑦 × 0.9).
If the measured temperature is greater than the threshold value of temperature or the measured
humidity is less than the humidity threshold, all the measured values are transmitted to the multi-
media sensor node in the region via intermediate nodes. The transmitted packet includes values of
temperature, humidity, light, voltage, id, number of hops, sequence number, packet size, date and
time. The nearby sensors detect the fire quicker and transmit the triggering packet to the cluster
head (multimedia sensor). The id of each sensor is assigned prior to the deployment and can be
used to estimate the sensor’s location and its cluster. The second phase of detection is initiated
by the receiving node (the smart sensor which is RPi in this scenario). In the second phase, RPi
activates the pi camera to capture an image of the environment. The camera of the multimedia
sensor is turned on even in case a single activation packet is received from the scalar sensors for
introducing a robust fire detection framework. The captured image is processed by the proposed
lightweight CNN model at the edge to detect forest fire. If the result indicates a forest fire, the
fire department is informed. With the proposed framework, multimedia data transmission is not
necessary since the lightweight CNN model runs on the edge devices. In addition, snapshots are
captured as many times as the scalar sensor notifications. Since the snapshots are not transmitted
to the sink (processed on the edge with lightweight CNN), their effect on the lifetime of the sensors
is not very significant. According to our experiments, compared to the idle state, RPi consumes
0.12 W extra power while running the proposed lightweight CNN. On the other hand, compared to
the idle state, the additional power consumption of the RPi increases to 1.07 W while transmitting
the images. Furthermore, in case the scalar sensors generate multiple notifications, the probability
of false negative is reduced since each warning is taken into account. This, in turn, increases the
reliability of the framework.
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In order to achieve energy efficiency, three new features are being used in the proposed framework.
The first feature is the hierarchy. Scalar sensor nodes are used at the first level of the hierarchy
because they consume much less power than the multimedia sensor nodes. In the implemented
testbed, scalar sensors monitor the environment by taking measurements in every 10 seconds.
Instead of sending associated information (packets) every 10 seconds, the measurements are
examined in each individual sensor node. No transmission is carried out by scalar sensors except
in the cases where measured values are not within the threshold values.

The second feature used is heterogeneity. Heterogeneous wireless networks are more appropriate
solutions for surveillance and disaster management applications. In our case, the conditions of the
forest environment can be difficult to deploy, manually configure, and maintain sensor nodes. In
case of fire, it is also quite possible to lose a large number of sensors. In this sense, it is preferable
to use scalar sensors that are inexpensive, easy-to-deploy, self-configurable, and energy-efficient.
In studies such as, [14],[17], [30], [42], [25], and [27] large numbers of scalar sensors are employed
for environmental monitoring including detection of forest fires. On the other hand, the accuracy
of fire detection is also crucial. By applying heterogeneity, the energy efficiency is achieved by
scalar sensors and the accuracy is obtained by multimedia sensors.
The other approach used to achieve energy efficiency and accuracy includes the use of edge

computing. For the second phase of detection, a lightweight CNN-based model is developed. The
model developed uses the images captured by the RPi. Applying DL within the RPi reduces the
number of transmissions needed from the multimedia nodes to the sink.

4 FOREST FIRE DETECTION USING DEEP LEARNING
The main objective of the proposed lightweight CNN model is to provide a robust approach
for forest fire detection. As discussed in [44], CNN based image classification, especially in fire
detection, provides substantial improvement in terms of detection accuracy which in turn minimizes
disastrous results of fires. However, the main drawback of CNN based classification is high resource
requirements which can become an important problem for resource limited edge devices. In order
to mitigate these limitations, a lightweight CNN model is proposed in this study which can be
used at edge devices with considerably high detection accuracy. Well-known image classification
neural networks, and the best combination of hyper-parameters are investigated to adapt the most
suitable architecture for the model.

Another important task for preparation of the model is the dataset creation.
Existing literature is rather limited in terms of datasets, and the ones available are typically used

to detect fires from smoke images. However, our study specifically focuses on forest fires in various
forest environments while aiming for detection from still images considering both smoke and fire.
For the generation of datasets, close-up videos of forest fires are examined and the necessary frames
are extracted and labeled. Labeling process is verified by re-checking the labeled images manually
to avoid incorrect labeling.

4.1 Dataset
Since public image datasets for forest fire detection are not available, wildfire videos are collected
on YouTube and sampled according to camera movement. Manual removal is performed to avoid
incorrect labeling. The dataset generated includes 1111 fire images of 16 videos and 2,289 non-fire
images from 9 videos, for a total of 3,400 images. Furthermore, different seasons and lightning
conditions are taken into account. Fireless forest images are obtained for different seasons. While
winter forest images are around 13% of the dataset, fall, spring and summer forest images are
around 24%, 38%, and 25% of the dataset, respectively. On the other hand, forest fire images are
obtained in different lighting conditions where 40% of images are at nighttime and 60% of images
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Fig. 2. Fire Image Examples

Fig. 3. Non-Fire Image Examples

are at daytime. In addition, while 72% of the set used as fire images has both fire and smoke, 12%
has only fire, 5% has only smoke. Various forest fires in Canada, California and Turkey are taken
into account. Some examples of images in the dataset are shown in Figures 2 and 3. The division of
training and testing data is performed with random sampling from each class with a specific ratio
based on the validation method selected. To illustrate, in case of a 80-20% split, for validation set,
20% of each class is randomly selected and added into the validation set, and the remaining 80% is
considered as a training set.

Considering some of the publicly available datasets such as [36], [31] and [60], or some studies
which use images extracted from videos similar to our approach such as [20], [21], [56], [65], our
proposed dataset contains more images than any existing dataset for forest fire detection. In [36]
aerial videos are used for image collection since the main focus is fire detection using aerial vehicles.
However, considering the system and infrastructure that we propose for forest fire detection, aerial
images are not suitable to train our lightweight CNN. It is possible to further expand the dataset
with additional images from different video streams. However, the size of the dataset is sufficient to
represent the capability of the CNN model placed at the secondary level, since the primary focus is
early detection unlike the other forest fire related attempts which try to predict forest fires, the
direction of the fire, or their resulting damage [11].

4.2 CNN Model
A lightweight CNN model is proposed to detect forest fires accurately. Although DL is popular
in various image classification tasks, forest fire detection as a specific domain offers only limited
work with DL architecture. In addition, the computation time requirements of hardware platforms
that can be used for forest fire detection systems should be considered when developing the model.
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Therefore, this study proposes a DL model that can work on small computers such as Rasperry Pi,
Orange Pi, and Hikey 970. The model is developed and tested using PyTorch and Keras libraries [9].
The proposed CNN model uses 64x64x3 input images. The CNN Architecture contains four

convolutional layers each followed by a max pooling layer with 2x2 kernels for feature extraction,
and uses three fully connected layers for classification. In addition, each fully connected layer
contains a dropout layer with the rate of 0.25. As shown in Figure 4, the proposed CNN model is
kept as shallow as possible because the deeper networks have higher time complexity and memory
related requirements.

Fig. 4. CNN Model Architecture

The lightweight CNN model presented here is trained using the newly created dataset on forest
fires. A distribution ratio of 80-20% of the train-test is applied. Stochastic gradient descent is used
as an optimizer since it is widely used in CNN applications and studies such as [39], [64], and [66].
As an activation function, RELU (Rectified Linear Unit) function is used.

5 EVALUATION OF THE PROPOSED SYSTEM
The proposed framework is evaluated in terms of energy efficiency, detection accuracy and packet
delivery rate using simulations and testbed implementations. OMNET++ is employed for simulation,
and the newly introduced lightweight CNN is deployed in RPi for the testbed. Three different
scenarios are compared. In the first scenario, only scalar sensors are used to detect a forest fire by
measuring the temperature. If the measured temperature exceeds the specified threshold, the sink
node alerts the fire department. Note that the fire threshold may be specified based on geographical
location and the monitoring season. The second scenario uses only multimedia sensors. The
Raspberry Pi hardware and the pi camera are used as multimedia sensors. The images captured
by RPis are transmitted to the sink node via intermediate multimedia sensors. Then, the fire
department is alerted if a fire is detected. The last scenario is the hierarchical and heterogeneous
system proposed in this study. Please note that for WSNs, the correct deployment strategy depends
on the application considered, as discussed in [3] and [15]. In [3], the results presented show
that the uniform random deployment strategy provides better performance than the triangle grid,
the hexagon grid and the tri-hexagon tiling (THT) deployment strategies in terms of coverage.
Furthermore, in studies such as [54], random scattering of sensor nodes is identified as one of the
most common deployment strategies for forest fires since the monitoring regions are considered
in the category of large-scale open areas. As a result, for the three scenarios considered, it is
assumed that the sensors are uniformly deployed to achieve maximum possible field coverage and
connectivity between sensor nodes. The scalar sensors are, in turn, clustered around multimedia
sensors. This assumption applies to simulation analysis as well as testbed based experiments. Once
deployed, the scalar sensors periodically (every 10 seconds to allow early observation) capture
the data (temperature and humidity reads) to monitor the environment while multimedia sensors
capture the data (image) when scalar sensors trigger them.
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5.1 Simulation
The approach introduced in [49] is used to calculate the energy consumption of scalar and multi-
media sensors. It is possible to calculate the power consumption as:

𝑃𝑐𝑜𝑛𝑠 = 𝑉 𝐼𝑚 (1)

where 𝑉 is the supply voltage, 𝐼𝑚 is the weighted average of current consumption, and 𝑃𝑐𝑜𝑛𝑠 is
the consumed power. In order to calculate the weighted average of the current used, the states of
the sensor nodes and the time fractions for each state are considered. A sensor node can be in one of
three different states at a time. The idle state is the state where the sensor node neither receives nor
transmits. In tx state, the sensor node transmits packets to other nodes in the communication range.
In the rx state, the sensor nodes listen the communication medium for incoming packets. In each
state, there is a constant current consumption which is available in data sheet of the sensor node.
Then, the fractions of time for each node are calculated by experiments. The weighted average of
current consumption is calculated as follows:

𝐼𝑚 = 𝛿𝑖𝑑𝑙𝑒 𝐼𝑖𝑑𝑙𝑒 + 𝛿𝑡𝑥 𝐼𝑡𝑥 + 𝛿𝑟𝑥 𝐼𝑟𝑥 (2)
where, 𝛿𝑖𝑑𝑙𝑒 , 𝛿𝑡𝑥 , and 𝛿𝑟𝑥 are time fractions for idle, tx and rx states respectively. Moreover, 𝐼𝑖𝑑𝑙𝑒 ,

𝐼𝑡𝑥 , and 𝐼𝑟𝑥 illustrates current consumption for the idle, tx, and rx states. According to [49], it is
possible to assume that the sum of the time fractions is equal to one, which can be expressed as
follows:

𝛿𝑖𝑑𝑙𝑒 + 𝛿𝑡𝑥 + 𝛿𝑟𝑥 = 1 (3)
This energy consumption model, is used in the simulations. The results of the simulations, are

presented comparatively with the results obtained from the testbed implementation.
The duration of the simulations is different for each of the scenarios explained (scalar only,

multimedia only, our approach) since the simulation runs until the first node dies. Sensors are
deployed uniformly on a 50×50𝑚2 square field, and there are six nodes in total, including the sink
node for each scenario. The scalar sensors sense the environment once in every 10 seconds to
allow early observation of potential calamities. The XM1000 packet size is 200 bytes to transmit
the temperature value, while the size of the packets transmitted by RPi is 2 MB since the captured
images are communicated. The initial energy of each node is 30,780 joules for XM1000 sensor node,
which corresponds to the initial energy of two AA batteries, and 234,000 joules for RPi, which
corresponds to the initial energy of 13,000 mAh power bank. The output power Tx of the nodes in
each scenario is given as 0 dBm.

To calculate the power consumption of the XM1000, the radio duty cycle is calculated using the
approach introduced in [49]. The supply voltage and the mean current consumed by the sensor are
calculated. To calculate the mean drawn current, experiments are conducted on the XM1000 mote
using “powertrace" library in Contiki OS and the time fractions for each state are extracted. Please
note that in scalar-only scenario, since the transmission of packets is periodical, the time fractions
for idle, Tx, and Rx states are not fire scenario dependent. The mean drawn current and the time
fractions for idle, Rx and Tx states are computed as 2𝑚𝐴, 17.4𝑚𝐴, 18.8𝑚𝐴, and 0.9619, 0.0075,
0.0306, respectively.
To compute the power consumption of the RPi, experiments are conducted using the available

testbed. The results show that the RPi consumes 1.68W power at the idle state (pi camera not
activated) and 2.75W power at tx/rx state. Additional experiments are conducted to obtain the
fraction of time required and the amount of power consumed for image processing as well. The
experimental results obtained show that multimedia sensors consume additional 0.12W power
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while processing images with proposed lightweight CNN. Multimedia nodes process packets of
around 2MB once to decide whether there is a fire or not. The proposed lightweight CNN requires
0.3 seconds to process an image.
In the proposed framework, scalar sensors continue to periodically measure the environment

every 10 seconds and they last much longer than the RPi multimedia node. RPi continuously listens
the serial port to receive notifications. If it is triggered by a high temperature and low humidity
reading, the pi camera is activated to capture an image. As a case study, the data on forest fires
in Cyprus are used to find the fraction of the times the pi camera is activated. The data available
in [12] includes a number of forest fires for the period of 2000-2017. Using the average number
of forest fires, it is possible to calculate the fraction of time of the occurrence of a fire during
the lifetime of RPi. The number of fire events that can occur during the lifetime of RPi is used
in the configuration files of OMNET++ Castalia framework to generate fire events randomly for
the specific simulation period considered. This way, since the number of events generated are
taken from a real forest fire dataset, the number of times different functionalities of our framework
are activated is as realistic as possible. The Castalia simulation tool [46] is used to simulate the
three scenarios considered. Castalia is based on OMNET++ platform and it is generally used for
the networks of low power sensor devices. It is possible to model different types of sensors in
Castalia providing the corresponding configurations and protocols for each individual unit such as
battery unit, communication unit, sensing unit, and processing unit. The XM1000 (scalar) and RPi
(multimedia) sensors are modeled in the Castalia simulator providing appropriate configurations
for each unit. Additionally, simulation results are presented along with actual benchmark results
comparatively for validation.

In all simulation scenarios, the sensors are uniformly deployed in the fields considered. In both
only-scalar and only-multimedia scenarios, all sensors are homogeneous, with the exception of
one sensor selected to act as the sink. Packets are sent periodically in both scenarios, while scalar
sensors send temperature and humidity readings and multimedia sensors send captured images. In
the framework scenario proposed with the hierarchical setup, the sink node is a multimedia sensor
and the source nodes are scalar sensors. The system is event driven, where scalar sensors take
temperature and humidity measurements and require transmission only in case the readings are
not within the pre-specified threshold values. Scalar sensor transmissions trigger the multimedia
sensor to capture an image and use the proposed lightweight CNN model for forest fires detection.
The packet reception rates are also presented using the OMNET++ simulation which keeps the
records of numbers of packets transmitted, received and dropped.
When the first scenario (scalar sensors only) is considered using simulation implemented with

the XM1000 sensor specifications, the lifetime (the first node dies) of the network is on average
43.55 days with two AA batteries. Since only scalar data is transmitted in this scenario, the system
works well in terms of energy efficiency.

The results of the simulations for the second (only multimedia sensors) and third scenarios
(proposed framework) show that the lifetime of the system considered in the second scenario is
approximately 11.16 hours, whereas our proposed model has a lifetime of about 15.93 hours with a
power bank of 13000 mAh. According to the simulation results, our proposed framework is 29.94%
more efficient than the scenario in which only multimedia sensors are used. The heterogeneous
nature of the proposed framework in which the scalar sensor readings are used to trigger the
camera dramatically improves the lifetime of the multimedia nodes. In addition, the introduction of
a lightweight CNNmodel that enables edge computing on RPi reduces the unnecessary transmission
of video data and increases the system efficiency. Furthermore, additional simulation experiments
show that using 33, 100 and 200 Ah batteries (each one of 12 V), it is possible to achieve the lifetimes
of 4.70, 14.25 and 28.50 days respectively.
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Fig. 5. Effect of False Alarm Rate on Lifetime

Please note that the false positive information from scalars where the multimedia sensors are
switched on although there is no fire, can shorten the lifetime of the system. The effect of these
false alarm rates on the lifetime is studied in Figure 5. The lifetime of the proposed system is shown
for systems using 200 Ah batteries with different rates of false alarms. Scenarios are considered for
cases where 0%, 5%, 10%, 15%, 20%, and 50% of the incoming notifications to activate the cameras
are incorrect. In addition, the scenario where only multimedia sensors are employed is illustrated
for a comparative analysis. The results presented in Figure 5 clearly show that the proposed
system outperforms multimedia scenario even when 50% of the camera activation notifications are
incorrect. This is reasonable since the camera is always-on in the multimedia scenario. However, in
the proposed system, the camera does not operate unless it is triggered by an event. Please also
note that the values used for threshold can also affect the false alarm rates. Therefore, the threshold
values should be decided according to the temperature and humidity profile of the environment
that will be monitored. In this work, we have conducted experiments considering Cyprus as a case
study, and we have used available forest fire, temperature, and humidity data [12] to specify the
threshold values.

Instead of sending all the messages to the base station for decision making, the proposed system
uses edge computing which can reduce the overall traffic load significantly. Therefore QoS metrics
should also be considered when evaluating the system. Instead of sending all the messages to the
base station for decision making, the proposed system uses edge computing which can reduce the
overall traffic load significantly. Therefore QoS metrics should also be considered when evaluating
the system.
Since the unnecessary packet transmissions are avoided, the channel traffic decreases and

the packet loss rate is reduced. Thus, by applying heterogeneity, machine learning and edge
computing, the proposed system becomes more accurate, more energy-efficient and more effective
in terms of QoS compared to the existing systems. The scalability of the proposed system is studied
in Figure 6. The lifetime and the successful packet reception rate of the multimedia nodes are
presented as functions of the number of nodes considered in each region. The scenario in which
only the multimedia sensor nodes are used is considered, as well as the scenario with the proposed
framework.
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Fig. 6. Lifetime and packet reception rate of the proposed framework

For forest fire detection applications, successful delivery of transmitted packets is very critical.
The results clearly show that the proposed approach is suitable for emergency applications since
the reception process is more reliable and energy efficient.

5.2 Testbed Implementation
The three scenarios considered for the energy efficiency assessment are used to conduct bench-
marking experiments. The main purpose of the testbed is to show the effectiveness of the proposed
approach comparatively and to validate the simulation results presented for the lifetimes of the
sensor nodes. The detection accuracy is considered in the section on the evaluation of the proposed
deep learning model. The testbed based evaluation approach employed is similar to the testbed
based scenarios (referred to as environment simulation) presented in studies such as [10], [16], [33],
[51]. A small scale representative is deployed for development and testing purposes. Forest fire
warnings are injected to the system by considering forest fire probability similar to the approach
used for the simulation to show that with close numbers of forest fire notifications, the simulation
and the testbed results confirm each other in terms of energy efficiency. Figure 7 shows the scalar
and multimedia sensors used in the testbed implementation. The multimedia sensor with the
attached scalar sensor is the sink node as a whole in our setup. The scalar sensor attached is not
used for sensing. Instead, it is used as a communication interface to collect incoming packets from
the scalar sensors to the sink.

In order to monitor the voltage levels, a library “battery-sensor" is used in Contiki OS. According
to the results of the testbed, when the first scenario is considered (only scalar sensors), the XM1000
sensor nodes discharges two AA batteries in 42.50 days, which is very close to the results of our
simulation computed as 43.55 days. The discrepancy is less than 3.5%. For the second scenario,
(only multimedia sensors), the lifespan of the multimedia sensors is approximately 11.88 hours,
which is very close to the simulation results obtained as 11.16 hours. The difference between the
simulation results and those of the testbed is this time less than 6.1%.
The power sources used for the proposed framework are the same as those of previous experi-

ments for scalar and multimedia sensors. Voltage levels are monitored to specify the lifetime of
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Fig. 7. Experimental Setup

the nodes. The testbed validates the simulation results for the third scenario as well. While the
lifetime of the proposed model is 15.93 hours in the simulation, it is 15.66 for the testbed. The
difference between the results is less than 1.8%. Results obtained for all three of the scenarios can
be summarized as presented in Table 2.

Table 2. Summary of Results

Scalar Multimedia Proposed
Framework

Testbed 42.50 days 11.88 hrs 15.66 hrs
Simulation 43.55 days 11.16 hrs 15.93 hrs
Discrepancy < 3.5% < 6.1% < 1.8%

The evaluation carried out using the testbed assumes that the deployment of the sensors is
performed in a way to allow the framework to function as effectively as possible. However, please
note that although similar assumptions are used for testbeds in some studies such as [10], [16],
[33], [51], the correct deployment of the scalar and multimedia sensors is very important for
all the frameworks proposed for wildfire detection. The results presented comparatively for the
testbed employed, and the simulation shows a good agreement with less than 3.5%, 6.1%, and 1.8%
discrepancies for scenarios with scalar sensors only, multimedia sensors only, and the proposed
framework, respectively. The results obtained from the testbed implementation also show that
systems based on scalar sensors consume less energy than multimedia sensors. However, as stated
in many studies dealing with disaster scenarios, we live in a time where multimedia data can be
processed autonomously for much greater accuracy, especially when the correct classification is
essential. On the other hand, since the proposed framework uses the efficiency of scalar sensors
together with the accuracy of multimedia sensors, the power consumption of the system is reduced
by about 29% when compared to the solutions which are solely based on multimedia sensors.

5.3 Evaluation of the Proposed Deep Learning Model
The new dataset which contains the forest images with and without fire is used to evaluate the
proposed lightweight CNN model. The model proposed is created by testing different hyperpa-
rameter settings with the consideration of the model’s lightness. The best performing CNN model
proposed has convolution with three filters in the first and 32 filters for the rest of the layers. In
order to ensure that the model presented is not overfitting, 10-fold cross validation is performed. In
the preliminary tests (a single pass with mixed train-test split), the model reaches to an accuracy of
99.12%. For single pass and 10-fold cross validation processes, stochastic gradient descent is used as
an optimizer. Rectified Linear Unit (RELU) is used as an activation function. Each layer contains a
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dropout at the rate of 0.25. The model is trained for 100 epochs with a learning rate of 0.01 using
cross-entropy loss, and early stopping with patience of 10 epochs. In other words, if the model no
longer improves for 10 consecutive epochs, the training process is terminated and latest version of
the model is saved.
The representation used for the captured images is critical for the whole system as it directly

affects the complexity of the model. Complexity, in turn, specifies the computational and storage
resources required in smart sensors. Although the input sizes can be reduced, the detection accuracy
must be at acceptable levels. In the proposed framework, the images are resized to 64x64x3 in order
to reduce the computational cost. This reduction in the input size does not significantly affect the
learning process since the proposed framework mainly focuses on early detection. It is sufficient to
use the input for classification as fire or non-fire. Other features needed for localization of the fire
or for the detection of other factors such as the direction of the fire, are not necessary for early
detection. While the input size is reduced as explained, the model proposed in this study comes with
a detection accuracy of 98.28%. There are similar studies in the literature which use well-known
models such as [21], [43], and [36] (GoogLeNet architecture) with fire detection accuracies of
around 92%, 94.39%, and 99% respectively. Compared to these approaches, our proposed model
works almost as accurately as the best performing model, but requires reduced amounts resources
in terms of computation and storage.

When the characteristics of the model we propose are compared with the characteristics of the
models used in existing machine learning based fire detection systems in more detail, we see that
only a few of the studies such as [20] focus on forest fire detection. Studies such as, [21], [36],
and [43] mainly consider fire detection in various environments. Similarly, while [20] uses SVM
and KNN as machine learning algorithms, [21], [36], and [43] use CNN based approaches. In [21],
RNNs are employed in addition to the CNN based architectures. All of these studies mainly focus
on detection accuracy with well-known architectures such as GoogLeNet. They do not consider
the QoS or energy efficiency related issues of the underlying systems. Instead, in our proposed
system, by using a hierarchical approach, we can improve the underlying infrastructure in terms
of QoS and energy efficiency. The size of the employed machine learning architecture can be
quite critical in order to make sure that we can use the presented architecture in various types
of multimedia-enabled smart devices. The model size of the deep learning architecture used is
provided only in [43] as 238 MB. The CNN architecture proposed in this study comes with a model
size of 1.4 MB. Therefore the improvement in terms of edge computability is quite significant.
In order to show that the proposed model is lightweight, it is compared to well-known CNN

architectures in terms of float-point operations (FLOP) [6]. While the proposed model have less
than 0.55 GFLOPs, the majority of well-known models have more than 1 GFLOPs in terms of
computational requirements. For example, RESNET-50 has about 4 GFLOPs and VGG-13, 16 and 19
have more than 10 GFLOPs [6]. In order to further emphasize the efficacy of the proposed model,
we have also tested the well known light weight models such as Sufflenet [40], Squeezenet [24],
MNasnet [58], Alexnet [34], Mobilenet [53], Resnet [22], and Inception [57] using our forest image
dataset. Table 3 shows the number of parameters, FLOPS, model size, and accuracy for each model
comparatively with the model proposed in this study.

When the results presented in Table 3 are considered in terms of the numbers of parameters, the
MNasnet, and Mobilenet models are comparable to the proposed model. However, the proposed
model is superior to these models in terms of accuracy since Mnasnet andMobilenet have accuracies
of 64.05% and 97.58%, respectively, as opposed to 98.28% accuracy of the proposed model. In terms
of the FLOPS, the only model comparable to our proposed model is the Sufflenet. Although the
accuracy of the Sufflenet is slightly better than our proposed model, in terms of the model size,
while our proposed model is around 1.4 MB, the the Sufflenet model is around 9 MB. When the
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Table 3. Comparison of the proposed model with other light weight approaches

Model
Name

Parameters
(G)

FLOPS
(G)

Accuracy
(%)

Model
Size
(MB)

Proposed 0.0040 0.5362 98.28 1.40
Sufflenet 0.0230 0.4516 98.81 9.02

Squeezenet 0.0120 1.7368 30.5 4.89
MNasnet 0.0044 0.9284 64.05 17.33
Alexnet 0.0611 5.0179 99.00 238.68
Mobilenet 0.0035 0.8992 97.58 13.84
Resnet18 0.0117 4.7833 99.00 45.72
Inception 0.0272 183.425 99.72 106.35

model size is considered, our proposed model is significantly more lightweight than the rest of
the models. In terms of size, the closest model to the one we propose is Squeezenet. However, its
size is still more than three times the size of the proposed model (4.89 MB), and its accuracy is
significantly low (30.5%).
The size of the model and the required computational resources are critical for the proposed

framework as these are the main factors affecting the ability to perform early detection at smart end
nodes. The use of deep learning architectures with various types of boards for edge computing is
also becoming very popular [7], [23], [52]. However, one of the most significant limitations in using
various boards to run lightweight deep learning algorithms is the availability of resources, especially
in terms of memory requirements. Therefore, these devices are referred to as “Memory-Constrained
Edge Devices" [7]. For example, STM32F2 series comes with up to 120 MHz CPU speed, 1 MB of
Flash, and up to 128 kB of SRAM [29], whereas Arduino MEGA 2560 supports clock speeds up
to 16 MHz, with 256 KB of flash program memory and 8 KB of SRAM [26]. We, therefore, think
that all of the metrics presented for the model evaluation play crucial roles. In terms of FLOPs, the
proposed approach is at least 1.6 times better than all other approaches except Sufllenet, which
performs similar to ours. The proposed approach is superior to all other models in terms of model
size, which can be a significantly limiting factor depending on the type of end devices being used.
Our proposed architecture is more than three times smaller than the next smallest architecture
(Squeezenet) and more than six times smaller than Sufflenet. Finally, in terms of accuracy, the
best models are Inception, Resnet18, and Alexnet with accuracies of 99.72%, 99.00%, and 99.00%,
respectively, as opposed to the accuracy of the proposed model which is 98.28%. Although the
accuracy of the proposed model is quite close to the highest accuracy, in terms of the number
of parameters, FLOPS and model size, the proposed approach is significantly better especially
compared to Inception, Resnet18, and Alexnet approaches. Please also note that for relatively
deeper models such as Inception, images of size 300x300x3 should be used since 64x64x3 images
vanish during the process of the forward pass due to the pooling and padding operations.

We end this section with a summary of the performance of the proposed model in terms of
accuracy. The results of the evaluation carried out show that with an accuracy of about 98.28%,
the proposed model is superior to studies such as [21], [43], [30], [56], which respectively report
accuracies of 94.39%, 95.45%, 95%, and 86%. The study presented in [36] performs slightly better than
the proposed architecture with an accuracy of 99%; however, it is primarily based on GoogLeNet,
which is a 22-layers convolutional neural network. On the other hand, the well-known architectures
Mnasnet, Mobilenet, Sufflenet, Inception, Resnet and Alexnet, respectively provide accuracies of
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64.05%, 97.58%, 98.81%, 99.72%, 99.00% and 99.00%. In terms of accuracy, the proposed approach
performs close to the approaches with the highest accuracies.

6 CONCLUSION
In this study, an effective and energy-efficient framework is proposed for the detection of forest fires.
Unlike existing studies, multimedia sensors employing deep learning models are used alongside
scalar sensors, and detection is performed using the fusion of information at different levels of the
system architecture. In addition, the efficiency of communication is improved by the introduction of
edge computing for decision making. The proposed framework uses the efficiency of scalar sensors
and the accuracy of multimedia sensors. Through the establishment of a hierarchical infrastructure,
the new framework balances energy efficiency and detection accuracy and provides a sustainable
emergency surveillance system.

The results of the simulation and testbed experiments are presented and discussed in a compara-
tive way. According to the experimental results, an improvement of 29.94% is obtained for energy
efficiency (up to 28.50 days). In addition, a new lightweight CNN model is proposed to enable
processing on edge devices. According to the results of the experiments, an accuracy of 98.28% is
achieved. When the existing fire detection studies are taken into account, our approach is able to
perform better than any other in terms of accuracy with the exception of the study included in [36].
Although [36] uses GoogLeNet, a 22-layer deep convolutional neural network, the performance of
our approach is close to this architecture. Since the existing approaches do not take into account
the limitations of edge computing, in this study, the existing lightweight architectures are also
used in the experiments performed for comparison. The proposed approach performs very similar
to the lightweight architectures with the best performance in terms of accuracy. However, the
proposed approach’s main advantage is its suitability for edge computing on resource limited sensor
nodes. To be able to use the CNN architecture in multimedia-enabled smart end devices, the model
presented is set to be as light as possible in terms of the required computations and the model size.
In terms of FLOPs, the proposed approach is at least 1.6 times better than all other approaches
except Sufllenet, which performs similar to ours. The proposed approach is superior to all other
architectures in terms of the model size, which can be a significant limiting factor depending on
the type of end devices being used. The efficiency in terms of FLOPs and model size makes the
proposed architecture the best candidate for smart nodes with limited capacities enabling early
detection at edge nodes.
For future work, we plan to use our lightweight, high-accuracy detection mechanisms in other

application areas. We believe that the lightweight architectures presented in this paper can be
practical and useful, especially in eHealth domain.
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