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Abstract: Accurate and rapid identification of infectious bacteria is important in medicine. Raman microspectroscopy holds great promise in performing label-free identification at the single-cell level. However, due to the naturally weak Raman signal, it is a challenge to build extensive databases and achieve both accurate and fast identification. Here, we used signal-to-noise ratio (SNR) as a standard indicator for Raman data quality and performed bacterial identification using 11,141 single-cell Raman spectra from 9 bacterial strains. Subsequently, using two machine learning methods, a simple filter and a neural network-based denoising autoencoder (DAE), we demonstrated 92% (simple filter using 1-second/cell spectra) and 84% (DAE using 0.1-second/cell spectra) identification accuracy. Our machine learning-aided Raman analysis paves the way for high-speed Raman micro-spectroscopic clinical diagnostics.
Introduction

Bacterial infections account for at least 700,000 deaths globally each year\(^1\). As antimicrobial resistance rapidly emerges, these infections are estimated to cause 10 million deaths and a $100 trillion economic burden by 2050\(^1\). Current diagnostic methods in clinical practices require lengthy cell culturing for one to a few days, before samples can be sent for pathogen identification and antibiotic susceptibility testing (AST). Broad-spectrum antibiotics are often prescribed prophylactically before diagnosis, increasing the prevalence of circulating and often inappropriate drug treatment\(^2\). New methods for rapid, accurate, and culture-free identification of bacterial infection are urgently required for early and accurate treatment as part of programmes of antimicrobial stewardship, aimed at reducing the emergence of resistant strains of micro-organisms.

Raman microspectroscopy is label-free vibrational spectroscopy, which is often implemented within a confocal optical configuration, able to interrogate biochemical profiles of bacteria at the single-cell level. A single-cell Raman spectrum (SCRS) represents a collection of vibrational frequencies characteristic of the cellular biomolecules present in a single cell, providing a unique fingerprint, namely, “Raman phenotype”. Recent applications of Raman microspectroscopy in bacterial characterization have shown great potential to differentiate bacteria by genus, species and strain\(^3\)–\(^10\).

Single-cell resolution afforded by confocal Raman microspectroscopy makes it possible to detect clinical samples with low bacterial population, such as those with blood infections (typically <10 CFU/mL)\(^11\). Compared with other culture-free methods, including single-cell sequencing and molecular tagging\(^12\)–\(^15\), Raman microspectroscopy provides a unique advantage for phenotype identification, as it can be performed without specifically designed probes or labels. Several studies have demonstrated that Raman microspectroscopy can identify pathogens and perform AST directly from clinical samples\(^4,10,16,17\). A recent study containing an extensive dataset of 30 common bacterial pathogens illustrated 82% isolate-level accuracy and 97% antibiotic treatment level accuracy using Raman microspectroscopy and deep learning\(^3\), demonstrating that the technique has the potential to become the next-generation diagnostic tool for rapid single-cell identification in clinical practice.

However, key challenges remain. Spontaneous Raman scattering is intrinsically weak, with around 1 in \(10^7\) to \(10^8\) scattering photons being detected, and consequently collection times of between 15–60 second per spectrum are needed to acquire data with a sufficient signal-to-noise ratio (SNR) for successful analysis and classification tasks\(^4,10,18\)–\(^24\). This compromise between
the throughput of data acquisition and SNR significantly limits the collection of a large number of spectra to establish a database, underpinning the required, reliable training sets for machine learning to identify clinically relevant species and strains. Currently, the low speed of acquiring Raman spectra is a major obstacle for building such databases, with an additional problem being the high intra- and inter-sample variations found in Raman spectra, even from the same strain\textsuperscript{25}. To overcome this, we developed standard Raman operation protocols that enable us to achieve optimal and accurate classification of bacterial phenotypes, ready to be translated into clinical practice. In doing so, we proposed to use the SNR as a standard criterion for quality control of SCRS, and then applied machine learning methods to speed up pathogen identification by analyzing low-SNR SCRS with short acquisition time. In this study, we studied 9 clinically relevant bacterial strains using a range of Raman acquisition times from 0.01 to 15 s, which yielded a total number of 11,141 SCRS. By using this large database with multiple parameter-performance correlations, we inspected the SNRs, unsupervised visualization, and classification performance under all acquisition conditions to provide a detailed generic guidance for the bacterial identification tasks. We developed two machine learning methods to optimize identification performance on low-SNR spectra. With an easy-to-use SNR filter, we improved the classification performance to 92% accuracy using spectra acquired with a throughput of 1 s/cell. With an advanced denoising autoencoder (DAE), we achieved 97% accuracy identifying bacterial species using spectra acquired with 1 s/cell speed or 84% accuracy with 0.1 s/cell speed. Accordingly we demonstrate that Raman microspectroscopy, in combination of machine learning for SCRS analysis, can make ultra-rapid and accurate bacterial identification possible, paving the way for building large databases and translating the methods into clinical practice.

**Experimental Section**

**Bacterial strains and culture conditions**

All 9 bacterial strains used in this study were provided by Huashan Hospital in Shanghai, China (Table 1), including *Staphylococcus epidermidis* ATCC 12228, *Acinetobacter baumanii* ATCC 19606, *Staphylococcus aureus* ATCC 25923, *Staphylococcus aureus* ATCC 29213, *Enterococcus faecalis* ATCC 29212, *Escherichia coli* ATCC 35218, *Escherichia coli* ATCC 25922, *Pseudomonas aeruginosa* ATCC 27853, and *Klebsiella pneumonia* ATCC 700603. All strains were grown on tryptone soya agar (TSA) plates at 37 °C for 24 h. One of the colonies was then suspended in 5 mL of tryptone soy broth (TSB) medium and incubated at 37 °C for
16 h with shaking at 180 rpm. After the cells reached the stationary phase, 1 mL of the sample was washed three times with sterile water. After resuspension in 1 mL sterile water, 2 μL of each sample was deposited onto an aluminum-coated slide and allowed to dry at room temperature. For each strain, two independent batches were prepared.

**Single-cell Raman measurements, processing, and t-SNE visualization**

Raman spectra of single cells were acquired by a Raman microscope (Alpha300R, WITec, Germany) equipped with a 532-nm laser. The laser beam was focused onto the sample with a 100× objective (100×/NA=0.9, ZEISS, Germany) with a power of approximately 7 mW applied on the sample. Cells were measured with a grating of 1200 mm/g, and the exposure time was set as 0.01, 0.1, 1, 10, or 15 s on the same cell. The spectral resolution was ~2 cm⁻¹, and a wavenumber range of 280–2186 cm⁻¹ was chosen. For each sample, ~250 cells were measured for one bacterial strain at 5 acquisition times. A total of 11,141 single-cell Raman spectra were acquired for all conditions.

Pre-processing of the raw Raman spectra involved quality control by removing abnormally/burnt high-intensity spectra, comic-ray correction, and baseline fitting and subtraction to remove autofluorescence. Spectral normalization was done by vector normalization of the entire spectral region to correct general instrumentation fluctuation as well as sample and experimental variables without strongly interfering with the nature of the biological content.

A method of t-distributed stochastic neighbor embedding (t-SNE) was used to embed the high-dimensional Raman dataset in a two-dimensional space by minimizing the Kullback–Leibler divergence between the two probability distributions in respective dimensional spaces. It was aimed to reduce the high dimensionality and collinearity of the dataset and further aid visualization.

**LDA classification models**

At each acquisition time, spectra were divided into a training set and a testing set with a 9:1 split ratio. Both the training and testing sets contained a balanced number of samples from seven bacterial species. While the training set was used to train a classification model, the test set was used to evaluate the model performance independently. Pre-processing of the Raman dataset involved scaling, centering, and dimension reduction by principal component analysis (PCA).
to the first hundred principal components. The pre-processed Raman spectra were used as the inputs into the LDA classifier, a linear classifier, to find a linear combination of features that separate different classes. Ten-fold cross-validation repeated by five times was used during model construction. Model performance was evaluated by the independent test set. Performance measures for all models were computed as accuracy for each class and an overall accuracy rate.

**SNR calculation and filters**

Calculation of SNR for each Raman spectrum was carried out using the formulae below:

\[
SNR = \frac{\max(S) - \text{average}(N)}{sd(N)}
\]

\[
sd(N) = \sqrt{\frac{\sum^N_i (N_i - \bar{N})^2}{n - 1}}
\]

where \( S \) is the signal at the highest intensity, \( N \) is the noise region (1800–1900 cm\(^{-1}\) in biological samples), and \( sd(N) \) is the standard deviation of the noise.

An SNR filter was constructed based on individual SNRs which removed the half of total Raman spectra for each group, namely, the first quantile (25% of the lowest individual SNR) and the fourth quantile (25% of the highest individual SNR) of the data. The selection of filter was based on the best performance improvement achieved in the classification task. Among removing 10% (5% with lowest SNR and 5% with highest SNR), 25% (12.5% with lowest SNR and 12.5% with highest SNR), and 50% (25% with lowest SNR and 25% with highest SNR) of the total data points, the SNR filters that removing half of the dataset have outperformed other filters.

**DAE architecture and method**

The DAE architecture was based on multilayer perception (MLP) feedforward artificial neural networks (NN) trained with stochastic gradient descent using back-propagation\(^{27,28}\). The change in each weight \( w \) of the \( j \)th node in the \( n \)th training sample is:

\[
\Delta w_{ji}(n) = -\eta \frac{\partial E(n)}{\partial v_j(n)} y_i(n)
\]

where \( \eta \) is the learning rate, \( E \) is the error, \( v \) is the induced local field, and \( y_i \) is the output from the previous neuron.
The DAE has a bottleneck structure featuring an NN encoder that compresses the data dimension, a code that preserves the important attributes, and an NN decoder that reconstructs the code into spectral data with the Raman features but higher SNR. The architecture hyperparameters, including the numbers of hidden layers and units, activation function, dropout rate, and regularization, were examined with a grid search of multiple combinations. The best model was determined by the lowest mean squared error (MSE):

$$\text{MSE} = \frac{1}{N} \sum_{i=1}^{N} (y_i - \hat{y}_i)^2$$

where $y_i$ is the predicted outcome in terms of probability of each species and $\hat{y}_i$ is the expected outcome of each species which equals to one.

A low-SNR dataset (0.1- or 1-s acquisition time) and a high-SNR dataset (1- or 10-s acquisition time) measured at the same cell positions were selected for DAE training and evaluation, respectively. The training and validation sets account for 70% of the data acquired at a particular acquisition time and the training set account for 30%. An independent low-SNR dataset (0.1- or 1-s acquisition time) was selected as a training set. No labels were given during the training process (unsupervised). The autoencoder was trained by minimizing the reconstruction error between the reconstructed output and the high-SNR validation frame and an additional term of regularization, discouraging memorization/overfitting. The independent low-SNR testing set was then inputted into the trained DAE to evaluate performance and reconstructed into the DAE-transformed spectra.

**Data availability**

Data used in this study is available at https://doi.org/10.6084/m9.figshare.14377259.v1. All code is available at https://doi.org/10.6084/m9.figshare.14377286.v1.

**Results & Discussion**

**Matching acquisition speed with SNR**

We obtained the datasets by measuring Raman spectra on 9 bacterial strains from 7 species (Table 1), covering 66% of all clinical bacterial isolates from 52 Chinese hospitals in 2019. Seven of the strains are quality control standards for clinical antimicrobial susceptibility tests according to Clinical and Laboratory Standards Institute (CLSI). For each strain, 250 single-
cell Raman spectra (SCRS) were measured, and acquisition times of 0.01, 0.1, 1, 5, 10, and 15 s were separately used on the same bacterial cell for determining the speed limit in a classification task. The power of the 532-nm continuous laser source, used in the Raman spectrometer, was 7 mW, which has previously been shown capable of acquiring high-quality spectra without damaging on the cell’s molecular composition for short periods of time\textsuperscript{31}. In total, 11,141 Raman spectra were collected and analyzed.

### Table 1. List of bacterial strains used in this study (bacterial Raman spectra n = 11,141).

<table>
<thead>
<tr>
<th>Species</th>
<th>Strain</th>
<th>Gram</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td><em>Staphylococcus aureus</em></td>
<td>ATCC 25923</td>
<td>Positive</td>
<td>Quality control strain for antibiotics susceptibility testing</td>
</tr>
<tr>
<td></td>
<td>ATCC 29213</td>
<td>Positive</td>
<td>Quality control strain for antibiotics susceptibility testing</td>
</tr>
<tr>
<td><em>Escherichia coli</em></td>
<td>ATCC 25922</td>
<td>Negative</td>
<td>Quality control strain for antibiotics susceptibility testing</td>
</tr>
<tr>
<td></td>
<td>ATCC 35218</td>
<td>Negative</td>
<td>Quality control strain for antibiotics susceptibility testing</td>
</tr>
<tr>
<td><em>Pseudomonas aeruginosa</em></td>
<td>ATCC 27853</td>
<td>Negative</td>
<td>Quality control strain for antibiotics susceptibility testing</td>
</tr>
<tr>
<td><em>Klebsiella pneumoniae</em></td>
<td>ATCC 700603</td>
<td>Negative</td>
<td>Quality control strain for antibiotics susceptibility testing</td>
</tr>
<tr>
<td><em>Staphylococcus epidermidis</em></td>
<td>ATCC 12228</td>
<td>Positive</td>
<td>Quality control strain</td>
</tr>
<tr>
<td><em>Acinetobacter baumannii</em></td>
<td>ATCC 19606</td>
<td>Negative</td>
<td>Quality control strain</td>
</tr>
<tr>
<td><em>Enterococcus faecalis</em></td>
<td>ATCC 29212</td>
<td>Positive</td>
<td>Quality control strain for antibiotics susceptibility testing</td>
</tr>
</tbody>
</table>

Acquisition speed is an essential parameter that determines the quality of a SCRS through the SNR. There are other constituting factors that contribute to the final SCRS output, including spectrometer configuration (sampling aperture, filters, objective lenses, detector, etc.) together with excitation wavelength, power as well as exposure time\textsuperscript{25}. To unify the standard of spectral measurements, we used the SNR as a universal indicator to the quality of the spectral output, independent to the instrument and parameter settings. We propose that the SNR is the defining parameter, critical to subsequent data analysis and machine learning tasks. We calculated the averaged SNR for each bacterial species at each of the 5 acquisition speeds and showed the distribution of SNRs of each group (*Table S1*, *Figure S1* and *Figure S2*) using the formulae below.
\[
SNR = \frac{\max(S) - \text{average}(N)}{sd(N)}
\]

\[
ds(N) = \sqrt{\frac{\sum_{i=1}^{n}(N_i - \bar{N})^2}{n - 1}}
\]

where \(S\) is the signal at the highest intensity, \(N\) is the noise region (1800–1900 cm\(^{-1}\) in biological samples), and \(sd(N)\) is the standard deviation of the noise.

As stated, a key challenge of Raman spectroscopy is that the Raman signal is naturally weak, and as such there is always a compromise between measurement speed/throughput of SCRS and the output SNR. Figure 1A shows an example SCRS set of \textit{Escherichia coli} 35219, from low SNR and high speed to high SNR and low speed. Building upon such exemplar data, we acquired a database of 11,141 SCRS and calculated SNR at each acquisition time for each of the 9 strains (Figure 1B, Figure S1, Figure S2 and Table S1). Large fluctuations of the SNR was observed within the same strain under the same measurement conditions due to the heterogeneity of individual cells (Figure S2). For example, with 1-s acquisition time, spectra of \textit{Acinetobacter baumannii} 19606 yielded an averaged SNR of 8.1 with a range between 0 and 22 (Table S1). We also observed that the SNR value was not linearly correlated with acquisition time. Increasing acquisition time beyond 1 s gave less improvement on the output SNR, as a longer acquisition time did not necessarily mean a higher SNR, and in fact, could lead to photo-decomposition of local metabolites or proteins thereby introducing intra-sample variability. For example, in \textit{Pseudomonas aeruginosa} 27853, a long acquisition time of 15 s yielded spectra with lower SNR than 10 s (Figure 1B and Figure S1). Finally, we noted that differences of SCRS quality across species were evident. An acquisition time of 1 s yielded an average SNR of 6.1 in \textit{Staphylococcus epidermis}, 9.4 in \textit{Klebsiella pneumoniae}, and 26.9 in \textit{P. aeruginosa} (Table S1).
Figure 1. Matching acquisition speed with SNR. (A) Compromise made between speed and SNR showing example spectra of E. coli 35219. (B) Spectral SNR of 9 bacterial strains with different acquisition time of 0.01, 0.1, 1, 10 or 15 s, each containing ~250 spectra from 2 replicates.

Given this degree of complexity and variability in the spectra collected, we demonstrated the significant SNR variations under identical measuring conditions, both within the same sample and across different species/strains. To make various SCRS comparable in different Raman spectroscopic studies, we propose that SNR can be used as a quality-control parameter because it represents the final spectral output.

Classification of bacteria at different speeds and SNRs

We then examined the underlying feature preservation and robustness in the dataset across different acquisition speeds and SNRs. We first tested the performance of the dataset in an unsupervised visualization task. Figure 2A shows the averaged Raman spectra for 7 species in the fingerprint region (300–1800 cm\(^{-1}\)), which entails most of the biomolecular vibrational modes within a single cell, providing a unique observable characteristics, so-called “Raman phenotype”.
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Figure 2. Raman spectra and unsupervised t-SNE visualization. (A) Averaged Raman spectra of 7 species from all acquisition time and (B) t-SNE visualisation of SCRS showing clusters of 7 species at different acquisition time.

Due to the high dimensionality of a Raman spectrum, multivariate dimension-reducing techniques, such as principal component analysis (PCA) and t-distributed stochastic neighbor embedding (t-SNE) algorithms, are commonly used for feature extraction and visualization\textsuperscript{32}. The t-SNE plot of all data clearly separates spectra into clusters regarding different acquisition speeds (Figure 2B). SCRS acquired at 10 and 15 s/cell overlap as they had similar attributes. At 1 s/cell, SCRS showed some discrimination power at the species level and form clusters of different bacterial species. Clusters of SCRS acquired at 0.01 and 0.1 s/cell overlapped and showed no discrimination power over 6 of the 7 species. Raman spectra of \textit{P. aeruginosa} cells were most distinct due to the resonance effect of cytochrome c molecules at 749, 1128, 1312 and 1584 cm\textsuperscript{-1}, resulting in high SNR (Figure 2A) and displaying distinct clusters in all acquisition settings (Figure 2B).

Next, we tested the performance of the dataset in supervised classification tasks. Data at each acquisition speed was split into a training set and a testing set with a 9:1 ratio. Each of the 5 training sets at either 0.01, 0.1, 1, 10, or 15 s/cell was used as an input to train a linear discriminant analysis (LDA) classification model, and each of the 5 test sets was used to evaluate the model performance.

Figure 3A summarizes the 25 model performances in overall classification accuracy. The model generally performed better when the training and testing sets had the same acquisition time or similar SNR. For example, the model trained with 10-s/cell SCRS illustrated 100% accuracy when classifying 10-s/cell SCRS but only 56% with 1-s/cell SCRS and 97% with 15-
s/cell SCRS. A testing set with a higher SNR could be beneficial in the case of an 8% accuracy increase using the 10-s/cell testing set for a model constructed from 1-s/cell SCRS. As expected, the model performed better with increasing acquisition time and SNR. The model performance increased from 45% for 0.01-s/cell, 52% for 0.1-s/cell, 85% for 1-s/cell, to 100% for 10-s/cell and 15-s/cell SCRS (Figure 3A). This result is consistent with a recent study using a classification model for 30 strains of pathogenic bacteria based on Raman spectra and deep learning, which reported an 82% accuracy rate on 1-s spectra.

Here, we have demonstrated that Raman spectral SNR is directly related to the performance of a classification model. Therefore, we propose that SNR is a better optimization parameter than the acquisition time, per se, and thus provides a standard criterion for quality evaluation of SCRS in spectroscopic practice, regardless of the instrument used and parameter settings.

Figure 3. Bacterial classification based on Raman spectra and LDA models. (A) Classification performance on testing sets based on Raman spectra of 7 species at different acquisition times. Spectra at each acquisition parameter were split into a training set and a testing set where the training set was used for model training and the testing set was used for model evaluation. The diagonal was highlighted where the training and testing sets have matched acquisition parameters. (B) Average spectral SNR vs testing accuracy. An SNR of 11 is predicted to achieve desired accuracy of 90%; an SNR of 14 is predicted to achieve desired accuracy of 95%. (C) Spectral acquisition time vs average SNR. An SNR of 11 corresponds to
an acquisition time of 1.7 s; an SNR of 14 corresponds to an acquisition time of 2.9 s. The points were fitted by locally estimated scatterplot smoothing (LOESS) with a span = 0.8.

**Figures 3B and 3C** show the testing accuracy versus the averaged SNR and the averaged SNR versus the acquisition time. The plots predict that for a desired test accuracy at 90%, an SNR of 11 is required, which corresponds to an acquisition time of 1.7 s/cell. An ideal accuracy at 95% will require an SNR of 14 and an acquisition time of 2.9 s/cell.

Notably, most current Raman spectroscopic studies ranging from the detection and identification of bacteria to the characterization of their metabolism and antibiotic responses use long acquisition times of 15–60 s aiming for better SNR output and downstream analysis. The long measurement time impedes the collection of a large number of spectra into a dataset, which is crucial for machine learning identification tasks and their applications in real-world practices. Our results illustrate good classification performance on low-SNR spectra with a simple linear model, which required lower computational cost compared with complex algorithms such as deep learning. We show between correlations of speed, SNR and accuracy, thereby providing references for future applications with their desired levels of classification performance.

**Optimizing high-speed classification by an SNR filter**

After giving general references of speed and SNR for a classification task, we next sought to provide solutions to optimize performances of the low-SNR spectra. Based upon the observation of best classification performances achieved in spectra with the same acquisition time (Figure 3A), we hypothesized that a consistent SNR was a critical factor in data analysis and machine learning approaches, and confining SNR within certain limits will improve the classification performance.

Therefore, we explored high-speed low-SNR spectra acquired with 1-s/cell exposure time. We created an SNR filter to pass through the 1-s dataset. Based on the calculation of SNRs of individual SCRS, the filter removed the first quantile (25% of the lowest individual SNR) and the fourth quantile (25% of the highest individual SNR) of the data (Figure 4). Due to the unique characteristics of *P. aeruginosa* spectra (Figure 4A), LDA visualization before and after the filter application was shown without the spectra of *P. aeruginosa* (Figure 4B). Surprisingly, despite reducing the total spectra number by half, the LDA clustering illustrated significant improvement after passing through the SNR filter with more confined and distinct clusters of each bacteria species. A similar improvement was also observed at the strain level (Figure S3),
which could be particularly important for bacterial isolates, despite being identical species, with different antibiotic susceptibility profiles.

**Figure 4.** Optimizing high-speed low-SNR spectra by a SNR filter which removes spectra with high (quantile > 0.75) or low SNR (quantile < 0.25) of each species. (A) LDA plot before the SNR filter shows a distinct cluster of *P. aeruginosa* due to its unique spectral features and high SNR. (B) LDA clustering after a SNR filter shows much better predictive power at the species level. (C) Confusion matrix of an LDA classification model shown in percentages of the accurately classified species. Columns shows the actual percentages and rows as the predicted percentages. Performance of the model improves from an accuracy of 85% to 92% after a SNR filter.

We then evaluated the performance of the filtered dataset in a classification model (Figure 4C). Better species classification prediction was observed in five out of the seven bacterial species. In particular, classification within the same *Staphylococcus* genus (*Staphylococcus aureus* and *Staphylococcus epidermidis*) improved from 84% and 76% to 94% and 82%. The predictive power of the LDA model improved from an overall accuracy rate of 85% to 92% (Figure 4C and Table 2), consistent with the LDA visualization results (Figure 4B). After the SNR filter, *E. faecalis* was misclassified as either *A. baumannii* or *E. coli*. Correspondingly, accuracy rates for *A. baumannii* and *E. coli* were improved from 72% and 90% to 100% and 83%, respectively. Therefore, misclassification of *E. faecalis* was compensated by improvement in other species.
The selection criteria were likely chosen by the algorithm to minimize a global error and optimize the overall performance.

These results demonstrate that the supervised model performance has significantly improved performance by merely confining the SNR values within a certain range for spectra with low acquisition time. It verifies that SNR values should be considered as an essential parameter during spectroscopic measurement. Consistent SNR will help control data quality and reduce variations of intra- and inter-sampling that is independent on biological features, thereby contributing to improve classification performance.

**Optimizing high-speed classification by a denoising autoencoder (DAE)**

Neural networks have been applied with considerable success to a broad range of problems and, more recently, have been adapted in spectroscopic works\(^3\,33\,–\,37\). Autoencoders are unsupervised learning technique in which neural networks are leveraged for the task of representation learning. Here, we present an advanced denoising autoencoder (DAE), based on multilayer perceptron (MLP) neural networks, for denoising the low-SNR Raman spectra. **Figure 5A** demonstrates the scheme of the DAE. The autoencoder has a neural network architecture with a bottleneck, which turns a high-dimensional spectroscopic input into a latent low-dimensional code (encoder) and then reconstructs an output that resembles the input with the latent code (the decoder). Due to the dimension reduction and feature learning during the process, the reconstructed output would have preserved the more essential features and therefore have a higher SNR than the noisy input.
Figure 5. A DAE for improving spectral SNR and optimizing classification performance. (A) The DAE consists of an encoder that encodes the original Raman input into low-dimensional features, a code that stores the features, and a decoder that transforms the code into an output that resembles the input. An example low-SNR spectrum illustrates an improvement in SNR by two times after passing through the DAE. (B) Examples of SNR improvement of 0.1-s spectra after DAE. (C) Examples of SNR improvement of 1-s spectra after DAE. (D) Improvement in LDA clustering of 0.1-s spectra after DAE. (E) Improvement in LDA clustering of 1-s spectra after DAE.

The DAE used three sets of data: a low-SNR training dataset, a high-SNR validation dataset, and a low-SNR testing dataset. The first two datasets are paired datasets with matching indexes of same cells, used to train the algorithm on how to transform low-SNR to high-SNR spectra. The third low-SNR testing dataset is an independent set of data used to evaluate the performance of the trained DAE model. The learning ability of the DAE is achieved by learning and preserving the intrinsic differences in the low-SNR spectra and validate using the high-
SNR spectra, thereby only “remembering” the most important features and “forgetting” the noise. After being trained, independent datasets can be passed through the DAE model to be transformed with higher SNRs.

An example testing spectrum acquired for 0.1 s/cell after passing through the DAE showed an improvement of SNR from 4 to 8, equivalent to an SNR of a 1-s/cell SCRS (Figure 4A). We further applied the trained DAE to an entire test set of either 0.1-s/cell SCRS (Figure 5B) or 1-s/cell SCRS (Figure 5C). All SCRS exhibited noise reductions after DAE transformation, as presented in the three examples of the 0.1-s or 1-s/cell dataset. The averaged SNR was increased from 4.1 to 7.2 for the 0.1-s/cell spectra and from 8.0 to 17.0 for the 1-s/cell spectra.

Table 2. Summary of performance improvement by the SNR filter or DAE.

<table>
<thead>
<tr>
<th></th>
<th>Raw spectra</th>
<th>SNR-filtered spectra</th>
<th>DAE-processed spectra</th>
</tr>
</thead>
<tbody>
<tr>
<td>LDA classification</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>accuracy at 0.1s</td>
<td>52%</td>
<td>65%</td>
<td>84%</td>
</tr>
<tr>
<td>LDA classification</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>accuracy at 1s</td>
<td>85%</td>
<td>92%</td>
<td>97%</td>
</tr>
<tr>
<td>Advantages</td>
<td>/</td>
<td>Easy to apply; can be</td>
<td>More improvement on</td>
</tr>
<tr>
<td></td>
<td></td>
<td>incorporated during</td>
<td>low-SNR data</td>
</tr>
<tr>
<td></td>
<td></td>
<td>routine measurements</td>
<td></td>
</tr>
<tr>
<td>Disadvantages</td>
<td>/</td>
<td>Less improvement on</td>
<td>More complex; need</td>
</tr>
<tr>
<td></td>
<td></td>
<td>low-SNR data</td>
<td>additional training data</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>pairs</td>
</tr>
</tbody>
</table>

Next, we examined the clustering visualization and corresponding classification performance after DAE transformation. Both of the 0.1- and 1-s/cell SCRS show visually more distinct and tighter clusters of different bacterial species than the original spectra, exhibiting good feature preservation and extraction from the DAE (Figure 5D and 5E). The DAE-transformed spectra were then split in the same manner as the original spectra and put into an LDA classifier for training and testing the model. The performance on the testing set has significantly improved after DAE reconstruction (Table 2). The model's overall accuracy increased from 52% to 84% for the 0.1-s SCRS, which is similar to the result achieved by the original 1-s spectra. The
transformed 1-s spectra improved from an accuracy rate of 85% to 97%, approaching the high performance achieved by the untransformed 10-s spectra.

By applying a trained DAE to low-SNR SCRS, we demonstrate significant improvements on both clustering and classification results, with the increases of SNR by two times and acquisition speed by ten times.

**Conclusions**

Raman microspectroscopy holds great promise as a technique for label-free and culture-independent identification of pathogens. In this work, we address the key challenges that have hindered its clinical application, involving the long data acquisition times (15–60 s per spectrum), lack of reference standard and quality control during measurements, and lack of optimization methods for high-speed and low-SNR SCRS. These challenges have led to difficulties in building large and robust Raman databases consisting of a comprehensive collection of bacterial pathogens, as the foundation of a diagnostic testing tool.

We performed classification on 9 bacterial strains with clinical relevance using a range of acquisition times from 0.01 to 15 s. By analyzing an extensive database with multiple parameter comparisons, we reported the output SNRs of spectra and found high inter- and intra-sample variations. Given that many variables determine the final spectra quality, we proposed that a common standard of SNR would be a good criterion for quality control. We also reported classification performance in all acquisition conditions and illustrated good classification results on low-SNR spectra (85% for 1-s spectra) with a simple linear classifier model. By providing general references on speed-SNR-accuracy correlations, we hope to guide future applications with their desired classification performance levels.

Next, we reported two machine learning methods for realizing rapid bacterial identification. The first method involved an easy-to-apply SNR filter which improved the classification accuracy from 85% to 92% using spectra with 1-s acquisition time. It further validated that SNR should be used as the quality control factor during Raman measurements and/or Raman spectra-based classification analysis. Although the filter was less effective in classifying the 0.1-s/cell spectra, it has the advantages of its easy applicability and potential to be incorporated into routine spectroscopic measurements as part of the quality control standards (Table 2). The second method involved a more advanced DAE based on MLP neural nets. After DAE transformation, the 0.1-s spectra showed an improved SNR, equivalent to the untransformed 1-s spectra and a classification accuracy of 84%. With the DAE being more complex and requiring
additional training/testing datasets, it shows the potential to achieve ultra-rapid Raman measurements with 0.1-s acquisition time (Table 2).

This approach also has the potential to be applied to spectroscopic data acquired by models of Raman spectrometers with much lower prices and volumes (e.g. portable and hand-held systems) on the market which could be ideal for clinical settings. These systems, compared with high-performance systems, usually have limitations in e.g. CCD detector, shorter optical pathway, and confocality. These disadvantages will usually result in problems of spectral resolution and weaker signals. By learning essential biomolecular features among noisy background, our approach provides a solution for decoding noisy and less resolved spectra, possibly coming from more affordable Raman systems. The same signal-to-noise standard should be maintained in such systems as it is a quality-control criterion, regardless of device model and acquisition parameters.

With methods proposed in this study, rapid Raman measurements can be realized for quickly generating large sets of data. Through the combination of standardized protocol and machine learning, we can overcome the inherently weak signal in Raman analysis, paving the way for the translation of Raman spectroscopy into clinical application for on-time identification of pathogens and AST.
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Machine learning-aided Raman analysis renders high-speed identification of pathogens possible at 0.1 second per single-cell spectrum, paving the way for building extensive datasets and translating the technique to on-time clinical identification of pathogens and antibiotic guidance.