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ABSTRACT

Kidney exchange programmes increase the rate of living donor kidney transplants, and operations research techniques are vital to such programmes. These techniques, as well as changes to policy regarding kidney exchange programmes, are often tested using random instances created by a Saidman generator. We show that instances produced by such a generator differ from real-world instances across a number of important parameters, including the average number of recipients that are compatible with a certain donor. We exploit these differences to devise powerful upper and lower bounds and we demonstrate their effectiveness by optimally solving a benchmark set of Saidman instances in seconds; this set could not be solved in under thirty minutes with previous algorithms. We then present new techniques for generating random kidney exchange instances that are far more consistent with real-world instances from the UK kidney exchange programme. This new process for generating random instances provides a more accurate base for comparisons of algorithms and models, and gives policy-makers a better understanding of potential changes to policy leading to an improved decision-making process.

1. Introduction

Kidney disease affects millions of people worldwide, and the two known treatment options for end-stage kidney disease are dialysis and kidney transplantation. Of these options, kidney transplantation offers a better quality of life, better life expectancy, and is cheaper (Axelrod et al., 2018), but donor kidneys are in short supply. These kidneys are donated by either deceased or living donors, with better outcomes for the recipient correlated with living donors (Hart et al., 2017; Wolfe et al., 2010). However, it is difficult for a recipient to find a compatible and willing living donor on their own. A Kidney Exchange Programme (KEP) alleviates the need for recipients to be compatible with their own donors (Roth et al., 2004). Instead, recipients join KEPs with a willing paired donor (or multiple willing paired donors), and at certain times the KEP performs a matching run, determining an optimal set of exchanges to perform such that a donor donates a kidney if their paired recipient receives a kidney (and at most one donor paired with any recipient donates a kidney). These exchanges involving recipients with paired donors form cycles: the length of these cycles is often limited to refer to either a cycle or a chain.

Identifying the potential transplants is a vital part of the operation of a KEP, and numerous operations research techniques and algorithms have been devised for finding such exchanges. The problem of finding a largest set of transplants is polynomial-time solvable in very restricted settings (such as limiting cycle and chain lengths to 2), but in general is NP-hard (Abraham et al., 2007), and so integer programming (IP) is often used to find solutions. The first IP models created a graph of potential kidney exchanges (Abraham et al., 2007; Roth et al., 2007), and used one variable for either each potential cycle or each edge, but there have been numerous substantial improvements in this area, including compact formulations as well as column generation, branch-and-price, branch-and-price-and-cut, and failure-aware modelling (Alvelos et al., 2019; Anderson et al., 2015; Constantino et al., 2013; Delorme et al., 2020; Dickerson et al., 2016, 2012; Lam and Mak-Hau, 2020; Manlove and O’Malley, 2015; McElfresh et al., 2019). A summary of models and techniques currently in use by real-world KEPs is also available (Biró et al., 2019b).
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In this paper we use the UK Living Kidney Sharing Scheme (UKLKSS) as our real-world KEP example (Manlove and O’Malley, 2015). The UKLKSS is run by NHS Blood and Transplant, a special health authority of the National Health Service (NHS) within the UK. The UKLKSS has been operating since 2007, and is currently the largest KEP (by both pool size and transplant count) in Europe (Biró et al., 2019a).

We use the term Kidney Exchange problem (KE) to refer to the problem of finding a set of cycles and chains that yield the maximum number of transplants, given a dataset containing information about donors, recipients and compatibilities between them. The effectiveness of the techniques used to find optimal sets of exchanges is often compared using randomly-generated instances that are created to mimic real-world instances. Such random instances are also useful for policymakers, as they allow changes to policies (such as prioritisation of highly-sensitised patients, or the introduction of a wider range of exchange structures) to be tested. In the literature, a generator due to Saidman et al. (2006), henceforth referred to as the Saidman generator, is commonly used to generate such instances. The Saidman generator draws recipients and donors with various properties (such as blood groups) based on the random distribution of such parameters in populations. A more thorough introduction to the Saidman generator is given in Section 4.2. We also highlight that PrefLib (Mattei and Walsh, 2020), an online repository of matching problems with preferences, includes a set of instances that have been produced using the Saidman generator (Dickerson et al., 2012). We will refer to these as the PrefLib instances. The best known approach in the literature for solving these particular instances has been demonstrated by Lam and Mak-Hau (2020), who use a branch-and-price-and-cut algorithm to solve all 30 non-trivial instances when cycles are limited to length 3, and 19 of 30 non-trivial instances when cycles are limited to length 4. However, these PrefLib instances differ from real-world instances in a range of parameters (such as edge density of the graph of potential kidney exchanges), meaning that algorithms that can solve the PrefLib instances quickly may not be as applicable to real-world problems and vice-versa.

1.1. Related work

Many different approaches to improving the performance of KEPs have been investigated in the literature. We outline here two particular developments in the field, and highlight that for both of these, and indeed for almost any improvement to KEPs, the simulation of any proposed changes depends on the use of suitable random or benchmark instances for a baseline comparison.

The creation of transnational KEPs, either as new programmes or through coordination between or amalgamation of existing national programmes, allows KEPs to share their pools, thus increasing their overall effectiveness through more efficient allocation of resources. However, collaboration between countries when human organs are involved is a sensitive issue, both ethically and legally. Individual rationality has been proposed as one requirement for such collaboration (Ashlagi and Roth, 2011, 2012), and further research has suggested equality measures such as the Shapley value (Biró et al., 2020) as well as IP models that allow for, and have simulated, different constraints within different countries (Mincu et al., 2020). We note that KEPs within some countries (such as the USA) may exhibit similar characteristics without being transnational, as transplant centres (or groups of transplant centres) either collaborate or compete for kidney transplants (Li et al., 2018).

Another important development in the field of kidney exchange is the introduction of robust, or fault-tolerant, KEPs. A potential transplant may be selected by an algorithm or policy for transplantation, but may fail due to any one of a number of reasons (e.g., donor or recipient illness, unexpected incompatibilities). Robust KEP algorithms aim to assign a likelihood of progression (alternatively, a likelihood of failure) to each potential transplant, and then select a set of exchanges that maximises the expected number of transplants. The difficulty of determining the likelihood of whether a potential transplant will proceed in practice is well known, and depends on cPRA (calculated Panel Reactive Antibodies, a score between zero and one hundred assigned to a recipient indicating the likelihood that a random blood-group compatible donor will be tissue-type incompatible, see Section 2.1 for more background), but cannot be explained by cPRA alone (Glorie, 2012). Section 4 in this paper provides a number of new insights into this relationship between cPRA and transplant compatibility. Recent models for KEPs have assigned a success probability to each potential transplant, and used these to find a set of exchanges that maximises the number of expected transplants (Dickerson et al., 2012), and further work has also included various recourse options that model fail-back strategies which may be used when transplants cannot proceed (Carvalho et al., 2020; Klementova et al., 2016).

1.2. Our contribution

We develop three upper bounds for the potential number of transplants in KE instances by utilising the available blood-group information of donors and recipients. We empirically show that the best of these three bounds is always equal to the optimal solution value for the tested PrefLib instances, which implies that these instances can be optimally solved by using our new upper bound together with any lower bounding technique that provides a solution matching it. For the sake of completeness, we also introduce the general framework of one such lower bounding technique, an ad-hoc 7-step matheuristic, whose complete description is available in the appendix. Our approach is able to solve the tested PrefLib instances significantly faster than existing techniques.

We then study the differences between PrefLib instances (and more generally, any instance created by a Saidman generator) and real-world instances we observed in the UKLKSS, and we highlight distinctions relative to a number of relevant parameters including edge density and maximum number of potential transplants. This allows us to devise new methods for generating random KE instances, based on the Saidman generator but incorporating improvements that can be justified both statistically and by real-world scenarios. These improvements all involve the calculated Panel Reactive Antibody value (cPRA) of a recipient, which estimates what proportion of donors in the KEP will be tissue-type incompatible with that recipient. The improvements arise from examining:

- the distribution of cPRA amongst recipients when grouping recipients by their blood group and the blood group of their donor,
- the relationship between cPRA and transplant compatibility, and
- the transplant compatibility of recipients with a cPRA of zero.

We show that our improved generator creates random KE instances that more closely match real-world instances from the UK than the traditional Saidman generator across a wide variety of relevant parameters. We also confirm that our new upper bounds are not tight on these instances, meaning that our matheuristic does not provide a guarantee of optimality anymore, as is usually required in a KEP.

The rest of this paper is organised as follows. Section 2 gives a background on and defines terminology and notation used in kidney exchange programmes. Section 3 details our new upper bound methods and the framework of our 7-step matheuristic together with some empirical proofs of their effectiveness on the PrefLib instances. Section 4 then introduces our new techniques for generating random KE instances, and we close with some conclusions in Section 5.

2. Background

We present background on compatibility in KEPs in Section 2.1, and then in Section 2.2 we introduce representations of KE instances as well as terminology used to describe particular structures within such instances.
2.2. Notation and terminology

We formally define a Kidney Exchange problem (KE) instance as a directed graph \( G = (V,A) \) (also called compatibility graph) in which vertex set \( V \) contains every recipient and arc set \( A = \{(i,j) : i,j \in V\} \) contains the potential transplants: \( (i,j) \) belongs to \( A \) if the donor associated to recipient \( i \) is compatible with recipient \( j \). Note that compatible recipient/donor pairs (represented by an arc \( (i,j) \in A \)) are allowed in some KEPs. A feasible exchange is a cycle in the directed graph: a sequence of distinct vertices \( (v_1, \ldots, v_k) \) such that there is an arc \( (v_i, v_{i+1}) \) for each \( i \in \{1, \ldots, k-1\} \), and an arc \( (v_k, v_1) \). In an exchange, a donor paired with a recipient only donates a kidney if their paired recipient receives a kidney. For logistical purposes, there is often an upper bound on how many vertices can be part of any exchange (named \( L \) in the following).

Some KEPs also include non-directed donors (sometimes referred to as altruistic donors) who are willing to donate a kidney without being paired with a recipient. In the compatibility graph, non-directed donors are represented by a node in \( V \) with no incoming arcs and one outgoing arc to each of the recipients they are compatible with. In the presence of non-directed donors, an exchange can also be a chain, which is a sequence of distinct vertices \( (v_1, \ldots, v_k) \) where \( v_i \) corresponds to a non-directed donor, and for each \( i \in \{1, \ldots, k-1\} \) there is an arc \( (v_i, v_{i+1}) \). Usually, the donor associated to recipient \( v_i \) gives a kidney to a deceased-donor waiting list.

Some KEPs also allow a recipient to be paired with multiple donors. In Section 3, we focus on the PrefLib instances, in which: (i) every recipient is paired with exactly one donor and every donor is paired with exactly one recipient, (ii) there are no compatible recipient/donor pairs (i.e., no arcs \( (i,j) \in A \)), and (iii) there are no non-directed donors. In Section 4 we explicitly allow recipients to be paired with multiple donors, which more closely matches the real-world instances from the UKKSS.

3. Upper bounds and 7-step matheuristic for PrefLib instances

In this section, we describe three upper bounding procedures for KE instances with no non-directed donors and the general framework of our 7-step matheuristic. The first bound \( U_1 \), which is valid for any instance, is derived from a relaxation of the cycle size limit constraints and can be computed in polynomial time. The two other bounds \( U_2 \) and \( U_3 \) use the donor and recipient blood groups to identify a subset of recipient/donor pairs that cannot participate in a maximum-size exchange, and perform particularly well on PrefLib instances. The 7-step matheuristic takes advantage of the large number of recipient/donor pairs and of the high density in the compatibility graph to divide an instance into several sub-problems where it tries to match recipient/donor pairs of specific blood groups.

3.1. Unbounded cycle lengths upper bound

It is well known that determining the maximum number of transplants in a kidney exchange instance for general values of \( L \) is \( NP \)-hard. Abraham et al. (2007) outlined two cases where the problem can be solved in polynomial time:

- When \( L = 2 \), the compatibility graph can be transformed into an undirected graph \( G' = (V',E') \) in which edge \( (i,j) \) belongs to \( E' \) if and only if both arcs \( (i,j) \) and \( (j,i) \) belong to \( A \) in the original graph. The problem now is to find a matching of maximum size and this can be done in polynomial time using Edmonds’ algorithm (Edmonds, 1965).
- When \( L = \infty \), the compatibility graph can be transformed into a bipartite graph \( G'' = (V'',E'') \) where \( E'' \) is the set of donors and \( R'' \) is the set of recipients. There is an edge \( (i,j) \in E'' \) with cost 1 if donor \( i \) is compatible with recipient \( j \) and an edge
\([i, j]\) in \(c''\) with cost 0 if \(i\) and \(j\) are in the same recipient/donor pair. The problem now is to find a perfect matching of maximum weight, and again, this can be done in polynomial time using the Hungarian algorithm [Kuhn, 1955].

For a given kidney exchange instance with cycle size limit \(L\), the maximum number of transplants cannot decrease as \(L\) increases. As a result, solving the problem with \(L = \infty\) gives an upper bound on the maximum number of pairs selected in an exchange for any value of \(L \in \mathbb{Z}\). We call this upper bound \(U_1\).

**Example 1.** Let us consider the kidney exchange instance with 6 recipients and compatibility graph as represented by Fig. 2.

- If \(L \geq 6\), an optimal solution will match the six recipient/donor pairs in either one or two cycles: \([C, D, F, E, H]\) or \([C, D, F, E, H, G]\);
- If \(L = 4\) or 5, an optimal solution will match the six recipient/donor pairs in two cycles: \([C, D, F, E]\) and \([H, G]\);
- If \(L = 3\), an optimal solution will match five recipient/donor pairs in two cycles: \([E, H, F]\) and \([D, C]\);
- If \(L = 2\), an optimal solution will match four recipient/donor pairs in two cycles: \([H, G]\) and \([D, C]\).

**3.2. Data-driven upper bound**

Our second upper bound \(U_2\) uses blood-group compatibility (see Section 2) to calculate the maximum number of transplants that can possibly take place. Note that blood-group compatibility is a necessary but not sufficient condition for transplant compatibility. In the following, we call:

- A */\* pair a recipient/donor pair in which the recipient and the donor have any blood group, and we denote by \(n\) the number of */\* pairs.
- An X/\* pair a recipient/donor pair in which the recipient has blood group \(X\) and the donor has any blood group, and we denote by \(n_{X/\*}\) the number of X/\* pairs.
- A */Y pair a recipient/donor pair in which the recipient has any blood group, and the donor has blood group \(Y\) and we denote by \(n_{*/Y}\) the number of */Y pairs.
- An X/Y pair a recipient/donor pair in which the recipient has blood group \(X\) and the donor has blood group \(Y\), and we denote by \(n_{X/Y}\) the number of X/Y pairs.

Upper bound \(U_2\) assumes first that each of the recipient/donor pairs will participate in the exchange unless stated otherwise. It then uses the two following rules to adjust its value:

- Since only cycles are allowed, if an O/\* pair \(p\) cannot be matched with any */\* pair, then \(p\) cannot participate in the exchange.
- Similarly, if a */AB pair \(p\) cannot be matched with any AB/*/ pair then \(p\) cannot participate in the exchange.

Even though it might be difficult to detect with precision which O/*/ and which */AB pairs will be excluded from the matching, we know that if \(n_{O/\*} > n_{*/\*}\) (i.e., if there are more O/*/ than */\* pairs), then at least \(n_{O/\*} - n_{*/\*}\) pairs cannot participate in the exchange. Similarly, we know that if \(n_{*/AB} > n_{AB/*/}\), then at least \(n_{*/AB} - n_{AB/*/}\) pairs cannot participate in the exchange. If we now define \(\epsilon_1 = \max\{0, n_{O/\*} - n_{*/\*}\}\) as the minimum number of O/*/ pairs that cannot participate in the exchange and \(\epsilon_2 = \max\{0, n_{*/AB} - n_{AB/*/}\}\) as the minimum number of */AB pairs that cannot participate in the exchange, then we can formally introduce the bound \(U_2 = n - \epsilon_1 - \epsilon_2 + \min\{n_{O/\*}, n_{*/\*}\}\), where the last term identifies the number of O/AB pairs that were counted both in \(\epsilon_1\) and in \(\epsilon_2\). Note that a solution with value \(U_2\) is only reachable if the following rules are met: (i) if \(\epsilon_1 > 0\) (which is the case for every PrefLib instance), then every O donor is matched with an O recipient (otherwise more than \(\epsilon_1\) pairs of the form O/*/ would not be able to participate in the exchange), and (ii) if \(n_{*/AB}\) is less than or equal to both \(\epsilon_1\) and \(\epsilon_2\) (which is also the case for every PrefLib instance), then no O/AB pairs should participate in the exchange (otherwise, such a pair should be counted both in \(\epsilon_1\) and in \(\epsilon_2\)). These rules will be used henceforth.

**Example 2.** Let us consider the kidney exchange instance from the PrefLib repository "MD-00001-00000191", an instance with \(n = 352\) and the blood-group distribution shown in Table 1. Out of the 512 recipient/donor pairs, we know that 153 \((\epsilon_1 = 283-130)\) O/*/ pairs cannot participate in the matching because there are not enough */\* pairs to accommodate them. We also know that 20 \((\epsilon_2 = 26-6)\) */AB pairs cannot participate in the matching because there are not enough AB/*/ pairs to accommodate them. Out of the 173 removed pairs, we know that up to 13 O/AB pairs could have potentially been counted twice (i.e., both in \(\epsilon_1\) and \(\epsilon_2\)). This gives an upper bound \(U_1\) equal to \(352 - 153 = 200\). An optimal solution to this instance has size 351 if \(L = 3\), and size 352 if \(L \geq 4\), showing that, for this particular instance, the bound is very close to the optimal solution value.

**3.3. ILP-based upper bound**

After some preliminary analysis, we found that the difference observed between upper bounds \(U_1\) and the optimal solution values of the tested PrefLib instances always came from some */AB pairs that we assumed could be part of the exchange while in reality they could not (in other words, we underestimated \(\epsilon_2\)). This can be explained by the fact that AB is the least common blood group, so there are fewer opportunities to match */AB pairs with AB/*/ pairs. In order to correct that inaccuracy, we designed a tailored ILP model that maximises the number of X/AB pairs that can possibly be included in the exchange \((X \in \{A, B, AB\})\) to determine a refined upper bound \(U_3\). Note that the other rules adopted from \(U_2\), namely (i) that any */\* pair must be followed by an O/*/ pair in the exchange, and (ii) that no O/AB pairs should be included in the exchange, are still in place. Every time one of these two rules is broken, the exchange size is reduced by one unit. In the following, we first describe the ILP model details for \(L = 3\) and then we explain how to modify it for \(L = 4\). The model needs a list of every cycle solely composed of */AB pairs. We distinguish:

- \(C_2^2\), the set of 2-cycles with two */AB pairs – these can only be in the form \([AB/AB - AB/AB]\).

<table>
<thead>
<tr>
<th>Rec./Don.</th>
<th>/O</th>
<th>/*</th>
<th>/B</th>
<th>/AB</th>
<th>/*</th>
</tr>
</thead>
<tbody>
<tr>
<td>O/*</td>
<td>66</td>
<td>134</td>
<td>70</td>
<td>13</td>
<td>283</td>
</tr>
<tr>
<td>k/*</td>
<td>51</td>
<td>34</td>
<td>59</td>
<td>11</td>
<td>155</td>
</tr>
<tr>
<td>B/*</td>
<td>10</td>
<td>53</td>
<td>4</td>
<td>1</td>
<td>68</td>
</tr>
<tr>
<td>AB/*</td>
<td>3</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>6</td>
</tr>
<tr>
<td>*/.</td>
<td>130</td>
<td>222</td>
<td>134</td>
<td>26</td>
<td>512</td>
</tr>
</tbody>
</table>
• \(C_3\), the set of 3-cycles with three */AB pairs – these can only be in the form \([AB/AB - AB/AB - AB/AB]\).

For instance, if all the pairs in Example 1 were \(AB/AB\) pairs, then there would be two cycles in \(C_3^2\): \([C, D]\) and \([G, H]\), and one cycle in \(C_3^1\): \([E, H, F]\). The model also needs a list of every cycle partly composed of */AB pairs. We distinguish:

• \(P_2^3\), is the set of partial cycles comprising two pairs, among which exactly one is a */AB pair – these are in the form \([X/AB - AB/Y]\), where \(X \in \{A, B, AB\}\) and \(Y \in \{0, A, B\}\). These cycles do not necessarily need to be complete, so we make sure that either the donor of the second pair is compatible with the recipient of the first pair, or that there exists at least one additional pair that can complete the cycle;

• \(C_3^2\), the set of 3-cycles with exactly two */AB pairs – these are in the form \([X/AB - AB/AB - AB/Y]\), where \(X \in \{A, B, AB\}\) and \(Y \in \{A, B\}\);

By introducing binary decision variables \(x_c\) taking value 1 if cycle \(c\) is selected and 0 otherwise \((c \in C)\), the maximum number of \(X/AB\) pairs that can possibly be included in the exchange (\(X \in \{A, B, AB\}\)) denoted as \(z\) can be obtained through the following ILP model:

\[
\begin{align*}
\text{max} & \quad \sum_{c \in C_2^3} 2x_c + \sum_{c \in C_3^2} 3x_c + \sum_{c \in P_2^3} x_c + \sum_{c \in C_3^1} 2x_c \\
\text{s.t.} & \quad \sum_{c \in C_2^3} x_c \leq 1, \quad \forall i \in Y, \quad (2) \\
& \quad x_c \in \{0, 1\}, \quad c \in C. \quad (3)
\end{align*}
\]

Where \(Y(c)\) indicates the set of recipient/donor pairs that belong to cycle \(c\). Upper bound \(U_i\) can be defined as \(U_i = n - c_i - \epsilon_i\) where \(\epsilon_i = (n_{AB}/z)\). Note that it is not necessary to consider cycles \([O/AB - AB/Y]\) in \(P_2^3\) because selecting such cycle would increase \(z\) and thus, \(U_i\) by one unit at best, but would also break one of our two rules, decreasing by one unit the exchange size. Similarly, it is not necessary to consider cycles \([O/AB - AB/AB - AB/O]\) in \(C_3^2\) because selecting such cycle would only increase \(U_i\) by one unit (two units in \(z\) with a one unit penalty due to the broken rule), which is as effective as selecting the truncated \([AB/AB - AB/O]\) cycle that already exists in \(P_2^3\).

The model can be extended to take into account a cycle size limit of four. In this case, we need:

• An additional set of cycles \(C_2^4\) with four */AB pairs – these can only be in the form \([AB/AB - AB/AB - AB/AB - AB/AB]\).

A solution of value 1 can be obtained through the following ILP model:

\[
\begin{align*}
\text{max} & \quad \sum_{c \in C_2^4} x_c \\
\text{s.t.} & \quad \sum_{c \in C_2^4} x_c \leq 1, \quad \forall i \in Y, \quad (2) \\
& \quad x_c \in \{0, 1\}, \quad c \in C. \quad (3)
\end{align*}
\]

The experiments were run on an Intel Xeon E5-2680W v3, 2.50 GHz with 192 GB of memory, running under Scientific Linux 7.5, and using Gurobi 7.5.2 to solve the ILP models.

3.5. 7-Step matheuristic framework for solving PrefLib instances

While the tested PrefLib instances could theoretically be solved by using any lower bounding technique whose solution matches \(U_i\) for every instance, to the best of our knowledge, there is no such ad-hoc heuristic available in the literature. To show that such a lower bounding technique does not necessarily take a long computation time, we propose in the following the framework of a 7-step matheuristic tailored for solving PrefLib instances and show its efficiency. When used with \(U_i\), it is able to solve all the tested instances in a few seconds, which is much faster than the branch-and-price algorithm of Lam and Mak-Hau (2020), who also tested their approach on PrefLib instances.

Matheuristic is a neologism originating from the contraction of “math” and “heuristic” and is often used as an alternative to mathematical models when the latter become too large to solve difficult combinatorial optimisation problems. Matheuristics usually obtain good quality solutions but do not have a proof of optimality. A common approach in matheuristics is to solve a mathematical model with a reduced set of variables once or several times in a row. It is the path we follow with our 7-step matheuristic as we split every instance into several subproblems in which we try to match recipient/donor pairs of specific blood groups as described in Algorithm 1.

Algorithm 1: 7-step matheuristic.

1: Identify the types of cycles and recipient/donor pairs used in the exchange and process the \(AB/\ast\) and */AB pairs
2: Process the \(B/B\) pairs
3: Process the \(A/B\) and \(B/A\) pairs
4: Process the \(A/A\) pairs
5: Process the \(O/O\) pairs
6: Process the \(B/O\) and \(O/B\) pairs
7: Process the \(A/O\) and \(O/A\) pairs

The matheuristic starts by determining the types of cycles that should be used if we want to reach a solution of value \(U_i\) (e.g., \(x_1\) cycles of the form \([A/B-B/A]\), \(x_2\) cycles of the form \([A/B-B/O-O/A]\), ...). Then, for each combination of recipient/donor pairs, it uses the compatibility graph to enumerate every feasible cycle or partial cycle of the given types and uses an ILP formulation to select those that are necessary to reach the desired solution. At each step, we define:

• An objective, which is the goal of the ILP model that is solved at the current step.
3.6. Matheuristic performance on PrefLib instances and discussion

We measured the performance of our matheuristic on the 30 PrefLib instances used by Lam and Mak-Hau (2020) for testing their branch-and-price-and-cut algorithm and the results are displayed in Table 4.
As each instance creates one ratio, this results in a set of 640 ratios for a real-world instance (e.g., if the random instance has 5000 edges, but the real-world instance has 4000 edges, we report the ratio we measure, we calculate the ratio of the value of parameter in the real-world instance from UKLKSS instances from January 2012 to October 2019 to those constructed by the original Saidman generator. Each of our number of recipients and non-directed donors (the precise number number of improvements to the Saidman generator, and then show that by comparing the averages of various parameters. Instead, for each using both computational techniques and policy changes. We develop a number of number of edges in the compatibility graphs and the size of the largest presented in this section to show only the ratios corresponding to the number of edges in the compatibility graphs and the size of the largest set of identified transplants. We include in Appendix C results on a much larger variety of parameters. The generator we develop is accessible from https://wpettersson.github.io/kidney-webapp/#/generator, and can be used in conjunction with the parameters described in this section and the parameters in Appendix B. The source for this generator is available from https://github.com/wpettersson/kidney-webapp/.

The instances we generated are available from http://dx.doi.org/10.5525/gla.researchdata.1213.

4. Improved generation of KE instances

This section introduces a new method for generating KE instances, based on the Saidman generator. This generator, which we describe in Section 4.2, is widely used to generate random KE instances for evaluating both computational techniques and policy changes. We develop a number of improvements to the Saidman generator, and then show that using our refined version creates instances that are substantially closer to the real-world instances from the UK in a number of important measures (such as number of edges or sizes of solutions) when compared to those constructed by the original Saidman generator. Each of our improvements is based on statistical evidence from the UKLKSS, and accompanied by a justification based on real-world scenarios. This is followed by an experimental evaluation of these improvements, and a conclusion discussing the outcomes of the experiments.

4.1. Performance evaluation and data presentation

We evaluate the performance of our improvements by generating random instances and comparing them to real-world data from the UKLKSS. We gathered all of our parameters, including distributions of blood groups, cPRA and the number of donors paired with a recipient from UKLKSS instances from January 2012 to October 2019 (32 instances in total as UKLKSS runs matchings quarterly), and these are summarised in Appendix B. As these real-world instances do not have a constant size, we cannot report the results of our experiments by comparing the averages of various parameters. Instead, for each real-world instance, we create 20 random instances with the same number of recipients and non-directed donors (the precise number of directed donors is determined by the generator as recipients may be paired with multiple donors). For each such randomly-generated instance and its associated real-world instance, and for each parameter we measure, we calculate the ratio of the value of parameter in the random instances divided by the value in the parameter in the real-world instance (e.g., if the random instance has 5000 edges, but the real-world instance has 4000 edges, we report the ratio $\frac{5000}{4000} = 1.25$). As each instance creates one ratio, this results in a set of 640 ratios for each parameter measured. We then plot the distribution of these ratios as box-and-whisker plots. These plots show a coloured box denoting the interquartile range (IQR), a black vertical bar denoting the median, and a white cross denoting the mean. The horizontal lines extend a distance of 1.5 IQR from either side of the coloured box (if no data points extend this far, these lines stop at the last data point), with data points further away being marked as outliers with solid dots. We limit data and plots presented in this section to show only the ratios corresponding to the number of edges in the compatibility graphs and the size of the largest set of identified transplants. We include in Appendix C results on a much larger variety of parameters. The generator we develop is accessible from https://wpettersson.github.io/kidney-webapp/#/generator, and can be used in conjunction with the parameters described in this section and the parameters in Appendix B. The source for this generator is available from https://github.com/wpettersson/kidney-webapp/.

The instances we generated are available from http://dx.doi.org/10.5525/gla.researchdata.1213.

4.2. The Saidman generator

The Saidman generator (Saidman et al., 2006) is widely used to generate instances of KEP problems (Constantino et al., 2013; Klimentova et al., 2016). We now describe how the Saidman generator functions, and then compare the output from the Saidman generator to real world data. The instances we generated are available from http://dx.doi.org/10.5525/gla.researchdata.1213.

The Saidman generator (Saidman et al., 2006) is widely used to generate instances of KEP problems (Constantino et al., 2013; Klimentova et al., 2016). We now describe how the Saidman generator functions, and then compare the output from the Saidman generator to real world data. The instances we generated are available from http://dx.doi.org/10.5525/gla.researchdata.1213.

Table 3
7-step matheuristic overview for $L = 3$.

<table>
<thead>
<tr>
<th>Step</th>
<th>Focus</th>
<th>Cycles to complete</th>
<th>Pairs to use</th>
<th>Cycles allowed</th>
<th>Output</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$<em>/A,B/</em>$</td>
<td>–</td>
<td>–</td>
<td>$[X/Y − A/B − A/B]/Y$ where $X \in {A, B, AB}$ and $Y \in {A, B}$</td>
<td>–</td>
</tr>
<tr>
<td>4</td>
<td>$A/A$</td>
<td>–</td>
<td>–</td>
<td>$[A/A − A/A]/A, [B/A − A/A]/B$</td>
<td>–</td>
</tr>
<tr>
<td>5</td>
<td>$0/0$</td>
<td>–</td>
<td>–</td>
<td>$[0/0 − 0/0]/0$</td>
<td>–</td>
</tr>
</tbody>
</table>

Table 4
Matheuristic performance on PrefLib instances.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>L</th>
<th>$n$</th>
<th>OPT</th>
<th>1B</th>
<th>Time</th>
<th>PIEF</th>
<th>1C</th>
<th>1C</th>
<th>B-P-C</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>3</td>
<td>512</td>
<td>10</td>
<td>322</td>
<td>7</td>
<td>2</td>
<td>10</td>
<td>10</td>
<td>92</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>1024</td>
<td>10</td>
<td>649</td>
<td>1.4</td>
<td>4</td>
<td>1300</td>
<td>5</td>
<td>1300</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>2048</td>
<td>10</td>
<td>1276</td>
<td>3.0</td>
<td>0</td>
<td>1800</td>
<td>0</td>
<td>1800</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>512</td>
<td>10</td>
<td>322</td>
<td>7</td>
<td>0</td>
<td>1800</td>
<td>0</td>
<td>1800</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>1024</td>
<td>10</td>
<td>649</td>
<td>0.7</td>
<td>0</td>
<td>1800</td>
<td>0</td>
<td>1800</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>2048</td>
<td>10</td>
<td>1276</td>
<td>3.4</td>
<td>0</td>
<td>1800</td>
<td>0</td>
<td>1800</td>
</tr>
</tbody>
</table>

$^1$ The UKLKSS, and many other KEPs, allows a recipient to join a KEP with multiple donors, so as to increase their probability of finding a match.
be using values from the UKLKSS. The Saidman generator first produces donor–recipient pairs by independently drawing a blood group and cPRA for a new recipient, as well as drawing the number of donors paired with this recipient, and a blood group for each of these donors.

For any donor and recipient, their compatibility is determined as follows:

1. If the donor is blood-group incompatible with a given recipient, then they are not compatible.
2. Otherwise, draw uniformly at random a number $r$ from $[0, 1]$. The donor and recipient are compatible if and only if $r > \frac{cPRA}{100}$.

If a donor is determined to be compatible with their paired recipient, the Saidman generator will discard both the recipient and all paired donors to avoid the generation of compatible pairs. Whilst never specifically addressed in the literature, it is commonly accepted that this is done so that the pool of donor–patient pairs more accurately reflects the real-world data. For instance, the proportion of type AB recipients in kidney exchange pools is often lower than the proportion of people with type AB in a general population, as it is easier for type AB recipients to find a willing and compatible donor because they are blood-group compatible with all potential donors. Discarding compatible pairs mimics this effect, and similar effects for recipients with a low cPRA.

Once sufficient recipients have been generated, the Saidman generator then draws a blood group for each non-directed donor required.

When this is complete, the compatibility of any donor with any recipient (other than their paired recipient, if applicable) is determined using the above algorithm, and a corresponding arc is added to the compatibility graph if the donor and the recipient are compatible.

There are two important factors to note when discussing the Saidman generator. Firstly, the blood groups of donors and recipients and the cPRA values are all assumed to be independent. This is but one of the aspects we will address later in this section. Secondly, the discarding of compatible pairs means that the distributions of the generated data will not match the input distributions (i.e., low cPRA recipients are more likely to be discarded, so low cPRA recipients will be under-represented in the generated data). To avoid this, the inputs to the Saidman generator can be tuned. This can be achieved by running the generator to produce an instance which is then analysed for some property or set of properties (e.g., the distribution of cPRA levels amongst recipients). If this property is deemed not sufficiently close to some desired target (e.g., the proportion of recipients with a low cPRA is deemed too low), then the inputs can be adjusted (e.g., the probability of a recipient drawing a low cPRA can be increased), and the process is repeated. Alternative tuning options include sweeping across a broad range of parameters to find the input distributions that give output distributions deemed best (Santos et al., 2017). In this paper, we tune the distributions of donor blood groups, recipient blood groups, recipient cPRA levels, and number of donors paired with a recipient.

### 4.2.2. Performance of the saidman generator

Recall from Section 4.1 that we generate 640 random instances, and for each random instance and each parameter we calculate the ratio comparing the parameter in the random instance to the parameter in the real-world instance with the same size. Fig. 3 gives boxplots of these ratios for two parameters, showing how the Saidman generator compares to the real-world data. Better generators therefore have means and medians closer to one, and with less variance, although some variance is to be expected. We see that the Saidman generator produced instances with substantially more edges than present within the UKLKSS data, and the largest set of transplants in an instance generated by the Saidman generator tends to be significantly larger than the largest set of transplants in an instance from the UKLKSS. A comparison of a larger set of parameters is given in Appendix C.

### 4.3. New generator configurations

In the rest of this section we introduce changes based on three different assumptions made by the Saidman generator. These are: the independence of donor and recipient blood groups and the recipient cPRA, the direct linear relationship between cPRA and donor compatibility, and the equivalence of all recipients with a given cPRA value.

#### 4.3.1. Donor and recipient blood-groups and cPRA distributions

As noted earlier, the Saidman generator assumes that the blood groups of the donors and recipients, and the cPRA levels of the recipients, are independent. From a clinical point of view, however, it would not be surprising that recipients paired with blood-group compatible donors would be more likely to have tissue-type incompatibility, as donors and recipients who are both blood-group and tissue-type compatible are likely to be medically compatible and thus have proceeded with a transplant outside of a KEP. We ran a $t$-test of the corresponding Wald statistic (Buse, 1982) to compare our hypothesis that there is a correlation between a recipient having a blood-group compatible donor and the recipient’s cPRA level against a null hypothesis. The resulting $p$-value of approximately $1.79 \times 10^{-7}$ is a strong indicator that we can reject the null hypothesis, suggesting that different cPRA distributions should be used when generating recipients depending on whether a recipient has been generated with a blood-group compatible donor or not. We show in Fig. 4 the distributions of cPRA levels of recipients from the UKLKSS broken down according to whether or not the recipient is paired with a blood-group compatible donor.

An obvious requirement for modelling this phenomenon is the ability to accurately model the correct proportion of blood-group compatible pairs. To achieve this, we calculate the distribution of blood groups of the recipients. We then calculate five distributions of donor blood groups, one for each of the four possible recipient blood groups, and one for non-directed donors. This data is shown in Fig. 5, and we see that there are substantial differences between these distributions.

We implement a generator that includes these adaptations, and use the term SplitPRA to refer to this adaptation. Two box plots comparing the performance of the adaptation SplitPRA to the Saidman generator are shown in Fig. 6. We see from these that SplitPRA creates random instances that are closer to the real-world instances than those produced by the Saidman generator both in terms of number of edges and size of largest set of transplants.

#### 4.3.2. Link between cPRA and transplant compatibility

For any donor and recipient who are blood-group compatible, the Saidman generator uses cPRA as a proxy for transplant compatibility. In real-world applications, transplant compatibility is closely tied to tissue-type compatibility (and cPRA is a good measure of this), but there are also external factors such as the size of the kidney, or the age or overall health of the donor. As such factors are much harder to randomly sample, the Saidman generator draws transplant compatibility uniformly at random with probability $1 - cPRA/100$. However, cPRA by definition only considers tissue-type compatibility, and ignores any other factors that may affect transplant compatibility. Additionally, while a cPRA value of 100 might seem to indicate that transplantation will be impossible, this is not necessarily the case. A nephrologist may allow the presence of certain “incompatible” HLA antibodies when determining whether to assess a potential donor for their recipient, as the risk associated with such transplants may be worth taking considering the risk of waiting even longer for an ideal donor that may never arrive. Secondly, cPRA is a measure of how likely a random donor will be compatible with a given recipient, and is reported after being rounded
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Fig. 3. Boxplots outlining the performance of the Saidman generator.

(a) Distribution of the ratio of number of edges in randomly generated instances

(b) Distribution of the ratio of largest set of transplants in randomly generated instances.

Fig. 4. Distributions of cPRA dependent on whether a recipient has a blood-group compatible donor.

Fig. 5. Distributions of donor blood group by recipient blood group.

Fig. 6. Comparison of Saidman and SplitPRA generators.

(a) Distribution of number of edges as proportion of edges in real-world instances

(b) Size of largest set of transplants
to the nearest integer, which means that outliers are always possible. Indeed, we do see that in the real-world data recipients with a cPRA of 100 are compatible with approximately 1% of blood-group compatible donors. This highlights the fact that cPRA alone does not determine incompatibility, but merely an indicator of incompatibility.

For each recipient in the UKLKSS data, we calculate the proportion of blood-group compatible donors appearing in a matching run simultaneously with the recipient that are also identified as potential donors for the recipient. We plot this data in Fig. 7. From this, it is clear to see that while there is a strong negative relationship between cPRA and compatibility (confirmed with a Spearman rank correlation coefficient of approximately −0.519, which corresponds to a p-value of <2.2 × 10^{-16}), it is not necessarily as simple as (1 − cPRA)/100. Indeed, a linear least-squares model weighted by the distribution of cPRA amongst the recipients gives the equation \( P(\text{Compat.}) = 0.58 − 0.55 \times \text{cPRA}/100 \). This linear model is shown as a solid blue line in Fig. 7, with the shaded region showing the 95% confidence interval. The triangles denote each data point, with one data point per cPRA value. Note that the number of samples represented by each data point is not visually represented in Fig. 7 to make the plot easier to read. As such, the reader should be aware that the level of correlation between cPRA and the variance of compatibility as seen in Fig. 7 may be misleading. By looking at the data we see that while there is a greater variance at lower values of cPRA (we discuss this in detail for recipients with a cPRA of exactly 0 in Section 4.3.3), much of the variance visually depicted in Fig. 7 is due to the relative difference in populations represented at each cPRA value (see Fig. 4 which shows the relative distribution of cPRA values among recipients).

We see that this linear model does approximate the relationship between cPRA and compatibility, but many data points are outside the 95% confidence interval. We also highlight that recipients with a cPRA of 0 (i.e., those recipients who theoretically should have no tissue-type compatibility problems) are only compatible with approximately 58% of the blood-compatible donors in their matching runs. We investigate this particular aspect further in Section 4.3.3. Other studies model the link between cPRA and tissue-type compatibility through the cumulative distribution function (CDF) of a standard normal distribution (Glorie, 2014). However, these studies only consider tissue-type compatibility, whereas we are aiming to model actual compatibility, giving one potential explanation for this difference. Based on the data we observe in Fig. 7, neither a linear relationship nor CDF nor any straight-forward model can accurately represent the link between cPRA and the variance of compatibility as seen in Fig. 7 may be misleading. By looking at the data we see that while there is a greater variance at lower values of cPRA (we discuss this in detail for recipients with a cPRA of exactly 0 in Section 4.3.3), much of the variance visually depicted in Fig. 7 is due to the relative difference in populations represented at each cPRA value (see Fig. 4 which shows the relative distribution of cPRA values among recipients).

We test an adaptation to the generator that uses \( P(\text{Compat.}) = 0.58 − 0.55 \times \text{cPRA}/100 \) (i.e., the linear least-squares model) to determine compatibility between blood-compatible donors and recipients; we call this CalcXMatch. Full experimental results are shown in Appendix C, but Fig. 8 shows that CalcXMatch does reduce the number of edges (bringing it closer to the real-world instances) although it does so at the cost of significantly increasing the number of transplants identified. A closer examination of the compatibility equation shows that CalcXMatch will give recipients with a cPRA of 100 a 3% chance of compatibility, whereas the Saidman generator gives such recipients a 0% chance of compatibility. Thus, CalcXMatch has fewer incoming edges from the recipients with a low cPRA, and more incoming edges to recipients with cPRA values above 98, compared to the Saidman generator, resulting in more identified transplants.

We test a second adaptation that uses the formula \( P(\text{Compat.}) = 0.55 − 0.55 \times \text{cPRA}/100 \) to determine compatibility (forcing recipients with a cPRA of 100 to have a 0% chance of compatibility). We call this adaptation TweakXMatch, and its performance is included in Fig. 8. This, as expected, reduces the number of edges, but brings the mean number of edges very close to the mean number of edges in the real-world data. Whilst this looks impressive, we do highlight that this particular generator, like the Saidman generator and just using SplitPRA, gives a recipient with a cPRA of 100 zero chance of being compatible, and so no recipients with a cPRA of 100 are ever identified for transplantation.

We also create a third adaptation that does not use one equation to determine compatibility for all recipients. Instead, we split the range of potential cPRA values into the bands [0, 50), [50, 95), [95, 96), [96, 97), [97, 98), [98, 99), [99, 100) and 100. Then a linear regression is performed on the real-world recipients from the UKLKSS who fit into each band of cPRA values, giving one equation (or value, if the band contains just one cPRA value) per cPRA band. These equations are then used to determine compatibility for generated recipients, based on their cPRA values. We call this configuration BandXMatch, and its performance is also included in Fig. 8. We see that, as expected, it has a similar number of edges to CalcXMatch, but on average it has a smaller-sized largest set of transplants.

4.3.3. The compatibility of cPRA 0 recipients

One oddity that arises from Fig. 7 is that recipients with a cPRA of 0 are only compatible with approximately 58% of their blood-group compatible donors. This is somewhat less than may have been anticipated, so we investigated it further. Fig. 9 shows a histogram of the compatibility of real-world recipients with a cPRA of 0, where compatibility is calculated as the proportion of potential transplants in the instances divided by the number of blood-group compatible donors in said instances. We see that approximately 18% of these cPRA 0 recipients are compatible with all of their blood-group compatible donors, and that approximately 40% of these recipients are compatible with at least 95% of their blood-group compatible donors. However, almost 26% of recipients with a cPRA of 0 are compatible with less than 25% of their blood-compatible donors.

Some hypotheses have been presented for this phenomenon:

• Paediatric recipients may have stricter compatibility requirements, beyond the simple blood and tissue-type compatibility, or,
• if a recipient is known to have a low (or zero) cPRA, then this recipient (or their clinician) may be more stringent with regards to other parameters such as age or health of the donor.

We account for this phenomenon in our generator as follows. For each recipient with a cPRA of 0, we randomly sample from a smoothed variant of the distribution shown in Fig. 9 the compatibility proportion of this recipient. This compatibility proportion is then used directly as the probability that the recipient is compatible with a blood-group compatible donor. In this way, we generate instances wherein approximately 40% of recipients with a cPRA of 0 are compatible with over 95% of their blood-group compatible donors, and so on.

Fig. 10 shows the performance of this adaptation, which we denote by PRA0 in the plots. We see that when combined with either TweakXMatch or BandXMatch, this adaptation slightly reduces both the number of edges and size of the largest set of transplants.

4.4. Discussion

We have demonstrated a number of improvements to the process of generating random KE instances. We have shown that the recipients who have a blood-group compatible donor have a markedly different distribution of cPRA values to those who do not have a blood-group compatible donor, and that utilising this when generating instances will result in random instances that more closely resemble real-world instances. This approach can be utilised by simply calculating and using two distinct cPRA distributions for the two populations. We have also shown that the correlation between cPRA and transplant compatibility, whilst present, is not necessarily as simple as \( P(\text{compatibility}) = 1 − \text{cPRA}/100 \), and taking a more nuanced approach results in random instances that more closely resemble real-world instances. Lastly, we
show that, within the UKLKSS, recipients with a cPRA of 0 have an unusual distribution of transplant compatibility. Fig. 10 shows that two particular combinations of improvements, SplitPRA TweakXMatch PRA0 and SplitPRA BandXMatch PRA0, give the best performance. It is important to note that, while both Fig. 10 and further plots in Appendix C show that SplitPRA TweakXMatch PRA0 generally produces...
instances with properties closer to instances from the UKLKSS, SplitPRA TweakXMatch PRA0 gives recipients with a cPRA of 100 zero chance of finding a compatible donor, while SplitPRA BandXMatch PRA0 gives each such recipient approximately 1% chance of being compatible with each blood-compatible donor in the pool. With that in mind, to simulate the UKLKSS, we recommend the use of SplitPRA BandXMatch PRA0.

We ran the first step of the matheuristic on instances generated with our new methods, and the bound obtained was generally found to be far above the optimal solution value (e.g., the maximum number of transplants, as determined by the cycle formulation, was 364.1 on average for 20 instances with 1024 recipient/donor pairs while the matheuristic was looking for a solution with value 668.2 on average). This indicates that, in such instances, the maximum number of transplants does not solely depend on the blood groups anymore, which explains why the value was overestimated in the first step of our approach. Note that one could update the matheuristic to find a feasible solution even if it does not match the bound found in the first step by modelling the "pairs to use" and the "cycles to complete" as parts of the objective function instead of within constraints. Even though such an adaptation could potentially provide good-quality solutions, the lack of a guarantee of optimality would be a major drawback, as exact approaches are strongly favoured for optimisation problems where the objective function may impact on human lives.

As our generator incorporates a wide variety of parameters, it would also be useful as one component in a dynamic kidney exchange programme simulation (e.g., Santos et al., 2017). However, we do not have access to, and therefore are unable to report on, either the rate at which identified transplants are performed, or the rate at which recipients leave before being assigned a transplant. An accurate measure of both of these rates, and a study of any possible correlation with other parameters such as cPRA, would be required to complete such a dynamic kidney exchange programme simulator.

Many of the conclusions we have drawn are based on a study of UK data, but we expect that at least some of our adaptations (in particular, highlighting the correlation between blood compatibility and cPRA distributions, and the relationship between cPRA and transplant compatibility) will be useful when generating random instances for other KEPs.

5. Conclusion

We have presented new upper bounds and new matheuristic for identifying large sets of transplants in KE instances. We show that, on a standard set of randomly-generated instances, combining our upper bound and our matheuristic achieves optimal solutions much faster than any algorithm from the literature. This particular set of instances, despite its common use in the literature, differs from real-world instances in a number of vital characteristics (particularly edge density), and our upper bound and matheuristic are not guaranteed to converge, and indeed do not converge, on all real-world instances. We then demonstrated a number of improvements to the standard method of generating random KE instances which are shown to produce instances that are much closer to real-world instances in many characteristics. We have made our generator, and relevant distributions and parameters from the UKLKSS available to allow people to test both

![Fig. 10. Comparison of all six new methods of calculating compatibility.](image-url)
new KEP algorithms and new KEP policies on data that closely matches real-world instances from the UKLKSS.

We hope to continue work with this generator by collaborating with other KEPs to determine which adaptations are applicable globally and obtain new adaptations for improved generation of KE instances. In particular, we believe that the insights explored in this paper can be used to improve dynamic modelling of kidney exchange programmes (as seen in Santos et al., 2017). Through careful study, correlations between the extra parameters required for such simulation (e.g., whether a selected transplant succeeds, the rate of departure from the programme, the chance of a positive crossmatch) and the parameters studied in this paper may be discovered, leading to more accurate dynamic modelling of KEPs.
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