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Abstract

Short-term time series wind power predictions are extremely essential for accurate and efficient offshore wind energy evaluation and, in turn, benefit large wind farm operation and maintenance (O&M). However, it is still a challenging task due to the intermittent nature of offshore wind, which significantly increases difficulties in wind power forecasting. In this paper, a novel hybrid model, using unique strengths of Discrete Wavelet Transform (DWT), Seasonal Autoregressive Integrated Moving Average (SARIMA), and Deep-learning-based Long Short-Term Memory (LSTM), was proposed to handle different components in the power time series of an offshore wind turbine in Scotland, where neither the approximation nor the detail was considered as purely nonlinear or linear. Besides, an integrated pre-processing method, incorporating Isolation Forest (IF), resampling, and interpolation was applied for the raw Supervisory Control and Data Acquisition (SCADA) datasets. The proposed DWT-SARIMA-LSTM model provided the highest accuracy among all the observed tests, indicating it could efficiently capture complex times series patterns from offshore wind power.
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NOMENCLATURE

Latin symbols

(1 − B^s)^p Seasonal difference operator

(1 − B)^d Regular difference operator

\( \hat{L}^\text{app}_t \) Prediction of linear part of reconstructed approximation

\( \hat{L}^\text{det}_t \) Prediction of linear part of reconstructed detail

\( \hat{N}^\text{app}_t \) Prediction of nonlinear part of reconstructed approximation

\( \hat{N}^\text{det}_t \) Prediction of nonlinear part of reconstructed detail

\( \hat{y}_t \) Prediction of original time series power data

\( \hat{y}^\text{app}_t \) Prediction of reconstructed approximation

\( \hat{y}^\text{det}_t \) Prediction of reconstructed detail

\( h_t \) Overall output at time step t

\( h_{t-1} \) Cell state vector at time step t-1

\( \text{max}(x) \) Maximum value of signal

\( H_i \) Net input of neuron j

\( L^\text{app}_t \) Linear part of reconstructed approximation

\( L^\text{det}_t \) Linear part of reconstructed detail

\( N^\text{app}_t \) Nonlinear part of reconstructed approximation

\( N^\text{det}_t \) Nonlinear part of reconstructed detail

\( X_{\text{scaled}} \) Normalized value of signal

\( w_{ij} \) Weight linking neuron i and neuron j

\( x_t \) Input neuron at time step t

\( y_t \) Original time series power data
<p>| | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>51</td>
<td>$y_t^{app}$</td>
<td>Reconstructed approximation</td>
</tr>
<tr>
<td>52</td>
<td>$y_t^{det}$</td>
<td>Reconstructed detail</td>
</tr>
<tr>
<td>53</td>
<td>$a_n$</td>
<td>Low frequency component at n decomposition level</td>
</tr>
<tr>
<td>54</td>
<td>B</td>
<td>Backward shift operator</td>
</tr>
<tr>
<td>55</td>
<td>c(n)</td>
<td>Average path length of unsuccessful search in a Binary Search Tree</td>
</tr>
<tr>
<td>56</td>
<td>d</td>
<td>Difference order</td>
</tr>
<tr>
<td>57</td>
<td>D</td>
<td>Seasonal difference order</td>
</tr>
<tr>
<td>58</td>
<td>$d_n$</td>
<td>High frequency component at n decomposition level</td>
</tr>
<tr>
<td>59</td>
<td>E(x)</td>
<td>Average value of x</td>
</tr>
<tr>
<td>60</td>
<td>h</td>
<td>Output of neuron j</td>
</tr>
<tr>
<td>61</td>
<td>h(x)</td>
<td>Path length of data x</td>
</tr>
<tr>
<td>62</td>
<td>m</td>
<td>Scaling parameter</td>
</tr>
<tr>
<td>63</td>
<td>min (x)</td>
<td>Minimum value of signal</td>
</tr>
<tr>
<td>64</td>
<td>n</td>
<td>Number of external nodes</td>
</tr>
<tr>
<td>65</td>
<td>n</td>
<td>Translation parameter</td>
</tr>
<tr>
<td>66</td>
<td>p</td>
<td>Autoregressive order</td>
</tr>
<tr>
<td>67</td>
<td>P</td>
<td>Seasonal autoregressive order</td>
</tr>
<tr>
<td>68</td>
<td>q</td>
<td>Moving average order</td>
</tr>
<tr>
<td>69</td>
<td>Q</td>
<td>Seasonal moving average order</td>
</tr>
<tr>
<td>70</td>
<td>s</td>
<td>Anomaly score</td>
</tr>
<tr>
<td>71</td>
<td>s</td>
<td>Number of time steps for a single seasonal period</td>
</tr>
<tr>
<td>72</td>
<td>t</td>
<td>Discrete time parameter</td>
</tr>
<tr>
<td>73</td>
<td>T</td>
<td>Length of signal</td>
</tr>
<tr>
<td>74</td>
<td>tanh</td>
<td>Hyperbolic tangent function</td>
</tr>
</tbody>
</table>
x  An observation

x(t)  Wind power signal

Z_t  Time series

L  Number of decomposition level

N  Length of signal

W  Corresponding weight connecting the input signal

b  Bias along with corresponding activation function

Greek symbols

Θ_Q  Seasonal moving average polynomial

ε_t  Estimated residual at time t

θ_q  Regular moving average polynomial

φ_p  Seasonal autoregressive polynomial

ϕ_p  Regular autoregressive polynomial

⊙  Element level multiplication

σ  Activation function

ABBREVIATION

ACF  Autocorrelation function

AdaGrad  Adaptive gradient algorithm

Adam  Adaptive Moment Estimation

AIC  Akaike’s information criterion

ANN  Artificial Neural Network

AR  Autoregressive
<table>
<thead>
<tr>
<th></th>
<th>Term</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>99</td>
<td>ARIMA</td>
<td>Autoregressive integrated moving average</td>
</tr>
<tr>
<td>100</td>
<td>BIC</td>
<td>Bayesian information criterion</td>
</tr>
<tr>
<td>101</td>
<td>cA</td>
<td>Component of approximation at level 1</td>
</tr>
<tr>
<td>102</td>
<td>cA2</td>
<td>Component of approximation at level 2</td>
</tr>
<tr>
<td>103</td>
<td>cD/cD1</td>
<td>Component of detail at level 1</td>
</tr>
<tr>
<td>104</td>
<td>cD2</td>
<td>Component of detail at level 2</td>
</tr>
<tr>
<td>105</td>
<td>CWT</td>
<td>Continuous wavelet Transform</td>
</tr>
<tr>
<td>106</td>
<td>DWT</td>
<td>Discrete wavelet Transform</td>
</tr>
<tr>
<td>107</td>
<td>I</td>
<td>Integrated</td>
</tr>
<tr>
<td>108</td>
<td>IDWT</td>
<td>Inverse discrete wavelet Transform</td>
</tr>
<tr>
<td>109</td>
<td>IEC</td>
<td>International Electrotechnical Commission</td>
</tr>
<tr>
<td>110</td>
<td>IF</td>
<td>Isolation Forest</td>
</tr>
<tr>
<td>111</td>
<td>LSTM</td>
<td>Long Short-Term Memory</td>
</tr>
<tr>
<td>112</td>
<td>MA</td>
<td>Moving average</td>
</tr>
<tr>
<td>113</td>
<td>MSE</td>
<td>Mean square error</td>
</tr>
<tr>
<td>114</td>
<td>MAPE</td>
<td>Mean absolute percentage error</td>
</tr>
<tr>
<td>115</td>
<td>NaN</td>
<td>Not a number</td>
</tr>
<tr>
<td>116</td>
<td>NMAE</td>
<td>Normalised mean absolute error</td>
</tr>
<tr>
<td>117</td>
<td>NRMSE</td>
<td>Normalised root mean square error</td>
</tr>
<tr>
<td>118</td>
<td>NWP</td>
<td>Numerical weather prediction</td>
</tr>
<tr>
<td>119</td>
<td>ORE</td>
<td>Offshore Renewable Energy</td>
</tr>
<tr>
<td>120</td>
<td>PACF</td>
<td>Partial autocorrelation function</td>
</tr>
<tr>
<td>121</td>
<td>PMG</td>
<td>Permanent Magnet Generator</td>
</tr>
<tr>
<td>122</td>
<td>$R^2$</td>
<td>R-square</td>
</tr>
</tbody>
</table>
1. Introduction

In recent years, renewables have been considered as an effective alternative that can replace conventional power sources. Among them, wind energy has become one of the most attractive supplies, which is expected to provide 20% of electricity for the global demand by 2030 [1]. It can be seen that wind turbine installations are growing sharply [2], especially offshore wind turbines [3], which are expected to own over 234 GW capacity worldwide in recent decades [4]. As one of the most suitable locations for wind energy developments, the United Kingdom has committed to greatly extending offshore wind capacity [5]. However, as the demand for wind energy continues to upgrade, the uncertainty of wind power integration also increases due to the intermittent, uncertainty and volatility of the wind power, and thus trigger difficulties in grid operation. Therefore, accurate wind power prediction is highly desired to effectively dispatch these issues on a reasonable schedule.

1.1 Motivation and incitement

The operation security of the power network relies on the stability of power generations, where the balance between electricity generation and consumption needs to be maintained, otherwise disturbances in power
quality/supply may occur and thus leads to significant financial loss. An accurate wind power prediction can optimize the integration of wind energy into the electricity grid. It showed that an increase of 10% in prediction accuracy can achieve about a 30% improvement of wind power generation [6]. Therefore, it is of great practical significance to develop a wind power prediction model of high accuracy.

1.2 Literature review

Over the years, various wind power prediction models have been developed, which can be coarsely categorized as a physical model, statistical model, intelligent model and hybrid model. Physical models mainly refer to numerical weather prediction (NWP) models. One advantage of physical models is the capability to make power predictions directly from real-time data. But using NWP parameters requires a large amount of historical data with high precision, increasing the difficulty in data collection as well as economic cost. On the other hand, statistical models treat weather changes as a random process, in which prediction errors can be reduced if the input signal is under normal conditions [7]. This type of model can efficiently exploit historical data and explain linear signals well [8], while it cannot effectively capture nonlinear signals. These difficulties can be addressed by using intelligent models, which are mainly based on Artificial Neural Networks (ANN). These models used non-linear methods to predict targets based on historical variables. Later, deep learning with a deeper neural network has been proposed as a powerful tool to dig out useful information in complex signals, especially for those time series data with extreme variations.

Among these models, Autoregressive Integrated Moving Average (ARIMA) [9] is one of the most commonly used methods for univariate time series predictions. For example, Yatiyana et al. [10] used ARIMA to predict wind speed and direction for wind power generation, where collected signals were processed to get an hourly average data. This single ARIMA model presented Mean Absolute Percentage
Error (MAPE) of 4.9% for wind speed and 15.6% for wind direction. Additionally, Seasonal ARIMA (SARIMA) has been proposed later as an extension of ARIMA, which can support signals with an additional seasonal component. This model removes characteristics of seasonal variations using seasonal differencing, improving the prediction accuracy of wind power.

Recently, Long Short-Term Memory (LSTM) has also become a widely used deep learning method, which addressed the problem of gradient explosion in traditional neural networks. LSTM has the capability of learning and remembering both short and long-term information, which is suitable to be used for time series predictions. For instance, Zhang et al. [11] used LSTM models to predict wind power generation, where the first 24 historical data were used to predict the data at the next hour. It presented lower Normalised Mean Absolute Error (NMAE) and Normalised Root Mean Square Error (NRMSE) of 0.059 and 0.06 than that of using Support Vector Machine (SVM) (0.087 and 0.11), respectively.

Although these single methods have made a breakthrough in terms of prediction performance, they are still not sufficient for accurate wind power prediction. Wind power generation is caused by various natural factors, such as wind speed/direction, air pressure and wind turbine friction, which makes the output power of wind turbines non-stationary and volatile. When comes to times series power data mixed with both linear and nonlinear information, neither statistical models nor intelligent models can solely make an accurate prediction. That is, although ARIMA/SARIMA and LSTM models can be used to predict times series data, each of them is only suitable for either linear or nonlinear problems. In specific, ARIMA/SARIMA can effectively explain linear information, such as trends in time series power, while failing to capture nonlinear ones. On the other hand, LSTM with a deep learning neural network can address this problem while cannot process purely linear information or signal with the characteristic of
seasonality. Based on this fact, hybrid models were proposed in this paper, aiming to utilize the unique strength of each model to achieve more accuracy and robust predictions than those using a single model.

Hybrid models can be further combined with decomposition strategies. Among these decomposition methods, wavelet transform (WT) has attracted the most interest nowadays [12]. WT decomposes a signal into a high-frequency component (detail) and low-frequency component (approximation), which make them more stationary and easier for further analysis. When combining WT with hybrid models, the decomposed components can be fitted into models individually. This type of hybrid model utilizes the strength of different prediction models as well as the ability of WT. Recently, Khandelwal et al. [13] have proved that using WT can enhance prediction accuracy for time series forecasting. According to the authors, time series could be decomposed into high and low-frequency components and then be reconstructed using inverse transform. The reconstructed approximation and detail are fit into ARIMA and ANN, respectively. The prediction accuracy was improved compared with using either single ARIMA or single ANN, which presented MAPEs of 1.97%, 4.11% and 3.71%, respectively. Instead of using ARIMA in a hybrid model, SARIMA could also be combined with WT and ANN [14]. Unlike the methods mentioned above, in the current proposed hybrid model, the approximation is fitted into SARIMA and detail is fitted into ANN, where a higher prediction accuracy was achieved. Besides, the proposed hybrid model has been designed without linear or nonlinear assumptions on the approximation and the detail [15].

Time series data is first decomposed by discrete WT (DWT) to obtain the approximation and the detail. Then the two decomposed components were separately analyzed by both ARIMA and ANN.

### 1.3 Objective and methodology

The major objective of this study is to utilize the unique strength of both linear and non-linear techniques to construct a hybrid model to predict wind power generation from historical turbine data collected from
a target offshore wind turbine. The proposed hybrid model is based on SARIMA and deep-learning-based LSTM without assumptions of linear and nonlinear components. Meanwhile, WT was applied to further improve the prediction accuracy, where the effect of decomposition level is critically investigated. Additionally, to improve the quality of used datasets, several techniques are used in data pre-processing, including Isolation Forest (IF), re-sampling, and interpolation. The methodology of this study is summarized in Fig. 1.

Fig. 1. Diagram of the applied methodology.

1.4 Contribution and paper organization

The key contributions of this paper to the current knowledge gaps can be summarised as follows:
Existing studies on wind power prediction using hybrid models have been mainly based on the assumption of using linear and nonlinear models, to process approximation and detail components of wind power data, respectively. However, time series after DWT cannot be divided into linear and nonlinear data. This study has proposed to process approximation and detail components with both linear and nonlinear models, such as ARIMA and LSTM. Besides, to date, no study has considered the seasonality effect on time series on wind power. In this paper, a novel hybrid model using the unique strength of SARIMA and LSTM is proposed, predicting both approximation and detail components for an offshore wind turbine in Scotland.

Many studies developing linear models for wind energy forecasting have not considered a thoroughly pre-process step. However, unsatisfied datasets may cause inaccurate prediction performance. For example, SARIMA models, which can be applied for time series with seasonality, require a dataset with continuous time stamps. In this study, interpolation was used to mitigate the effect of missing data, which improved the reliability and accuracy of the SARIMA model.

Besides, IF is used in pre-processing to detect and remove outliers in the used dataset after obvious outlier removal. This outlier detection algorithm has recently been proved to be suitable for wind power forecasting [16]. It can effectively and efficiently eliminate error data far away from normal points, reducing computation time and costs.

The remainder of this paper is organized as follows. Section 2 provided a description of the target wind turbine and the used Supervisory Control and Data Acquisition (SCADA) database. Section 3 presented the used pre-processing strategies, including outlier detection/removal, resampling and missing data treatment. Section 4 introduced the theories and background of model development, including WT, SARIMA and LSTM. Section 5 presented results and discussion of the proposed hybrid model, where the
prediction accuracy of various models was analyzed. Section 6 concluded this study by summarizing the key findings and contributions of the current paper, and also limitations and future perspectives.

2. SCADA data description

The target offshore wind turbine is owned by Offshore Renewable Energy (ORE) Catapult, located at Levenmouth, Fife, Scotland, UK (see Fig. 2). It is a 7MW offshore wind turbine with a total height of 196 m. As for operating regions, it has a designed cut-in speed of 3.5 m/s, a rated speed of 10.9 m/s and a cut-out speed of 25 m/s, respectively. The target turbine was controlled and monitored by a SCADA system, which can deliver power outputs by default without extra costs [17]. In this study, SCADA datasets were extracted for wind power forecasting. The investigated SCADA datasets were recorded with a sampling rate of 1-s. A one-month time series database (January 2019) was selected as the used dataset for model developments. The train-test split percentage of 0.8-0.2 is selected in this study. The used dataset (744 points) is split into two parts: a training set (600 points) and a testing set (144 points).

<table>
<thead>
<tr>
<th>Properties</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wind Class</td>
<td>IEC Class IA/ SB</td>
</tr>
<tr>
<td>Rotor diameter</td>
<td>171.2 m</td>
</tr>
<tr>
<td>Capacity</td>
<td>7 MW at grid side</td>
</tr>
<tr>
<td>Hub height</td>
<td>110.6 m</td>
</tr>
<tr>
<td>Blade length</td>
<td>83.5 m</td>
</tr>
<tr>
<td>Total height</td>
<td>196 m blade tip to sea level</td>
</tr>
<tr>
<td>Generator</td>
<td>Medium voltage PMG (3.3 kV)</td>
</tr>
<tr>
<td>Converter</td>
<td>Full Power Conversion</td>
</tr>
<tr>
<td>Drive train</td>
<td>Medium speed (400 rpm)</td>
</tr>
<tr>
<td>Rated frequency</td>
<td>50 Hz</td>
</tr>
<tr>
<td>Rotor speed</td>
<td>5.9 ~ 10.6 rpm</td>
</tr>
<tr>
<td>Wind speed</td>
<td>3.5 ~ 25 m/s</td>
</tr>
<tr>
<td>Temp. range</td>
<td>Survival: -20°C to +50 °C</td>
</tr>
<tr>
<td></td>
<td>Operating: -10°C to +25 °C</td>
</tr>
<tr>
<td>Design Life</td>
<td>25 years</td>
</tr>
</tbody>
</table>

Fig. 2. Schematic and major characteristics of Levenmouth offshore wind turbine, after [18].
3. SCADA data pre-processing

Although SCADA data can be used for wind turbine power prediction, it is still challenging to achieve an optimum strategy due to possible erroneous data points within the datasets. These invalid data points mainly originate from maintenance, sensor malfunction/degradation or system processing errors during wind turbine operations, which are detrimental to the prediction model. Therefore, it is expected to pre-process SCADA data before using them to build a model [17].

3.1 Obvious outlier removal

The histograms of wind speed, active power and blade pitch angle in the raw SCADA datasets are shown in Fig. 3, where negative values are representing obvious outliers. For example, an extremely negative value of around -1000° (in red circle) is located in the case of the blade pitch angle histogram. These negative values are physically possible but have no practical meaning in terms of wind power generation. Therefore, these obvious outliers would be removed along with the corresponding variables under the same time stamps.

Fig. 3. Histograms of wind speed (left), active power (middle) and blade pitch (right) in the used SCADA database.

3.2 Anomalies observation
The power curve of a wind turbine could show the relationship between the amount of generated wind power and the corresponding wind speed, which is an important metric of wind turbine performance [19]. Theoretically, the power curve should be in the shape of the sigmoid function (‘S’ shape) [20]. As shown in Fig. 4, compared to a normal ‘S’ shape, the power curve of the target offshore wind turbine still shows some outliers that deviate from normal observations after obvious outlier removal. These outliers are caused during operation and can be mainly categorized into three types of anomalies [2]:

- **Type I**: this type of anomaly are mainly caused by turbine downtime [21], where the wind speed is larger than its cut-in speed (3.5 m/s) while the wind power is about zero.
- **Type II**: this type of anomaly is mainly caused by wind curtailment, where the output power is artificially limited by its operator due to different factors i.e., challenges in large capacity power storing or grid supply limitations.
- **Type III**: this type of anomaly is mainly caused by sensor malfunction/degradation [22].

**Fig. 4.** Wind power curve after obvious outlier removal.
3.3 Anomalies detection and treatment

The issue of power curve outlier rejections discussed above leads to degradation of forecasting model performance, which should be considered in the pre-processing stage. A novel outlier detection method of IF is used in this study. IF is an outlier detection method based on a binary tree structure, which has been proposed as an effective algorithm in wind power prediction [23]. Besides, IF can be more effective to process datasets of large size [24], where SCADA datasets usually have multiple input features and a large data size due to their high sampling rate. The principle of IF is isolating anomalies explicitly because occurrence frequencies and values of normal/abnormal data are usually significantly different so that outliers are usually far away from these normal data points. The anomaly score ‘s’ of an observation x can be defined as Eq. 1:

\[
s(x, n) = 2 - \frac{E(h(x))}{c(n)}
\]

where \( n \) is the number of external nodes, \( h(x) \) is the path length of data \( x \), \( E(h(x)) \) means the average of \( h(x) \) from a collection of isolation trees and \( c(n) \) is the average path length of unsuccessful search in a Binary Search Tree.

After removing obvious outliers from the used dataset, IF is applied to detect and remove anomalies. The anomaly score ‘s’ is set to 1 for normal points and -1 for anomalies. The range of contamination ratio from 1% ~ 20% was investigated. Subsequently, the contamination ratio of 14% was identified as the optimal parameter for the current dataset. As shown in Fig. 5, detected outliers are represented by red dotted points and normal points are linked via blue lines. Most detected anomalies are located at the boundaries of the pattern, which are then be removed from the used SCADA datasets.
324 Fig. 5. Anomaly detection and removal by using IF, where the contamination ratio is set as 0.14.

325

3.4 Re-sampling

327 One challenge of using high-frequency SCADA datasets is the turbulence caused by the strong volatility of wind. A relatively small time interval leads to high computation costs and makes models sensitive. This effect can be addressed by averaging the sampled data over an appropriate period [25]. Usually, the sampling rate for short time prediction is 10 minutes, 15 minutes or 1 hour. In the current study, power data were resampled over 1-hour averaging period with mean values. After resampling, the power curve of hourly data is plotted in Fig. 6. Compared to curves of other contamination ratios and the power curve of the raw dataset (without IF process), the selected power data (14%) showed a smoother power curve, in which most outliers are cleaned successfully.
While observing the curve of selected data (see Fig. 7), its operation characteristics, such as cut-in speed (~3.5 m/s) and rated speed (~11.1 m/s), are consistent with the references (3.5 m/s and 10.9 m/s respectively). It further verified that using a contamination ratio of 14% is reasonable for the used SCADA datasets. Therefore, the hourly time series power data using IF at 14% contamination ratio is selected because it represents the ideal shape of the wind power curve, considering the proper cut-in, rated, and cut-off speeds.
3.5 Interpolation

Missing values in a dataset cannot meet the requirement of prediction modelling. The problem of data discontinuity should be fixed before fitting time-series data into any models. In this study, missing points in the resampled time series data were first replaced with flags named ‘not a number (NaN)’. Then the spline interpolation method in the ‘interpolate’ library was used to fill these NaN positions. In Fig. 8, one-month data (744 points) in January 2019 is used, considering the number of missing values in this month is smallest compared with the others. As shown in Fig. 8, the shape of the data after interpolating (Fig. 8b) is similar to that before interpolating (Fig. 8a). It further verified the spline interpolation method can effectively complete the missing values in the used datasets.
Fig. 8. Time series power (a) before and (b) after using spline interpolation.

4. Methodology

4.1 WT

Compared with the Fourier transform which is not suitable to analyse non-stationary signals [26], WT has the advantage of temporal resolution, which can analyse both time and frequency of signal simultaneously. Besides, WT has the flexibility in choosing mother wavelet types based on time series [27] while enhancing prediction accuracy.

WT can be categorized into two different types, including continuous WT (CWT) and DWT. CWT can capture all information in a given time series signal, but it is of high computational complexity and implementation difficulty [26]. DWT is more suitable to time series signals in practical applications as it samples wavelets discretely. Besides, DWT can reduce the computational complexity and bypass information redundancy caused by CWT. Therefore, DWT was selected to be used in this paper, which can be represented as Eq. 2:

\[
W(m, n) = 2^{\frac{m}{2}} \sum_{t=0}^{T} \psi \left( \frac{t - n \cdot 2^m}{2^m} \right) \cdot x(t)
\]  

(2)
where ‘t’ is a discrete-time parameter, ‘T’ is the length of signal $x(t)$, variable m is the scaling parameter and variable n is the translation parameter.

Decomposed components are produced by downsampling and their length is reduced as the number of decomposition increases. Commonly, a reconstruction via inverse DWT (IDWT) [28] is applied before combining them to reproduce the original signal. The relationship of the original signal and n-level decomposed components contains approximation and details, which can be expressed in Eq. 3:

$$x(t) = a_n + d_n + d_{n-1} + \ldots + d_1$$ (3)

4.2 SARIMA

SARIMA is an extension of ARIMA. Compared with ARIMA that cannot support seasonal data, SARIMA is sensitive to time series with seasonal components, considering seasonal features in data. Thus, it can be used for non-stationary datasets i.e., wind power, with improved prediction accuracy. The model can be represented as SARIMA (p, d, q) (P, D, Q)s. ‘AR’ stands for autoregressive, where its order ‘p’ indicates the number of time series lags. ‘I’ stands for integrated. It is differencing time series instead of taking them directly, which makes the target variable more stationary and thus allows the model to support time series with a trend. Its order can be presented as ‘d’, which is the times to difference time series. ‘MA’ stands for moving average. It uses lagged prediction errors as inputs, push the model toward actual values and thus improve prediction accuracy, where its order can be represented as ‘q’. ‘P’, ‘D’ and ‘Q’ have the same associations as ‘p’, ‘d’ and ‘q’ while they correspond with the seasonal components. ‘s’ represents the seasonality length of data. For example, the time series $\{Z_t|1,2,\ldots,k\}$ can be presented by the SARIMA in Eq. 4 [9]:

$$\phi_p(B)\varphi_P(B^s)(1 - B)^d(1 - B^s)^DZ_t = \theta_q(B)\Theta_Q(B^s)e_t$$ (4)

where p, d, q, P, D, Q are order numbers, s is season length, B is the backward shift operator, $\phi_p(B)$ and $\varphi_p(B^s)$ are the regular and seasonal AR polynomials, $(1 - B)^d$ and $(1 - B^s)^D$ are the regular and
seasonal I operators, \( \theta_q(B) \) and \( \Theta_Q(B^s) \) are the regular and seasonal MA polynomials, respectively, and \( \varepsilon_t \) is the estimated residual at time \( t \).

In this study, both ARIMA and SARIMA models were developed by Python3 using the ‘Statsmodels’ library, where one-step ahead univariate prediction with 50 iterations was implemented on each model.

### 4.3 Deep-learning-based LSTM

LSTM is a type of ANN. As a variant of Recurrent Neural Network (RNN), LSTM addresses the issue of gradient disappearance/explosion in traditional neural networks [29]. Compared with conventional models that lack the memory function of historical information, LSTM has a unique structure based on memory cells. The capability of learning and remembering both short and long-term dependent information allows it to forecast time series. As shown in Fig. 9, an LSTM unit is composed of a forget gate, an output gate and an input gate.

**Fig. 9.** Long short-term memory unit structure.

In LSTM, a recursive hidden layer includes various memory modules, where each of them has one or more self-connected memory units with three gates. The three gates (input gate \( i_t \), forget gate \( f_t \) and output gate \( o_t \)) can control information flow into/out of cells. The cell state \( s_t \) obtaining from previous
state cell state \((s_{t-1})\) can remember previous values over arbitrary time intervals while \(\tilde{s}_t\) is the newly assessed value of \(s_t\). The formulations related to LSTM structure can be defined as follows (Eq. 5 ~ Eq. 10) [30]:

\[
f_t = \sigma(W_f [h_{t-1}, x_t] + b_f) \\
i_t = \sigma(W_i [h_{t-1}, x_t] + b_i) \\
o_t = \sigma(W_o [h_{t-1}, x_t] + b_o) \\
\tilde{s}_t = \tanh(W_o [h_{t-1}, x_t] + b_o) \\
s_t = s_{t-1} \odot f_t + g_t \odot i_t \\
h_t = \tanh(s_t) \odot o_t
\]

where \([h_{t-1}, x_t]\) is the input signal consisting of the input of the neuron \(x_t\) at time step \(t\) and the cell state vector \(h_{t-1}\) at time step \(t-1\); \(h_t\) is the overall output at time step \(t\); \(W_f, W_i, W_o\) and \(W_s\) are the corresponding weights connecting the input signal; \(b_f, b_i, b_o\) and \(b_s\) are bias along with corresponding activation function \(\sigma\); \(\tanh\) represents the hyperbolic tangent function and \(\odot\) represents the element level multiplication.

In this study, TensorFlow was used as the platform for deep-learning-based LSTM development. The prediction is one-step univariate time series forecasting using walk-forward model validation with four-step input.

4.4 Integrated DWT-SARIMA-LSTM model

In this study, a novel hybrid model named DWT-SARIMA-LSTM is presented. The core idea of the proposed model is summarized as follows:
At the first step, DWT was applied to decompose wind power time series into approximation and detail. Then IDWT is used to reconstruct each component before developing prediction models, which can be represented as Eq. 11. Instead of using the whole time series directly, fitting approximation and detail into independent models can make signal analysis more effective, which is expected to improve model performance.

\begin{equation}
    y_t = y_t^{app} + y_t^{det} \tag{11}
\end{equation}

where \( y_t \) is the original time series power data; \( y_t^{app} \) is the reconstructed approximation; \( y_t^{det} \) is the reconstructed detail.

At the second step, unlike previous studies that assumed approximation is purely linear and detail is purely nonlinear [31], this study considers that each decomposed time series contains both linear and nonlinear components, which was represented in Eq. 12 and Eq. 13.

\begin{equation}
    y_t^{app} = L_t^{app} + N_t^{app} \tag{12}
\end{equation}

\begin{equation}
    y_t^{det} = L_t^{det} + N_t^{det} \tag{13}
\end{equation}

In the third step, considering wind power generation highly relies on natural factors and has potential seasonality component, SARIMA models combined with LSTM models are developed. Firstly, SARIMA models are used to estimate and analyze both approximation and detail components. The linear components in both approximation (\( \hat{L}_t^{app} \)) and detail (\( \hat{L}_t^{det} \)) are assumed as prediction results from SARIMA models. Secondly, LSTM models are used to estimate and analyze the corresponding residuals after SARIMA models. The nonlinear components in both approximation (\( \hat{N}_t^{app} \)) and detail (\( \hat{N}_t^{det} \)) are assumed as prediction results from LSTM models. Then the predicted linear and nonlinear signal from approximation is combined to obtain the final prediction of approximation and the predicted linear and
nonlinear signals from detail are combined to obtain the final prediction of detail. This step can be summarized as Eq. 14 and Eq. 15:

\[ \hat{y}_t^{\text{app}} = \hat{L}_t^{\text{app}} + \hat{N}_t^{\text{app}} \]  
\[ \hat{y}_t^{\text{det}} = \hat{d}_t^{\text{det}} + \hat{N}_t^{\text{det}} \]  

Finally, the prediction is obtained by an additive combination of predicted approximation and predicted detail, which can be represented as Eq. 16:

\[ \hat{y}_t = \hat{y}_t^{\text{app}} + \hat{y}_t^{\text{det}} \]  

5. Results and discussions

5.1 WT parameter selection

For mother wavelet selection, considering the applied mother wavelet coefficients should have an easily physical interpretation and a fast computation [32], the most commonly used wavelet-Daubechies wavelet (db3) [14] was chosen in this study. For decomposition level selection, a formulation, which described the relationship between the signal length and the level number, was taken as a reference to determine the proper number of decomposition levels. The corresponding formulation is shown as Eq. 17 [33],

\[ L = \text{int}(\log(N)) \]  

where N is the length of the signal and L is the number of levels.

In the current study, the time series power data has a length of 744 points so that the optimal number of decomposition levels would be L=2. Besides, data at the decomposition level of L=1 and L=3 were also studied for investigation purposes. After DWT processing, each decomposed component would be reconstructed using IDWT individually. At first, the reconstruction accuracy is verified by comparing additive combinations of reconstructed and original signals. As presented in Fig. 10, the signals can be...
accurately reconstructed at level 1 (L=1) and level 2 (L=2) decomposition, while when the further
decomposition (L=3) was carried out, distortion can be observed between the reconstructed signal and the
original one. The forecast horizon in the plot is the sequence of data points (hours). It indicated that the
reconstruction accuracy is limited at level 3, where this limitation may be related to the inherent properties
of used SCADA datasets [34]. In summary, times series with decomposition level 1 and level 2 were
investigated in this paper. **Fig. 11** illustrates the relationship between the decomposed components and
the original signal, where the approximation of the previous level is the input of a higher decomposition
level in terms of multiple decomposition levels (L=2).

**Fig. 10.** Comparison among reconstructed times series power at different decomposition levels, including
(a) level 1, (b) level 2 and (c) level 3.
The time series of cD and cA at level 1 is presented in Fig. 12a while cD1, cD2 and cA2 at level 2 is shown in Fig. 12b. As cD1 represented the same time series as cD, their prediction models should be the same. Therefore, four components (cA, cD, cA2 and cD2) were taken as target signals in the following sections.
Fig. 12. The original time series power signal and its decomposed components; (a) Signal under level 1 decomposition is divided into approximation (cA) and detail (cD); (b) Signal under level 2 decomposition is divided into approximation (cA2), detail at level 2 (cD2) and detail at level 1 (cD1).

5.2 SARIMA

5.2.1 SARIMA model selection

In this study, Dickey-Fuller Test was used to analyse the stationarity of the time series of wind power at first, determining the order of differencing. Then, autocorrelation function (ACF) and partial autocorrelation function (PACF) are applied to make the first screening for AR and MA parameter selection for ARIMA/SARIMA models. As SARIMA models potentially have a large number of parameters as well as a combination of these terms, a range of models was investigated. The best-fitting model is selected based on the lowest value of Akaike’s information criterion (AIC) and Bayesian information criterion (BIC) as well as suitable ACF and PACF of residuals.

5.2.1.1 AIC and BIC
AIC [35] and BIC [36] statistical criteria were employed in model selections. AIC is an estimator of the relative quality of statistical models and its value presents how well a model fits the given data considering the complexity of a model, which can be defined as Eq. 18:

\[ AIC = -2 \ln(L) + 2k \]  

BIC is related to the sum of squared errors (SSE) from the estimated model, which can be defined as Eq. 19:

\[ BIC = n \ln\left(\frac{SSE}{n}\right) + k\ln(n) \]  

where \( n \) is the length of data, \( L \) is the maximized value of the maximum likelihood function and \( k \) is the number of parameters used in the model.

In this study, AIC and BIC are used to estimate these potential models, where the model with the lowest AIC and BIC value is preferred.

5.2.1.2 Dickey-Fuller Test

The Dickey-Fuller test [37] is a method to measure stationarity in the given time series. It is a statistical test, which determines how strongly the time series is defined by a trend. The null hypothesis is that time series with a unit root is non-stationary. If the p-value is smaller than 0.05 and the test statistic is much smaller than the critical value of 1%, we can reject the null hypothesis and assume the time series dataset is stationary. Lower p-values and more negative statistic values mean a higher degree of stationarity.

In this study, the stationarity of wind power data was conducted using the Dickey-Fuller test and the results are summarized in Table 1. The p-value of \( cA \), \( cD \) \( cA^2 \) and \( cD^2 \) (0.006, 0, 0.013 and 0, respectively) are below the threshold of 0.05. The test statistic values of \( cD \) (-16.241) and \( cD^2 \) (-12.552) are significantly
less than the value of -3.439 at 1% while the test statistic value of cA (-3.573) is slightly lower than that
at 1% and that of cA2 (-3.336) is only less than the value of -2.866 at 5%. Therefore, we assume the time
series of cD and cD2 are stationary and the time series of cA and cA2 are non-stationary. The following
experiment will set differencing orders of cD and cD2 as zero and consider both differencing orders of 0
and 1 for cA and cA2 to investigate model performance.

| Table 1. Stationary check for decomposed components using Dickey-Fuller Test. |
|---------------------------------|-------|-------|-------|-------|
| cA          | cD   | cA2   | cD2   |
| P-value     | 0.006| 0.000 | 0.013 | 0.000 |
| Critical value 5% | -2.866| -2.866| -2.866| -2.866|
| Critical value 10% | -2.569| -2.569| -2.569| -2.569|

5.2.1.3 ACF and PACF

In this study, both ACF and PACF of each decomposed component were analyzed to select possible
SARIMA models. The seasonal parameter ‘s’ is selected based on knowledge of the problem, setting 24
as the initial parameter because there are 24 hours in one day and adjusting the order according to the
previously possible model based on ACF and PACF plots. Potential values of p and q were estimated by
looking at the correlations of recent time steps. Potential values of P and Q are estimated using a similar
way as above while considering seasonality by looking at the correlations at seasonal lag time steps.
Generally, increase AR order if the first several lags in both ACF and PACF are positive while increasing
MA order if the first several lags in both plots are negative. After trials and errors, the possible combination
of models for cA, cD, cA2 and cD2 with corresponding AIC and BIC values are summarized in Table 2.
Based on the error criteria of AIC and BIC values, SARIMA(2,1,1)(1,0,0)₃, SARIMA(2,0,2)(1,0,2)₂₄,
SARIMA(1,0,1)(1,1,2)_{24} and SARIMA(1,0,5)(1,0,0)_{12} are selected for cA, cD, cA2 and cD2 component, respectively (optimal models are bolded in Table 2).

### Table 2. Characteristics for possible ARIMA/SARIMA models with AIC and BIC values.

<table>
<thead>
<tr>
<th>Signal</th>
<th>Model parameters</th>
<th>AIC</th>
<th>BIC</th>
</tr>
</thead>
<tbody>
<tr>
<td>cA</td>
<td>ARIMA (2,0,1)</td>
<td>10905.115</td>
<td>10923.552</td>
</tr>
<tr>
<td></td>
<td>ARIMA (2,1,1)</td>
<td>10829.585</td>
<td>10848.017</td>
</tr>
<tr>
<td></td>
<td><strong>SARIMA (2,1,1) (1,0,0)_{3}</strong></td>
<td><strong>10748.843</strong></td>
<td><strong>10771.863</strong></td>
</tr>
<tr>
<td></td>
<td>SARIMA (1,1,0) (0,0,1)_{24}</td>
<td>11013.362</td>
<td>11027.091</td>
</tr>
<tr>
<td>cD</td>
<td>ARIMA (1,0,2)</td>
<td>9495.352</td>
<td>9513.784</td>
</tr>
<tr>
<td></td>
<td>SARIMA (1,0,2) (1,0,1)_{24}</td>
<td>9330.056</td>
<td>9357.507</td>
</tr>
<tr>
<td></td>
<td>SARIMA (2,0,2) (1,0,1)_{24}</td>
<td>9092.683</td>
<td>9124.709</td>
</tr>
<tr>
<td></td>
<td><strong>SARIMA (2,0,2) (1,0,2)_{24}</strong></td>
<td><strong>8802.442</strong></td>
<td><strong>8838.770</strong></td>
</tr>
<tr>
<td>cA2</td>
<td>ARIMA (1,0,0)</td>
<td>10882.245</td>
<td>10891.467</td>
</tr>
<tr>
<td></td>
<td>SARIMA (1,0,1) (1,1,0)_{24}</td>
<td>9894.654</td>
<td>9912.830</td>
</tr>
<tr>
<td></td>
<td><strong>SARIMA (1,0,1) (1,1,2)_{24}</strong></td>
<td><strong>9289.332</strong></td>
<td><strong>9316.375</strong></td>
</tr>
<tr>
<td></td>
<td>SARIMA (1,0,1) (2,0,2)_{24}</td>
<td>9528.168</td>
<td>9559.965</td>
</tr>
<tr>
<td>cD2</td>
<td>ARIMA (0,0,2)</td>
<td>10319.402</td>
<td>10333.226</td>
</tr>
<tr>
<td></td>
<td>SARIMA (1,0,4) (1,0,0)_{24}</td>
<td>9368.341</td>
<td>9400.386</td>
</tr>
<tr>
<td></td>
<td>SARIMA (1,0,4) (1,0,0)_{12}</td>
<td>9381.281</td>
<td>9413.442</td>
</tr>
<tr>
<td></td>
<td><strong>SARIMA (1,0,5) (1,0,0)_{12}</strong></td>
<td><strong>9190.597</strong></td>
<td><strong>9231.946</strong></td>
</tr>
</tbody>
</table>

5.2.2 SARIMA model diagnostic

The goodness-of-fit test was conducted on residuals from the selected models, as shown in Fig. 13. This step considered standardized residual, correlogram, histogram with an estimated density of standardized residual (KDE curve) and a reference curve of normal (0,1) density and normal Q-Q plot, where the blue dots are residuals of ordered distribution and a reference line of normal (0,1) distribution.
Fig. 13. Goodness-of-fit test including (a) standardized residual, (b) correlogram, (c) histogram with an estimated density of standardized residual and a reference curve of normal (0,1) density and (d) normal Q-Q plot of selected models of $c_A$ component, $c_D$ component, $c_{A2}$ component and $c_{D2}$ component (from left to right respectively).

As for standardized residual (Fig. 13a), the mean of $c_A$, $c_D$, $c_{A2}$ and $c_{D2}$ are about zero while there are some obvious patterns. This can be reflected on correlogram plots (Fig. 13b) in which there are some correlations for lags that are outside the confidential levels. Their KDE curves (Fig. 13c) are similar to the normal distribution, indicating the residuals are normally distributed. But some data points deviated away from the straight line in the normal Q-Q plot (Fig. 13d), especially for $c_A$ and $c_{D2}$ components. Therefore, we could conduct that these residuals are not purely white noise. There is still some useful information left in residuals that cannot be extracted from their corresponding SARIMA models. This assessment of models is reasonable because the time series signals used in this study are collected from the real world, where nonlinear information exists in both approximation and details.

5.2.3 SARIMA model evaluation
As shown in **Fig. 14**, the green line represents the original time series and the red line represents the predicted values from the SARIMA model. For prediction results at level 1 decomposition, the forecasting accuracies are 96.72% for cA and 88.16% for cD, where the accuracy for cD is lower about 9% than that for cA. This indicated that there is more nonlinear information in cD than in cA because cD is the high-frequency component. As for the prediction result of level 2 decomposition, the accuracy of cA2 and cD2 is 98.77% and 94.26% respectively. Accordingly, the accuracy of high-frequency component cD2 is lower than that of cA2, which is similar to what occurred in level 1, while the accuracy difference is not larger than that in level 1. We suppose that this is because cA2 and cD2 are derived from the same component of cA. The difference between the portion of nonlinear information in cA2 and cD2 is smaller than that in cA and cD. Thus, the difference in prediction accuracy at level 2 is smaller. The prediction performance is summarized in **Table 3**.

**Fig. 14.** Prediction results for (a) cA component, (b) cD component, (c) cA2 component and (d) cD2 component.

Further investigations on prediction performance at different decomposition levels were also conducted, considering that the combination of cA2 and cD2 equals cA. The zoom-in graph **Fig. 15** compares
prediction results between cA and combined cA. After summing cA2 and cD2, the accuracy of combined cA achieved 98.74% with an increase of about 2% compared with cA (96.72%), indicating the further decomposition of cA can make cA2 and cD2 more stationary. The final prediction accuracy at level 1 decomposition reached 96.17% and was increased to 98.51% with level 2 decomposition, which verified the advantage of using DWT before fitting data into the model.

Fig. 15. Comparisons of prediction accuracy between cA and combined cA using cA2 and cD2.

Table 3. Prediction accuracy of decomposed components.

<table>
<thead>
<tr>
<th>Components</th>
<th>cA</th>
<th>cD</th>
<th>cA2</th>
<th>cD2</th>
<th>cA2 + cD2</th>
</tr>
</thead>
<tbody>
<tr>
<td>R2</td>
<td>0.967</td>
<td>0.881</td>
<td>0.987</td>
<td>0.942</td>
<td>0.987</td>
</tr>
</tbody>
</table>

5.3 LSTM

This section aims to use a deep-learning-based LSTM to dig out the remained useful information that cannot be extracted by SARIMA models. Because it has been proved in the previous section that prediction accuracy at level 2 decomposition is higher than that at level 1, the following experiment is focused on
analysing data at level 2 decomposition. The three residuals of cD, cA2 and cD2 from their corresponding SARIMA are used in the following session.

5.3.1 LSTM model configuration

5.3.1.1 Normalization

Because LSTM models are sensitive to the scale of input data, normalization was implemented before fitting data into models. The normalized predicted values are then denormalized by using inverse transformation to obtain forecasting results. In this paper, time series were rescaled to the range of 0~1. The corresponding formulation can be represented as Eq. 20:

$$X_{\text{scaled}} = \frac{x_i - \min(x)}{\max(x) - \min(x)}$$

where $x_i$ is the original value, $X_{\text{scaled}}$ is the normalized value, $\max(x)$ and $\min(x)$ are the maximum and minimum values, respectively.

5.3.1.2 Batch size and number of epochs

Batch size and number of epochs are two hyperparameters that have a significant effect on overall computation cost and performance for forecasting models. Batch size is the number of samples that are processed before the weights are updated while the number of epochs is the iteration times that are completed through the training dataset. At each epoch, the model randomly samples series from the set that is defined by the batch size. Usually, the number of epochs is about hundreds or thousands. A sufficient number of epochs can minimize model errors. In this study, the number of epochs was initially set as 1000 for each model.

5.3.1.3 Activation function
Activation functions could manipulate and propagate the summed weights through gradient processing in neural networks, which are important for training and optimizing. Nonlinear activation functions, such as sigmoid and hyperbolic tangent (tanh), allow neural networks to learn data with complex structures. But they are not suitable to be used in deep learning neural networks that have multiple layers because of the vanishing gradient problem. This problem can be addressed by using rectified linear activation functions based on stochastic gradient descent with backpropagation of errors. Among them, Rectified Linear Unit (ReLU) is one of the most commonly used activation functions. It is a piecewise linear function but allows the model to account for non-linearities. It outputs zero if receiving negative input while returns any positive input back, where formulations used for the fully connected layer can be represented as Eq. 21 and Eq. 22:

$$ H_i = \sum_{j=1}^{m} x_i w_{ij} + b_j \quad (21) $$
$$ h = \text{ReLU}(H_i) \quad (22) $$

where $H_i$ is the net input of neuron $j$ in the deeper hidden layer; $h$ is the output of neuron $j$; $x_i$ and $b_j$ is the input and a bias for neuron $j$, respectively; $w_{ij}$ is a weight that linked neuron $i$ and neuron $j$.

As the ReLU activation function is stress-free to train and can learn complex relationships in data, it was selected in this study.

5.3.1.4 Optimizer

Optimizers iteratively update weight parameters in neural networks and can minimize the loss function. Using proper optimization algorithms can lower the expense of the training process in deep learning. In this study, the commonly used Adaptive Moment Estimation (Adam) [38] was selected, which is an
extension to the stochastic gradient descent algorithm. It realized the advantages of both adaptive gradient
algorithm (AdaGrad) [39] and Root Mean Square Propagation (RMSProp) [40].

5.3.2 LSTM model selection

In this study, hyperparameters of LSTM were selected based on the lowest Mean Squared Error (MSE) value (see Eq. 23). It computes the average of the squared differences between actual values and predicted values. To improve the accuracy of the model, the loss value is expected to be reduced as small as possible. Compared with RMSE, the squaring can punish the model for making big mistakes.

\[ MSE = \frac{\sum_{i=1}^{n}(\hat{y}_i - y_i)^2}{n} \]  

where \( \hat{y}_i \) is the predicted value and \( y_i \) is the real value in the given dataset.

Considering that random initial conditions for LSTM neural network can bring different results at each time, each experimental scenario for hyperparameter selection was run 10 times. In this paper, various deep learning structures were tested, and all LSTM neural networks are hyperparameter tuned through manual search. After trial and error, a five-layer deep learning LSTM (neuron number of 20, 50, 50, 20 and 1 in each layer) was selected for cD; a five-layer deep learning LSTM (neuron numbers of 20, 50, 50, 20, 1 in each layer) was selected for cD2; a four-layer deep learning LSTM (neuron numbers of 10, 20, 5, 1 in each layer) was selected for cA2. The activation function for each layer was set as ReLU. Optimizer is set as Adam for all three models, where the learning rate for each model is 0.01. Details on each model configuration are summarized in Table 4.

<table>
<thead>
<tr>
<th>Signal</th>
<th>Network structure</th>
<th>Epochs</th>
<th>Batch size</th>
<th>Activation function</th>
<th>Optimizer</th>
</tr>
</thead>
<tbody>
<tr>
<td>cD</td>
<td>(20,50,50,20,1)</td>
<td>1000</td>
<td>2</td>
<td>ReLU</td>
<td>Adam</td>
</tr>
<tr>
<td>cD2</td>
<td>(20,50,50,20,1)</td>
<td>800</td>
<td>2</td>
<td>ReLU</td>
<td>Adam</td>
</tr>
<tr>
<td>cA2</td>
<td>(10,20,5,1)</td>
<td>800</td>
<td>1</td>
<td>ReLU</td>
<td>Adam</td>
</tr>
</tbody>
</table>
5.3.3 LSTM model evaluation

The prediction results are shown in Fig. 16. The prediction accuracy of cD residual, cA2 residual and cD2 residual is 94.61%, 66.90% and 63.77% respectively, which reflects the model capability of extracting remaining information in residuals from SARIMA models. The highest accuracy of about 95% was achieved at cD residual while the accuracy of cA2 (~67%) and cD2 (~64%) are relatively lower, this can look back to their corresponding SARIMA models. Because higher accuracy of SARIMA model means less useful information left in residuals, where the prediction accuracy of cD is about 88% while higher accuracy achieves for cA2 (~99%) and cD2 (~94%). The prediction performance is summarized in Table 5.

![Fig. 16. Comparisons of LSTM model prediction accuracy of residuals, including (a) cD residuals, (b) cA2 residuals and (c) cD2 residuals.](image)

<table>
<thead>
<tr>
<th>Components</th>
<th>cD residual</th>
<th>cA2 residual</th>
<th>cD2 residual</th>
</tr>
</thead>
<tbody>
<tr>
<td>R2</td>
<td>0.946</td>
<td>0.669</td>
<td>0.638</td>
</tr>
</tbody>
</table>
5.4 Hybrid model prediction evaluation

This section investigated the performance of the proposed hybrid prediction model. For each decomposed component, the prediction was obtained by an additive combination of forecasting from SARIMA and the corresponding residual forecasting from LSTM. The prediction accuracy for cD, cA2 and cD2 was achieved at 99.35%, 99.59% and 97.92%, respectively. It indicated that with the assistant of LSTM modelling, prediction accuracy is enhanced with an increase of 11.19% for cD, 0.82% for cA2 and 3.66% for cD2. It can be seen that major improvements were achieved in detail (both cD and cD2), which should contain more high frequency/nonlinear information. The prediction performance is summarized in Table 6.

<table>
<thead>
<tr>
<th>Components</th>
<th>cD</th>
<th>cA2</th>
<th>cD2</th>
</tr>
</thead>
<tbody>
<tr>
<td>R2</td>
<td>0.993</td>
<td>0.996</td>
<td>0.979</td>
</tr>
</tbody>
</table>

The final prediction is obtained by the additive combination of approximation and detail. As shown in Fig. 17, the blue start marker represents the prediction power at level 1 decomposition after SARIMA, the orange plus marker represents the prediction power at level 2 decomposition after SARIMA and the red x marker represents the completed hybrid model. The performance of SARIMA is enhanced by increasing the decomposition level from level 1 to level 2, where the prediction accuracy is 96.17% and 98.51%, respectively. After using LSTM models to dig out information in residuals, the prediction accuracy is up to 99.46%. It shows a further increase of 0.94% compared with that at the same decomposition level without LSTM modelling.
Fig. 17. Comparison of prediction accuracy at different stages during model developments.

5.5 Mode benchmarking

It is essential to build a baseline to time series prediction problem because it can provide a point of comparison. Generally, the baseline prediction should be simple, fast, and repeatable, therefore the naïve model-persistence algorithm is applied for benchmark testing. The dataset used in the benchmark model is pre-processed one considering that there are some missing points in the original time series. The accuracy using the naïve model achieves 84.4%, which has a lower of 15.1% than that using the proposed hybrid model (99.5%). The prediction performance is summarized in Table 7.

Table 7. Prediction accuracy of SARIMA model at level1/2 and that of the proposed hybrid model and the naïve model.

<table>
<thead>
<tr>
<th></th>
<th>L=1</th>
<th>L=2</th>
<th>Naïve model</th>
<th>Hybrid model</th>
</tr>
</thead>
<tbody>
<tr>
<td>R2</td>
<td>0.962</td>
<td>0.985</td>
<td>0.844</td>
<td>0.995</td>
</tr>
</tbody>
</table>
5.6 Hybrid model evaluation under different weather conditions

To prove the sufficient integrity of the proposed hybrid model, a dataset of different weather conditions is considered. Because the dataset of January 2019 can be considered as in winter, another dataset (April 2019) is chosen as in Spring. The time series is from 04/01 to 04/28. Using the train-test split percentage of 0.8-0.2, the used dataset (672 points) is split into two parts: a training set (540 points) and a testing set (132 points). This time series is pre-processed using the same method as above. Applying the same model building process, we present the model selection parameters and corresponding prediction results as follows.

As for SARIMA model selection, SARIMA(2,1,2)(0,0,2)\textsubscript{3}, SARIMA(2,0,3)(1,0,0)\textsubscript{24}, SARIMA(1,0,1)(1,0,2)\textsubscript{24} and SARIMA(1,0,5)(1,0,0)\textsubscript{12} are selected for cA, cD, cA\textsubscript{2} and cD\textsubscript{2} component, respectively. Their corresponding AIC and BIC value are 9699.120&9730.586, 7850.897&7882.193, 8754.836&8781.434, and 8438.105&8474.031. For prediction results at level 1 decomposition, the forecasting accuracies are 96.75% for cA and 88.91% for cD. For the prediction results of level 2 decomposition, the accuracy of cA\textsubscript{2} and cD\textsubscript{2} is 97.95% and 94.58% respectively. The combined model from level 1 decomposition (cD+cA) shows an accuracy of 96.49% and the accuracy of the combined model from level 2 decomposition (cD+cA\textsubscript{2}+cD\textsubscript{2}) achieved 98.32%. This indicates an increase of accuracy (~2%) by using level 2 decomposition.

As for LSTM model selection, a four-layer deep learning LSTM (neuron number of 20, 50, 15 and 1 in each layer) was selected for cD; a five-layer deep learning LSTM (neuron numbers of 15, 50, 50, 15, 1 in each layer) was selected for cD\textsubscript{2}; a four-layer deep learning LSTM (neuron numbers of 10, 20, 50, 1 in each layer) was selected for cA\textsubscript{2}. The activation function and Optimizer for all three models are set as the same as in previous cases. The prediction accuracy of cD residual, cA\textsubscript{2} residual and cD\textsubscript{2} residual is 95.13%, 96.95% and 96.85% respectively.

The prediction of each decomposed component was obtained by an additive combination of forecasting from SARIMA and the corresponding residual forecasting from LSTM, like in previous cases. The prediction accuracy for cD, cA\textsubscript{2} and cD\textsubscript{2} was achieved at 99.46%, 99.94% and 99.83%, respectively. It shows that with the assistant of LSTM modelling, prediction accuracy is enhanced with an increase of 10.55% for cD, 1.99% for cA\textsubscript{2} and 5.25% for cD\textsubscript{2}.
The final prediction is shown in Fig. 18. The accuracy of the SARIMA model at level 2 decomposition (98.32%) is higher than that at level 1 decomposition (96.49%). With the assistant of LSTM models, the prediction accuracy is up to 99.92%, which indicates a further increase of 1.6%. Compared with the accuracy using the naïve model counterpart (86.7%), there is an increase of 13.2%. The prediction performance of using time series in other weather conditions (Table 8) further proves the integrity of the proposed hybrid model.

**Table 8.** Prediction accuracy of SARIMA model at level 1/2 and that of the proposed hybrid model, and the naïve model under the different weather condition

<table>
<thead>
<tr>
<th></th>
<th>L=1</th>
<th>L=2</th>
<th>Naïve model</th>
<th>Hybrid model</th>
</tr>
</thead>
<tbody>
<tr>
<td>R2</td>
<td>0.965</td>
<td>0.983</td>
<td>0.867</td>
<td>0.999</td>
</tr>
</tbody>
</table>

**Figure 18.** Comparison of prediction accuracy at different stages during model developments using the dataset for another weather condition.

6. Conclusions
This paper presented a novel hybrid model to predict wind power for a 7 MW offshore wind turbine in Scotland. The used datasets were collected from a high-frequency SCADA database with a 1-s sampling rate. To sum up, the following conclusions have been reached:

- In this study, data pre-processing is applied to clean the used datasets before analysing data with a prediction model. Removal of obvious outliers and anomalies from the SCADA database by using IF can improve prediction accuracy by removing abnormal points from normal points. Resampling of 1-s samples to hourly samples can mitigate the influence of turbulence. The implementation of spline interpolation can mitigate the effect of missing values, contributing to a continuous dataset and thus enhancing prediction accuracy, especially for SARIMA models with the characteristic of periodicity. This mixed pre-processing method significantly improved the quality of the used dataset.

- DWT and IDWT were used to decompose and reconstruct power signals, respectively. A proper decomposition of signals into several sub-series enables data to be more stationary and thus make further analysis with prediction models easier. The prediction accuracy of the SARIMA model is increased from 96.17% at level 1 decomposition to 98.51% at level 2 decomposition.

- Without assuming approximation is purely linear signal or detail is a purely nonlinear signal, both decomposed components are treated into linear and nonlinear models. SARIMA is used as the linear model, which can support seasonal components in time series power. LSTM with a deep learning neural network is used as a nonlinear model to dig out information in residuals from SARIMA. Prediction accuracy at decomposition level 2 is 98.51% for the SARIMA model and is enhanced to 99.46% for the proposed hybrid model.

- To further prove the integrity of the proposed hybrid wind power prediction model, data for another weather condition is considered. Compared to power prediction results in winter, the
results in spring also shows high prediction accuracy. The accuracy of the hybrid model has an increase of 13.2%, compared to that of using the naïve model (86.7%).

The limitations and possible future improvements for this study are discussed as follows:

- Because the used signal is collected from real-world equipment, it is unavoidable to obtain a dataset with missing values. Although spline interpolation is used to mitigate this problem, the portion of missing value about 24% in raw data is relatively high, which may lead models to deviate from the actual scenario. Second, this study investigates the wavelet transform with db3. There are various types of wavelets such as other Daubechies wavelets i.e., db2, db4, or db7, and other types i.e., harr wavelet, coiflet wavelet, which can be used in time series prediction. One paper has proposed to mitigate the problem of selecting the proper wavelet by taking the average of several wavelets [13]. This can be a solution, but it is still interesting to investigate the effect of using different wavelets on prediction models, which can be considered as one direction for future improvement for this proposed hybrid model.

- Strong gust is an important factor affecting the performance of prediction models. Winds are least gusty offshore because of the large water surfaces while most gusty onshore is due to the rough land and near high constructions [41]. Therefore, we do not consider the factor of strong gust in this study while it will be discussed in an onshore study in future.

- The dataset used in this study is collected in Scotland. In future, more datasets in different sites, such as in other countries, will be considered. This novel idea of building the hybrid model has the potential to advance wind power prediction models worldwide.
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