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Abstract: Prior studies are lacking which address permutation flow shop scheduling problems and
hybrid flow shop scheduling problems together to help firms find the optimized scheduling strategy.
The permutation flow shop scheduling problem and hybrid flow shop scheduling problems are
important production scheduling types, which widely exist in industrial production fields. This
study aimed to acquire the best scheduling strategy for making production plans. An improved
fireworks algorithm is proposed to minimize the makespan in the proposed strategies. The proposed
improved fireworks algorithm is compared with the fireworks algorithm, and the improvement
strategies include the following: (1) A nonlinear radius is introduced and the minimum explosion
amplitude is checked to avoid the waste of optimal fireworks; (2) The original Gaussian mutation
operator is replaced by a hybrid operator that combines Cauchy and Gaussian mutation to improve
the search ability; and (3) An elite group selection strategy is adopted to reduce the computing
costs. Two instances from the permutation flow shop scheduling problem and hybrid flow shop
scheduling problems were used to evaluate the improved fireworks algorithm’s performance, and the
computational results demonstrate the improved fireworks algorithm’s superiority.

Keywords: permutation flow shop scheduling problem; hybrid flow shop scheduling problem;
improved fireworks algorithm; scheduling; makespan

1. Introduction

Effectively solving scheduling problems is a topic in the optimization field [1]. There are scheduling
problems in all walks of life, such as medical resource allocation, power system scheduling, wireless
network optimization, and electric vehicle scheduling [2–6]. Production scheduling is a common
scheduling type and an important part of industry optimization scheduling. A good scheduling
strategy contributes to production efficiency and enables the entire production process to be executed
successfully. Production scheduling has been widely studied to consider the increasing scale of
production and intense market competition [7].

In the process of production scheduling, the producers arrange a set of available production
resources to complete the production plan. During the process, the jobs are assigned to the corresponding
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machines. The job sequence and operation time on each machine are determined to achieve one or
more performance indexes [8]. Flow shop scheduling is a common type of production scheduling that
has been adopted in many large-scale industrial productions. The permutation flow shop scheduling
problems (PFSP) is a type of typical combinatorial optimization problem that exists widely in the field
of industrial automation [9]. The permutation flow shop is regarded as a simplified model of numerous
actual flow production lines, and it is suitable for mass production. A hybrid flow shop consists of
multiple parallel machines at each stage, where the processing situation is more complicated than the
permutation flow shop [10]. As the extension of the PFSP, the hybrid flow shop scheduling problem
(HFSP) can flexibly adapt to the actual production conditions [11]. The solution methods for these
two types of problems help production firms find the optimal scheduling strategy. In view of this,
two kinds of problems were studied.

The flow shop scheduling problem (FSP) was developed for focusing on mathematical
programming, multi-objective optimization, etc. [12]. These methods are often used to find the
optimal solution, while it is insufficient to handle large-scale issues [13]. It is shown that the FSPs
belong to a class of NP-hard problems when the scale is more than three and the optimization
algorithms with polynomial time have not yet been found [14]. For these typical scheduling problems,
it is difficult to obtain satisfactory results by the traditional optimization methods. Finding efficient
methods for solving FSPs has always been an important topic in academia and industry. The intelligent
algorithm obtains the optimal schedule in a short time by searching the neighborhood of the solution
and improving the current solution continuously. At present, the trend of study is to solve FSPs
with intelligent algorithms. The fireworks algorithm (FWA) is an intelligent algorithm inspired by
the rule of fireworks explosion and has shown good performance in solving complex optimization
problems [15]. Through the explosion and mutation of fireworks, the FWA has strong global search
ability, but also has disadvantages such as premature convergence and cumbersome calculation. In
this study, an improved fireworks algorithm (IFWA) is put forward for enhancing the performance of
FWA and solving the two scheduling problems.

The improvement involves three processes, including explosion, mutation, and selection, compared
with the original algorithm. The results confirm the performance of the improved algorithm by solving
two instances from the FSP. The rest of the study is structured as follows: In Section 2, the relevant
approaches for FSP and improvement strategies for the FWA are introduced. Section 3 introduces the
FWA and IFWA. In Section 4, the FSP and HFSP are described in detail. In Section 5, two instances
are given to test the IFWA’s performance in solving the FSP and the results are discussed. Finally,
the conclusions and future studies are discussed.

2. Literature Review

Methods for solving FSPs are divided into three categories: exact algorithms, construction
algorithms, and intelligent algorithms. Exact algorithms accurately obtain the optimal schedule,
while they are greatly affected by the scale of the problem and the amount of calculation. Exact
algorithms mainly include integer programming, the branch and bound method, and other methods.
Wang et al. [16] used the branch and bound algorithm to study a class of two-stage HFSPs below 20 jobs.
However, the applicability of the method is limited as the number of jobs increases. Xu et al. [17]
proposed different mixed integer programming equations to solve an FSP with up to 100 jobs. In a sense,
these methods belong to the enumeration method and unnecessary calculations are excluded based on
the operation results. However, the computational cost of these algorithms increases exponentially
with the increase of jobs. In general, exact algorithms are suitable for small-scale scheduling problems,
while they are insufficient to solve large-scale scheduling problems. Heuristic algorithms for obtaining
a feasible or the suboptimal solution have been rapidly developed, considering the huge cost of getting
an optimal solution. A constructive heuristic algorithm can construct the solution of the problem
through certain rules and quickly obtain the solution of the problem.
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However, the construction rules are usually complicated, and the solution obtained is not
satisfactory. Construction algorithms mainly include the Palmer method, the Nawaz–Enscore–Ham
method, the Gupta method, etc. [18–20]. The Johnson rule obtained good results when dealing
with an FSP involving two machines [21]. It laid a good foundation for solving FSPs with multiple
machines by using heuristic rules later. The Campbell–Dudek–Smith rule is an extended form of the
Johnson rule, which is often used to solve scheduling problems involving multiple machines [22].
The Nawaz–Enscore–Ham method is regarded to be the most effective construction algorithm.
Kalczynski and Kamburowsk [23] proved that other heuristic algorithms do not perform as well as
the Nawaz–Enscore–Ham algorithm in dealing with PFSPs. Semančo and Modrák [24] proposed
a new constructive heuristic algorithm named the modified Johnson’s algorithm, which applied the
Johnson rule and a pair-splitting strategy. The performance of the modified Johnson’s algorithm was
better than those of three other classic heuristics (Palmer, Campbell–Dudek–Smith, and Gupta), and its
computational cost is made much lower by verifying the benchmark function.

A main method of solving FSPs is the use of intelligent optimization algorithms, which can obtain
optimal solutions with a high probability in a reasonable time. Several intelligent algorithms, such
as the evolutionary algorithm [25], particle swarm optimization (PSO), grey wolf optimizer, firefly
algorithm, and ant colony optimization algorithm have been extensively used [26–29]. Dasgupta and
Das [30] introduced a heuristic rule to convert the continuous position values into discrete arrangement
values in the optimization problem to solve the FSP based on the Cuckoo algorithm. The application
of the algorithm can effectively reduce the completion time and average processing time. Marichelvam
et al. [31] introduced the scheduling rules and heuristic methods in the monkey search algorithm.
The method has been proven suitable to FSP compared with other approaches. Tang et al. [32]
adopted the Hill function to redefine the inertia coefficient of the velocity update equation in the PSO,
which can avoid the premature convergence. The application of the method can effectively improve
energy efficiency in HFSPs. Lin et al. [33] put forward a new crossover and mutation strategy on the
traditional backtracking search algorithm, which can improve the diversity of solutions and improve
the ability to solve discrete problems. The method can accurately obtain the best completion time
of each case by solving the benchmark problem from the flow shop scheduling field. Komaki and
Kayvanfar [34] adjusted the lower limit of the workload of each stage and the scheduling rules. Then,
the grey wolf optimizer was used to find the optimal job sequence. Jiang and wang [35] proposed
a multi-objective evolutionary algorithm to optimize the makespan and energy consumption in PFSPs,
and obtained good optimization results. Abdel-Basset et al. [36] enhanced the local search capabilities
of the traditional whale optimization algorithm (WOA) and combined it with Nawaz–Enscore–Ham to
further enhance the ability of WOA. The hybrid algorithm showed efficient performance in solving the
PFSP. In general, the performance of intelligent optimization algorithms has an important impact on
the final solution in the optimization process.

The FWA is an intelligent algorithm inspired by the regularity of the explosion of fireworks [37].
Each firework is considered as the solution of the feasible domain and the optimal solution is found
through the explosion and mutation process. The exchange of the information and the distribution of
the resources between each spark and other sparks in whole population can ensure the algorithm takes
into account both global and local search. FWA has good performance for mathematical optimization.
This method has been widely used in the photovoltaic energy field, in big data optimization, and in
network community testing [38–40].

In recent decades, many improvement methods have been developed to better enhance the
performance of the FWA. Ye et al. [41] proposed a new FWA called the firework algorithm local search
method and chaotic mutation, and logistic chaotic mutation was introduced to replace Gaussian
mutation to maintain the diversity of the population. Yu et al. [42] adopted a differential mutation
strategy during the search process. After the mutation and the crossover operation, a selection operator
is employed to filter the subgroups. The hybrid algorithm improved the search ability of fireworks
particles and the performance was verified by the functions from the evolutionary computation in
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2014. In view of the shortcomings of the FWA (e.g., lower convergence speed and high computational
cost), Jadoun et al. [43] introduced three operators in the process of fireworks explosion. The mapping
range, particle dimension, and search mode of the fireworks were modified to improve the global and
local optimization ability. A novel guiding spark combined with the smallest explosion amplitude
and adaptive amplitude factor was proposed by Arsic et al. [44]. With the implementation of the
algorithm, the explosion amplitude changes constantly. Zheng et al. [45] proposed another adaptive
amplitude factor, and the mapping method after the position of the sparks exceeded the feasible
region was improved so that the sparks can evenly distribute in the feasible region. In summary,
these improvement strategies are beneficial, but they do not emphasize the degree of the mutation or
optimize the selection strategy. In this study, three improvements are introduced: a Cauchy–Gauss
mutation operator and an elite group selection strategy are used, and the overall performance of FWA
is effectively enhanced by introducing a nonlinear radius.

3. Fireworks Algorithm

This section introduces traditional fireworks algorithms and proposes three improvement measures.
These improvement measures include: (1) nonlinear radius and radius check; (2) a hybrid mutation
operator; (3) an elite group selection strategy.

3.1. The Introduction of Traditional FWA

A flow diagram of the traditional FWA is shown in Figure 1. The specific steps are shown below:

1. N solutions are chosen as the initial fireworks, which are generated randomly in the
feasible domain.

2. Evaluate the fitness value of the fireworks. Explosive fireworks and Gaussian fireworks are
obtained from the initial fireworks by the explosion and Gaussian operations.

3. Test the termination condition. N sparks would be selected in the all sparks as the initial fireworks
in the next iteration if the termination condition is not satisfied.
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Figure 1. Flowchart of the traditional fireworks algorithm (FWA).

In FWA, each spark is a feasible solution and the process of explosion is regarded as the process of
searching for the optimal solution around the neighborhood [46]. The fireworks with worse fitness
value have better global search ability, and the fireworks with better fitness value have better local
search ability [47]. The explosion operator, the mutation operator, and the selection strategy directly
determine the efficiency of this algorithm and whether it can find the global optimum.
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(1) Explosion operator
The amplitude of fireworks explosion depends on the fitness value. The better fireworks are

much closer to the best solution than the worse fireworks. The better fireworks should generate more
explosion sparks in a smaller range. The explosion amplitude is computed in Equation (1):

Ai = A×
f (xi) − ymin + ε

N∑
i=1

( f (xi) − ymin) + ε

(1)

A represents the maximum range of the fireworks explosion, xi denotes the ith initial firework,
f (xi) represents the fitness value of xi, ymin = min( f (xi)) (i = 1, 2, · · · , N), and ε is the smallest
constant to avoid zero-division error.

The number of the explosion sparks also depends on its fitness value. A better value will generate
more sparks, while the worse fireworks with worse fitness generate fewer sparks. The number of the
explosion sparks of different fireworks is presented as follows:

Si = M×
ymax − f (xi) + ε

N∑
i=1

(ymax − f (xi)) + ε

(2)

where M is a constant value to restrict the quantity of the explosion sparks, ymax =

max( f (xi)) (i = 1, 2, · · · , N).
When too many sparks are generated in a small amplitude, the sparks inevitably overlap. Similarly,

when the number of fireworks generated is too small, it is not conducive to global search, and the
quantity of the explosion sparks is bounded to avoid the situations in Equation (3):

Si =


round(a×M), Si < aM
round(b×M), Si > bM, a < b < 1
round(Si), otherwise

(3)

where a and b are two constants which confine the range of the amount of sparks, and “round” indicates
the rounding function.

(2) Mutation operator
The Gaussian operator is used to increase the diversity of the sparks. The process of generating

Gaussian sparks is as follows: the specified initial sparks are selected randomly. Moreover, the k
dimension of the selected spark is used in the mutation operation, as shown in Equation (4):

x̂ik = xik × e (4)

where e ∼ N(1, 1), x̂ik is the k-dimension of the Gaussian spark, xik is the k-dimension of the explosion
spark xi.

In the process of explosion and mutation, it is inevitable that some of the sparks will transcend
the range of the feasible region. When a spark exceeds the boundary at dimension k, the k-dimension
of the spark is mapped to a new position by Equation (5):

xik = xLB,k + |x̂ik|%(xUB,k − xLB,k) (5)

where xUB,k and xLB,k are the upper and lower boundaries in the kth dimension, and % is the
surplus function.

(3) Selection strategy
Assuming that the number of the fireworks in the current iteration is G and the number of initial

fireworks is N, the spark with the best fitness would be selected as one of the initial fireworks in the
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next iteration. The remaining N − 1 sparks would be selected among the G− 1 sparks. The selection
probability of the candidate spark is shown as follows:

p(xi) =
R(xi)∑

x j∈k
R(x j)

(6)

where R(xi) =
∑

x j∈k
d(xi − x j) =

∑
x j∈k
‖xi − x j‖.

According to the selection strategy, if the number of fireworks around an individual is smaller,
the probability of selecting that individual as the initial firework in the next explosion is greater.

3.2. The Improved Fireworks Algorithm

(1) When calculating the explosion amplitude, the radius of the fireworks with the optimal value is
approximately zero, and the explosion fireworks generated by the optimal firework are the greatest in
number, which undoubtedly causes a waste of resources. It is necessary to limit the range of fireworks.
An exponential decreasing radius is introduced, and the minimal firework radius is replaced when
the minimal radius is less than the exponential decreasing radius. The decreasing radius is shown in
Equation (7):

Ai =


Ai i f Ai > Amin

Amin = A f inal × (
Ainitial
A f inal

)
(1− t

T ) otherwise
(7)

where T and t are the maximal and current number of iterations respectively, and Ainitial and A f inal are
two parameters to limit the range of Amin.

(2) Considering that the Gaussian operator is not sufficient for global search, the Cauchy mutation
operator is added in this study. Figure 2 shows the Gaussian and Cauchy distributions. It is evident that
the Cauchy distribution drops gently from the peak to the both sides, and a point after Cauchy mutation
will be less affected by the local extremum point. In addition, the Cauchy distribution peak is relatively
small and the ability for local search is poor, while the opposite is true for the Gaussian distribution.
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A Cauchy–Gauss mutation operator is proposed to adjust the role of the two operators dynamically.
In the early stage, the mutation operator is mainly used for global search. The mutation ability around
the extreme points is strengthened in the later stage. The hybrid mutation operator is shown as follows:

x̂ik = xik ×

( t
T
·Gaussian(1, 1) + (1−

t
T
) ·Cauchy(1, 1)

)
(8)

(3) In the traditional FWA, the calculation of the Euclidean distance between sparks inevitably
reduces the running speed of algorithm when the dimension or the number of sparks is large. This
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study proposes an elite group selection strategy. All fireworks generated in the current iteration are
sorted from good to bad according to the fitness value, and the first N fireworks are chosen as the
initial fireworks in the next generation.

The pseudo-code of IFWA is described as follows (Algorithm 1):

Algorithm 1. The pseudo-code of IFWA.

Initialize parameters and the location of the fireworks.
Evaluate the fitness value of the fireworks.
t = 0;

while (t < iterations)
Generate explosion fireworks
Calculate Amin by Formula (7).
for each firework xi (i = 1, 2, . . . , N) do

Calculate the Ai by Formula (1).
if Ai < Amin

Ai = Amin

end
Calculate Si by Formulae (2) and (3).
for j = 1: Si

q = round(d×rand(0,1)) (d is the dimension of sparks).
Calculate the displacement h = Ai × rand(−1, 1)
for p = 1:q

Randomly select kth dimension of xi (Not repeating).
xik = xik + h
if xik is out of bounds then

Map sparks to a new location by Formula (5)
end if

end for
end for

end for
Generate mutation fireworks
for i = 1:mutation_num (mutation_num is the number of mutation fireworks).

Randomly select xi.
x̂i = xi

q = round(d×rand(0,1)).
for p = 1:q

Randomly select the kth dimension of x̂ik (Not repeating).
Generate the mutation sparks by Formula (8).
if x̂ik out of bounds then

Map sparks to a new location by Formula (5).
end if

end for
end for
Select fireworks in the next iteration
Select N sparks as the initial fireworks in the next iteration by the new selection strategy.
Update the optimal value.
t = t + 1

end while
return optimization results
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4. Problem Description

This section discusses the PFSP and HFSP. The corresponding mathematical models, objective
functions, and decoding method are given in detail.

4.1. Permutation Flow Shop Scheduling Problems

The PFSP can generally be described as m jobs to be processed on n machines, where all jobs must
be processed through n stages in the same sequence [48]. The makespan is the completion time of the
last job m on the last machine n. The layout of PFSP is shown in Figure 3. The assumptions of the PFSP
are as follows:

1. Each machine can process only one job at a time;
2. Each job is processed on one machine at a time;
3. The processing sequence of all jobs on different machines is same, which is unknown;
4. The processing sequence of each job on all machines is same, which is known;
5. The processing times of each job on each machine are given;
6. Pre-emption is not allowed.
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In Figure 3, each stage consists of only one machine. j1, j2, . . . , jm is the processing order of the
jobs and j1 is the first job to be processed. All of jobs are completed when the jm is completed on stage
n. The completion time of job ji on machine k is noted by c( ji, k). The objective of the scheduling is to
obtain minimal c( jm, n). The problem is described as:

c( j1, 1) = T j1,1 (9)

c( j1, k) = c( j1, k− 1) + T j1,k, k = 2, · · · , n (10)

c( ji, 1) = c( ji−1, 1) + T ji,1, i = 2, · · · , m (11)

c( ji, k) = max
{
c( ji−1, k), c( ji, k− 1)

}
+ T ji,k, i = 2, · · · , m; k = 2, · · · , n (12)

where T ji,k is the processing time of job ji on machine k. The objective function is described as follows:

F = minc( jm, n) (13)

PFSP is a non-numerical optimization problem in discrete space. This study is necessary to encode
the sparks in continuous space to solve the problem. By the integer coding based on the sequence of
the jobs, the position of the individual fireworks is encoded as the machining sequence of the jobs.

The PFSP with seven jobs is taken to explain the mapping rule from continuous space to discrete
space. If the randomly generated fireworks are sorted by size and the position sequence is (3, 5, 4, 6, 1,
7, 2), the processing order of the jobs is

{
j3 → j5 → j4 → j6 → j1 → j7 → j2

}
. In this way, the sparks in

continuous space are uniquely mapped to a solution in discrete space.

4.2. Hybrid Flow Shop Scheduling Problems

In the HFSP, the m jobs are processed through n stages (n ≥ 1) and there is at least one stage
that has more than one parallel machine [49]. The minimum makespan is chosen as the optimization
objective of the HFSP. The assumptions of HFSP are as follows [50]:

1. Each machine can process only one job at a time;
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2. Each job is processed on one machine at a time;
3. Each job is processed at each stage in the same order;
4. The parallel machines in each stage are independent;
5. The processing time of the jobs is related to machines and process, and is known;
6. Pre-emption, lot streaming, and backlogging are not allowed [51].

The layout of the HFSP is presented in Figure 4. There are N j parallel machines at stage j. All jobs
are completed when the process stage n of the last job is completed.
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The mathematical model of the HFSP is shown from Equations (14) to (16) [52]. The optimization
goal is shown in Equation (17).

Ci jk ≤ Si( j+1)r i = 1, 2, · · ·m;
j = 1, 2, · · · n; k = 1, 2, · · ·N j; r = 1, 2, · · · , N j+1

(14)

Ch jk
≤ S(h+1) jk

i = 1, 2, · · ·m;

j = 1, 2, · · · n; h = 1, 2, · · ·N jk − 1;
(15)

Ci jk = Si jk + Ti jk i = 1, 2, · · ·m;
j = 1, 2, · · · n; k = 1, 2, · · ·N j;

(16)

F = min Cmax= min{max{Cink}}, i= 1, 2, · · ·m; k = 1, 2, · · ·Nn; (17)

where N jk represents the number of jobs processed on machine k at stage j. h jk indicates the hth job
processed on machine k at stage j. Ti jk denotes the processing time when job i is processed on machine
k at stage j. Si jk and Ci jk represent the start and end time of job i on machine k at stage j. Sh jk

and Ch jk

represent the start and end time of the hth job on machine k at stage j.
The solution is decoded by scheduling matrix. The scheduling matrix A is composed of m rows

and n columns. Moreover, each element in matrix A is a random number limited by the number of
parallel machines. The matrix A is depicted as follows.

Am×n =


a11 a12 · · · a1n
a21 a22 · · · a2n

...
...

...
...

am1 am2 · · · amn

 (18)

where ai j is a random value between the interval (1, N j + 1). It shows that the ith job would be processed
on machine int(ai j) at stage j, (int(ai j) means the integer components of ai j). Furthermore, the priority



Appl. Sci. 2020, 10, 1174 10 of 16

of the jobs is determined by the size of the ai j. An example to determine the process priority of the jobs
by matrix A3×3 is shown as follows:

A3×3 =


1.3 2.5 3.3
2.5 1.8 2.8
2.2 1.1 1.2


Matrix A shows that three jobs are processed through three process stages and the number of

machines in each stage is two, two, and three. According to the stated rules, the first column of matrix A
shows that three jobs are processed at stage one. The first job is processed on the first machine at stage
one. The second job and the third job are processed on the second machine at stage one. The job with
small ai j would be processed preferentially, so the third job would be processed first. From the second
column of matrix A, the first job is processed on the second machine at stage two. The second job and
the third job are processed on the first machine at stage two, but the third job would be processed first.
The processing sequence of the jobs in process stage three are determined similarly.

5. Computational Experiments

Two instances from PFSP and HFSP are selected as experimental objects. The specific description
of these examples is shown in detail. The experimental environment was MATLAB 2017a under
Windows 7. The frequency of the CPU of the experimental computer was 2.3 GHz, and the memory size
was 8 GB. In addition, the original fireworks algorithm, PSO, and the whale optimization algorithm
were used to test the performance of IFWA and experimental results are presented as follows.

5.1. Permutation Flow Shop Scheduling Problem

A set of plastic toys consists of seven small toys. Each small toy needs to be processed through
seven steps, including melting, shaping, grinding, surface decoration, dyeing, testing, and packaging.
The seven jobs are processed by seven machines respectively and the processing time of each small toy
is listed in Table 1.

Table 1. Processing time in the permutation flow shop problem (PFSP).

Job
Stages

Melting (s) Shaping (s) Grinding (s) Surface
Decoration (s) Dyeing (s) Testing (s) Packaging (s)

1 692 310 832 630 258 147 255
2 581 582 14 214 147 753 806
3 475 475 785 578 852 2 699
4 23 196 696 214 586 356 877
5 158 325 530 785 325 565 412
6 796 874 214 236 896 898 302
7 542 205 578 963 325 800 120

This is a classic PFSP with seven jobs and seven machines. The four algorithms ran 20 times
independently by taking the makespan as the objective function. The number of iterations was set
to 200, and the search range was between 0 and 7. The specific parameters are provided in Table 2.
Among them, the specific parameters were taken from the default values of the original algorithm.

The statistical results are given in Table 3. The minimum completion time obtained by the
exhaustive method was 6590 s. It is clear that the four algorithms could find the minimum completion
time of the problem. The IFWA had the highest success rate, and achieved a significant improvement
compared with the other algorithms. The improved algorithm had better stability through the analysis
of the average value and standard deviation. Compared to the PSO and WOA, the FWA and the IFWA
took a long time because of their structure. The improved algorithm adopts a new selection strategy to
avoid calculating the Euclidean distance between particles, which greatly reduces the computational
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cost. Compared to the original version, the computation time for IFWA was reduced by nearly 37%.
The proposed algorithm had a good optimization performance for solving the PFSP.

Table 2. Parameter settings in PFSP. IFWA: improved fireworks algorithm; PSO: particle swarm
optimization; WOA: whale optimization algorithm. lb: lower bound; ub: upper bound.

Algorithm Parameters Value

IFWA and FWA

Number of fireworks N 5
Constant a 0.04
Constant b 0.8

A 7
M 50

Ainitial (ub-lb) × 0.02
Afinal (ub-lb) × 0.001

PSO
C1, C2 1.49445

Population size 40
Range of particle velocity [–2,2]

WOA
Population size 40

b 1
p 0.5

Table 3. Results of the optimizations in PFSP.

Algorithm Theoretical Optimal
Value (s)

Success
Rate

Optimal
Value (s)

Average
(s) Worst (s) STD Time (s)

IFWA

6590

90% 6590 6595.3 6643 16.31 2.14
FWA 75% 6590 6603.2 6643 23.54 3.40
PSO 30% 6590 6665 7016 119.5 0.34

WOA 55% 6590 6614 6643 27.05 0.26

5.2. The Hybrid Flow Shop Scheduling Problem

The HFSP is more complex than the PFSP. There are P =
n∏

i=1
nm

i kinds of processing sequences

when m jobs are processed through n stages, where ni is the number of the machines at stage i.
Seven jobs are waiting to be processed at the processing plant, and each job goes through lathing,

planning, and grinding processing steps. There are three lathes, two planers, and three grinders in
three respective stages. The specific processing times are illustrated in Table 4.

Table 4. The processing times in hybrid flow shop scheduling.

Job
Stages

Lathe (s) Planer (s) Grinder (s)

1 2 3 1 2 1 2 3

1 24 75 51 84 62 39 54 11
2 3 75 17 86 73 99 31 70
3 66 17 71 52 23 33 16 18
4 16 12 91 48 2 14 15 80
5 80 17 22 89 14 38 14 51
6 41 63 87 7 77 56 71 55
7 33 84 21 51 97 63 46 21

The decoding method of the HFSP is described by a schedule matrix. Each column of the matrix
represents a production stage, which is different from the PFSP. The scheduling of the different process
stages can only be solved separately and then combined into a solution of the HFSP.
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The HFSP contains only seven jobs and three stages, but there are 37
× 27
× 37

≈ 6× 108 different
processing sequences. The complexity of HFSP is very high. The four algorithms were also used to
solve HFSP. The amount of iterations was set to 200. Given that the number of machines in each stage
is different, the upper and lower boundaries were as follows: lathe: (1, 4), planer: (1, 3), grinder: (1, 4).
The specific parameter settings are listed in Table 5.

Table 5. Parameter settings in the HFSP.

Algorithm Parameters Value

IFWA and FWA

Number of fireworks N 5
M 50
A 4

Constant a 0.04
Constant b 0.8

Ainitial (ub - lb) × 0.02
Afinal (ub - lb) × 0.001

PSO
C1, C2 1.49445

Population size 40
Range of particle velocity [−1,1]

WOA
Population size 40

b 1
p 0.5

Figure 5 presents the boxplot for the four algorithms when solving this instance from HFSP. It
is evident that the obtained optimization results had greater volatility because of the complexity of
the HFSP. It is clear that the overall distribution of the results obtained by the IFWA was the most
concentrated and the overall makespan was smaller than that of the other three algorithms. Figure 6
shows the optimal curve of four algorithms. It is evident that the IFWA could find the optimal makespan.Appl. Sci. 2020, 10, x FOR PEER REVIEW 13 of 17 
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The specific statistical results are compared in Table 6. Based on the accuracy of the optimization,
the IFWA could find the minimum makespan. Compared with FWA, PSO, and WOA, the maximum
completion time calculated by IFWA was reduced by 3.5%, 9.3%, and 4.1%, respectively, which shows
its excellent optimization performance. From the perspective of standard deviation and average value,
the improved algorithm had good performance. The corresponding evaluation indicators were much
smaller than the other three algorithms, which means the IFWA could better find the optimal solution
in each calculation. From the perspective of computing time, FWA and IFWA took a long time to
optimize. Although the new selection strategy can save half the running time in IFWA, there was still
a big gap compared with PSO and WOA. In general, the IFWA significantly improved the optimization
accuracy and stability compared with the other algorithms. The calculation time with IFWA was much
shorter than that of the FWA. The results prove that the IFWA has an excellent ability to deal with
the HFSP.

Table 6. Comparisons of the optimizations in HFSP.

Algorithm Best (s) Average (s) Worst (s) STD (s) Time (s)

IFWA 165 174 196 9.31 6.24
FWA 171 208 233 18.51 12.85
PSO 182 200 225 11.84 1.78

WOA 172 198 245 21.22 1.99

6. Conclusions

An improved fireworks algorithm was proposed to minimize the makespan in PFSPs and HFSPs.
Three improved strategies are introduced in the new algorithm. Firstly, a non-linear decreasing radius
is introduced to replace the minimum fireworks radius selectively in order to avoid the situation where
the search radius of the optimal fireworks is zero. Secondly, a Cauchy and Gaussian mutation operator
is introduced to replace the original Gaussian mutation operator, which enhances the search ability.
Finally, an elite group selection strategy is adopted to reduce the system load. In order to verify the
ability to solve the FSP, the IFWA was used to solve two instances (PFSP and HFSP).

When solving the PFSP, the IFWA had a 90% probability of obtaining the minimum completion
time, which was 15% higher than the original version and far superior to the results of PSO and WOA.
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When solving the HFSP by IFWA, the optimal value and stability of the results were very superior to
the other algorithms. Compared with FWA, PSO, and WOA, the makespan calculated by IFWA was
reduced by 3.5%, 9.3%, and 4.1%, respectively, and the standard deviation was the smallest, indicating
its excellent performance. Compared with FWA, the computation time of IFWA was reduced by nearly
half, which undoubtedly indicates the improved efficiency of the algorithm. The results prove the
feasibility and effectiveness of IFWA in dealing with the PFSP and HFSP.

Compared with the original version, the IFWA significantly improved the optimization precision,
stability, and speed, and could be adopted for NP-hard combination optimization problems. The IFWA
is used as a reliable meta-heuristic algorithm to guide flow shop scheduling.

Modern enterprise competition depends not only on advanced production technology and
equipment, but also on advanced management technology. In the field of flow shops, the method
proposed in this paper can provide a valuable suggestion for solving the FSP, thereby helping enterprises
to find the best scheduling strategy and improve their management level. Because actual flow shop
scheduling has large scale and complicated calculation, the proposed method is of great significance
both in terms of academic research and practical industrial production. At the same time, this study
also has limitations. Firstly, only two instances were used to validate the performance of IFWA, which
is insufficient. More examples need to be introduced in future study. Secondly, compared with other
classical algorithms, the calculation time of the proposed method is still longer, which limits further
applications. This is determined by the design structure of FWA itself. The algorithm structure should
be further studied and the structure of other excellent algorithms should also be explored. Future
study will also apply FWA to other types of scheduling.
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