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#### Abstract

This paper is devoted to developing an efficient and robust stress updating algorithm in a relatively simple computational framework to address the two difficulties of implementing elastoplastic soil models, namely the nonsmoothness and the nonlinearity. In the proposed algorithm, the nonsmoothness caused by the loading/unloading inequality constraints is eliminated by replacing the Karush-Kuhn-Tucker conditions with the smoothing function. The stress updating can be achieved by solving a set of smooth nonlinear algebraic equations in this algorithm. The nonlinear equations are solved using the line search method, which allows a larger convergence radius of the solution in contrast to the standard Newton method. Meanwhile, the smoothing consistent tangent operator corresponding to the unconstrained stress updating strategy ensures the quadratic convergence speed of the global solution. The modified Cam-clay model is used as an example to demonstrate the implementation of this algorithm. The correctness, computational efficiency, and robustness of the algorithm are validated and assessed by comparing it with the analytical solutions in case of cylindrical cavity expansion and the ABAQUS/Standard default integration method. In simulations with large load increment sizes, the CPU time consumed by the new algorithm can be less than half of the ABAQUS default algorithm.
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| Notation |  |
| :---: | :---: |
| $\boldsymbol{\sigma}$, $\mathbf{s}$ | stress tensor, deviatoric stress tensor |
| $p, q$ | mean effective stress, generalized shear stress |
| $p_{\text {c }}$ | pre-consolidation pressure |
| $\varepsilon, \varepsilon^{\mathrm{e}}, \boldsymbol{\varepsilon}^{\mathrm{p}}$ | total, elastic, and plastic strain tensors |
| $\varepsilon_{v}, \varepsilon_{v}^{\mathrm{e}}, \varepsilon_{v}^{\mathrm{p}}$ | total, elastic, and plastic volume strains |
| $\gamma, \gamma^{\text {p }}$ | total and plastic deviatoric strain increment tensors |
| $K, G$ | bulk modulus, shear modulus |
| $v$ | Poisson's ratio |
| D | elastic stiffness tensor |
| $\lambda, \kappa$ | compression index, the swell index in the isotropic compression test |
| $e_{0}, e_{1}$ | initial void ratio, void ratio at $p=1 \mathrm{kPa}$ |
| M | slope of the critical state line |
| $\gamma_{\text {w }}$ | unit weight |
| 1, I | second-order unit tensor, fourth-order unit tensor |
| $\mathbf{I}^{\text {vol }}, \mathbf{I}^{\text {sym }}$ | volumetric and symmetric fourth-order unit tensors |
| P | fourth-order projection tensor |
| $f$ | yield function |
| H | plastic internal variable |
| $h$ | plastic modulus |
| r | plastic flow direction |
| $\phi$ | plastic multiplier |
| $c_{\text {d }}$ | dimensional parameter |
| $\beta$ | smoothing parameter |
| $\rho, \varsigma$ | algorithm parameters in the line search method |
| $\alpha$ | step size of the search direction |
| d | search direction vector |
| $\psi, \hat{\psi}$ | merit function, the approximation of merit function |
| $K_{0}$ | coefficient of earth pressure at rest |
| OCR | overconsolidation ratio |
| $v$ | specific volume |

## 1. Introduction

The elastoplastic soil models have been an essential cornerstone in the numerical analysis of geotechnical problems (Zhang et al. 2020). Numerous elastoplastic soil models have been proposed to describe the complex mechanical behaviour of various soils under different load conditions (Dafalias 1980; Hashiguchi 1989; Gao et al. 2014; Yao et al. 2014; Liang et al. 2019; Xiao \& Desai 2019; Sun et al. 2020; Gao \& Diambra 2021). For instance, the Cam-clay model (Roscoe \& Schofield 1963; Schofield \& Wroth 1968) and the modified Cam-clay (MCC) model (Roscoe \& Burland 1968) which are developed within the critical state soil mechanics framework have been widely used in analysing various geotechnical problems. The elastoplastic soil models are generally complex, which makes the numerical implementation in a finite element code challenging. Therefore, a lot of attempts have been made to address the stress updating of elastoplastic soil models (Borja \& Lee 1990; Borja 1991; Sheng et al. 2000; Sloan et al. 2001; Zhao et al. 2005; Krabbenhoft et al. 2007; Krabbenhoft \& Lyamin 2012; Geng et al. 2021).

In the numerical implementation, an elastoplastic model defined in ordinary differential equations is discretized as a set of algebraic equations constrained by the Karush-Kuhn-Tucker ( $K K T$ ) conditions containing the loading/unloading inequality. There are usually two difficulties in solving the constrained nonlinear equations, i.e., the nonsmoothness induced by the $K K T$ conditions and the nonlinearity of the constitutive equations. In most stress integration methods, the operator split method is the most commonly used treatment for the loading/unloading inequality constraints (Simo \& Hughes 2006). In this method, the trial stress obtained by the elastic predictor is used to estimate the stress behaviour (i.e., elasticity or plasticity) under the current increment step. The
integration formulas that match the stress behaviour are then chosen to calculate the new state variables satisfying the $K K T$ conditions. The operator split method has been incorporated into several typical stress updating algorithms, e.g., the full-implicit return-mapping algorithm (Ortiz \& Simo 1986), the cutting-plane algorithm (Simo \& Ortiz 1985; Starman et al. 2014), and the semiimplicit algorithm (Moran et al. 1990). However, the operator splitting inevitably leads to increased algorithm complexity since the loading/unloading estimations based on the elastic predictor have to be executed in the calculation of each step. Particular attention must be paid to the stress behaviour transition from elasticity to plasticity in a load increment when the explicit integration scheme is employed (Sloan et al. 2001).

There are also some other methods to address the constrained optimization problems in numerical optimization (Nocedal \& Wright 2006). One is to directly solve the constrained optimization problem, e.g., the projection gradient method and the Zoutendijk feasible direction method (Nocedal \& Wright 2006). The search direction of each iteration is both the descending direction of the merit function and the feasible direction of the constraint functions. For example, Zheng et al. (2020) have used the projection-contraction method for the implementation of the Mohr-Coulomb plasticity model. Few model implementations have been, however, developed along this line, probably due to its tedious constraint correction process (Arora 2016). Another more popular idea is to use the penalty function or the smoothing function to convert inequality constraints into equality constraints, which are then added to the merit function. Then all that remains is to solve an unconstrained optimization problem. The penalty function-based optimization methods mainly include the Lagrangian method (Contrafatto \& Cuomo 2005), the multiplier method (Contrafatto \&

Cuomo 2005), and the interior method (Krabbenhoft et al. 2007). The Lagrangian method and multiplier method applications to the mixed Hellinger-Reissner functional governing the elastoplasticity problem are explored by Contrafatto \& Cuomo (2005). The important contributions of this study are that the $K K T$ conditions are equivalently replaced by an equality constraint with the Max function and the multiplier method affects the entire equilibrium iterations. However, it is worth noting that the nonsmoothness of the elastoplastic problem is not eliminated in essence but shifted to the Max function. Krabbenhoft et al. (2007) presented a detailed application of the primaldual interior-point method in the perfect plasticity, hardening multisurface plasticity, and softening plasticity, in which the elastoplastic problem's finite element scheme is recast into a second-order cone scheme to solve. Then, a similar computational framework was extended further to the implementation of the MCC model by Krabbenhoft \& Lyamin (2012).

A more cost-effective and promising method to eliminate the nonsmoothness of elastoplastic problems is to directly use a single smoothing function to replace two inequality constraints and one equality constraint in $K K T$ conditions (Areias \& Rabczuk 2010). The updating of state variables in both the elastic and elastoplastic loading cases can be accomplished using integral equations with the unified form. Estimations for loading/unloading are also unnecessary. This method has great potential in streamlining the stress updating procedure (Scalet \& Auricchio 2018). But its applications to elastoplasticity models are rare. There are just a few reports about the application of the smoothing function in crystal plasticity (Schmidt-Baldassari 2003; Akpama et al. 2016) and finite strain plasticity (Areias et al. 2012; Areias et al. 2015). It is worthwhile to investigate recasting the stress updating strategy of elastoplastic soil models with the smoothing function.

After addressing the nonsmoothness generated by the $K K T$ conditions, the solution of nonlinear stress integration equations (or the solution of unconstrained optimization problem) is another challenge we have to face. In the implicit stress updating algorithms (Simo \& Ortiz 1985; Ortiz \& Simo 1986; Moran et al. 1990), the Newton method has been widely used due to its asymptotic quadratic convergence speed (Potts et al. 2021). The researchers have noted, however, that the Newton method's convergence is significantly dependent on the proximity between the initial value and the final solution (Brannon \& Leelavanichkul 2010; Scalet \& Auricchio 2018). The optimal convergence property may be lost when the iteration point exceeds the convergence radius of the Newton method or the Taylor series used in the Newton method is difficult to approximate the original problem well in the vicinity of the solution due to the presence of strong nonlinearity (Contrafatto \& Cuomo 2005). Various efforts have been made to close the gap, including the proposal of some corrective measures, e.g., optimizing the initial iteration point (Hernández et al. 2011), sub-stepping schemes (Pérez-Foguet et al. 2001; Wang et al. 2006), and multi-stage iteration (Homel et al. 2015; Homel \& Brannon 2015), as well as the use of optimization methods with the strong convergence, e.g., the line search method (LSM) (Dutko et al. 1993; Pérez-Foguet \& Armero 2002; Seifert \& Schmidt 2008; Scherzinger 2017), the trust region method (Shterenlikht \& Alexander 2012; Lester \& Scherzinger 2017), and the homotopy method (Geng et al. 2021). The LSM is more widely used due to its appealing simplicity and practicability. Unlike the trust region method, which must take into account the poor scaling problem (Lester \& Scherzinger 2017), or the homotopy method, which must solve a series of homotopy equations of the original problem to obtain a better iteration point (Geng et al. 2021), the LSM only needs to determine an optimal step
size additionally under a given search direction to obtain a larger convergence radius. It also has at least quadratic convergence speed if the newton direction is chosen as the search direction. The optimal step size can be obtained through a simple iteration formula that does not require the calculation of the Jacobian matrix (Scherzinger 2017). The performance of the LSM has been thoroughly tested in the numerical implementation of some isotropic and anisotropic metal models (Scherzinger 2017; Choi \& Yoon 2019; Yoon et al. 2020). Though efficient and robust, this method has not been used in implementing elastoplastic soil models, which are typically more difficult than the mental models because soils have stronger nonlinear characteristics, e.g., strain hardening/softening, volume expansion/contraction, pressure-dependency during shear, etc.

The motivation of this work is to present a low-cost, efficient and robust stress updating algorithm for elastoplastic soil models based on the appropriate optimization methods. The elastoplastic model's nonsmoothness and nonlinearity will be addressed by using the smoothing function and the LSM, respectively. In the remainder of the paper, an unconstrained stress updating strategy without the need for the loading/unloading estimations is developed by replacing the $K K T$ conditions with the smoothing function. Under this computational framework, the MCC model is used as an application object of the proposed algorithm. The backward Euler integration scheme is used to obtain the stress integration equations of the model. Furthermore, the nonlinear stress integration equations are solved by the LSM. The smoothing consistent tangent operator (CTO) corresponding to the unconstrained stress updating strategy is derived. Finally, compared with the ABAQUS/Standard default integration method (DIM), the correctness, the robustness, and the
computational efficiency of the proposed algorithm are verified and assessed based on four typical boundary value problems.

## 2. Unconstrained stress updating strategy

For a classical rate-independent elastoplastic constitutive model, the mathematical equations describing the stress-strain relationship are generally defined by a set of ordinary differential equations with constraints as follows:

$$
\begin{align*}
& \dot{\boldsymbol{\sigma}}=\mathbf{D}: \dot{\boldsymbol{\varepsilon}}^{\mathrm{e}}=\mathbf{D}:\left(\dot{\boldsymbol{\varepsilon}}-\dot{\boldsymbol{\varepsilon}}^{\mathrm{p}}\right) \\
& \dot{\boldsymbol{\varepsilon}}^{\mathrm{p}}=\dot{\phi} \mathbf{r}  \tag{1}\\
& \dot{H}=\dot{\phi} h \\
& \dot{\phi} \geq 0, f \leq 0, \dot{\phi} f=0
\end{align*}
$$

where the four parts of Eq. (1) are known as Hooke's Law, flow rule, hardening law, and the $K K T$ conditions, respectively. $\mathbf{D}$ is the elastic stiffness and $\mathbf{D}=\mathbf{I}^{\text {vol }}(3 K-2 G)+2 \mathbf{I}^{\text {sym }} G$, where $\mathbf{I}^{\text {vol }}$ and $\mathbf{I}^{\text {sym }}$ are the volumetric and symmetric fourth-order unit tensors, respectively. $K$ and $G$ denote the elastic bulk modulus and shear modulus, respectively. $\dot{\boldsymbol{\sigma}}, \dot{\boldsymbol{\varepsilon}}, \dot{\boldsymbol{\varepsilon}}^{\mathrm{e}}, \dot{\boldsymbol{\varepsilon}}^{\mathrm{p}}$, and $\dot{H}$ are the rates of the stress tensor, total strain tensor, elastic strain tensor, plastic strain tensor, and the plastic internal variable, respectively. $\mathbf{r}$ and $h$ denote the direction of the plastic flow rule and hardening, respectively. $f$ and $\dot{\phi}$ are the yield function and plastic multiplier, respectively. Note that the $K K T$ constrains the allowable state variables, namely, $\dot{\phi} \geq 0$ and $f(\boldsymbol{\sigma}, H)=0$ for loading, and $\dot{\phi}=0$ and $f \leq 0$ for unloading. The constitutive equations in Eq. (1) are defined in rate form. In the numerical implementation, it needs to be discretized into algebraic equations in time by a specific integral scheme. For instance, the equations to be solved for the backward Euler integration scheme are:

$$
\begin{align*}
& \boldsymbol{\sigma}_{n+1}=\boldsymbol{\sigma}_{n}+\mathbf{D}:\left(\Delta \boldsymbol{\varepsilon}_{n+1}-\Delta \boldsymbol{\varepsilon}_{n+1}^{\mathrm{p}}\right) \\
& \Delta \boldsymbol{\varepsilon}_{n+1}^{\mathrm{p}}=\Delta \phi_{n+1} \mathbf{r}_{n+1}  \tag{2}\\
& \Delta H_{n+1}=\Delta \phi_{n+1} h_{n+1} \\
& \Delta \phi_{n+1} \geq 0, f_{n+1} \leq 0, \Delta \phi_{n+1} f_{n+1}=0
\end{align*}
$$

The aim of the stress updating algorithm is to solve Eq. (2) based on a given set of state variables $\left(\boldsymbol{\sigma}_{n}, H_{n}\right)$ at step $n$ and the strain increment $\Delta \boldsymbol{\varepsilon}_{n+1}$ to obtain the state variables $\left(\boldsymbol{\sigma}_{n+1}, H_{n+1}\right)$ at step $n+1$. Note that the difficulty of solving Eq. (2) lies mainly in nonsmoothness caused by inequality constraints and the nonlinearity of $f, \mathbf{r}, h$, and $\mathbf{D}$.

For the inequality constraints in Eq. (2), the classical operator splitting technique appears to provide good treatment. In this stress updating strategy, the inequality constraints are first activated by the elastic predictor, where the trial stress is computed by $\boldsymbol{\sigma}_{n+1}^{\text {trial }}=\boldsymbol{\sigma}_{n}+\mathbf{D}: \Delta \boldsymbol{\varepsilon}_{n+1}$. Then, the trial stress inside the yield surface (i.e., $\left.f\left(\boldsymbol{\sigma}_{n+1}^{\text {trial }}, H_{n}\right) \leq 0\right)$ is accepted as the true stress at step $n+1$, whereas the trial stress on the outside of the yield surface (i.e., $f\left(\boldsymbol{\sigma}_{n+1}^{\text {trial }}, H_{n}\right)>0$ ) is pulled back to the yield surface by the plastic corrector if the return-mapping algorithm is used, as shown in Fig. 1.


Fig. 1 Operator splitting stress updating strategy.
by Eq. (2). In numerical optimization, the nonsmooth $K K T$ conditions can be replaced equivalently by the smoothing function, and then Eq. (2) is transformed into the smooth version shown below:

$$
\begin{align*}
& \boldsymbol{\sigma}_{n+1}=\boldsymbol{\sigma}_{n}+\mathbf{D}:\left(\Delta \boldsymbol{\varepsilon}_{n+1}-\Delta \boldsymbol{\varepsilon}_{n+1}^{\mathrm{p}}\right) \\
& \Delta \boldsymbol{\varepsilon}_{n+1}^{\mathrm{p}}=\Delta \phi_{n+1} \mathbf{r}_{n+1}  \tag{3}\\
& \Delta H_{n+1}=\Delta \phi_{n+1} h_{n+1} \\
& \sqrt{\left(c_{\mathrm{d}} \Delta \phi_{n+1}\right)^{2}+f_{n+1}^{2}+2 \beta}-c_{\mathrm{d}} \Delta \phi_{n+1}+f_{n+1}=0
\end{align*}
$$

where the Fischer-Burmeister (FB) function, i.e., Eq. (3) 4 is employed (Fischer 1992; Kanzow 1996). $c_{\mathrm{d}}$ is a dimensional parameter. Fig. 2 shows the effect of $\beta$ on the $F B$ smoothing curve. The smoothing function converges to the $K K T$ conditions when $\beta$ trends to 0 . Note that the smooth function has a higher curvature near the origin. However, the influence of this high curvature phenomenon on the calculation can be eliminated by selecting the elastic trial point as the initial point of iteration. This means that if the current step is elastic, the trial point is accepted and there is no need for the next iteration. If the current step is plastic, both the initial iteration point, i.e., $\left(f_{n+1}^{0}\left(\boldsymbol{\sigma}_{n+1}^{\text {trial }}, H_{n}\right)>0, \Delta \phi_{n+1}^{0}=0\right) \quad$ and the convergent iteration point, i.e., $\left(f_{n+1}\left(\boldsymbol{\sigma}_{n+1}, H_{n+1}\right)=0, \Delta \phi_{n+1}>0\right)$ are far away from the origin of the smooth curve. The search process of solution does involve areas of high curvature.


Fig. 2 Smoothing curves with the different values of $\beta$.

By using the $F B$ smooth function instead of $K K T$ conditions, Eq. (3) can give rise to an unconstrained stress updating strategy without the need for loading/unloading estimations, as shown in Fig. 3. The stress states on both the elastic domain and yield surfaces, as illustrated in Fig. 2, are projected onto a smooth curve. As a result, the stress-strain behaviour under the pure elastic loading/unloading condition, elastoplastic loading, and mixed loading can be described uniformly by a set of smooth equations. Under this computational paradigm, one of the difficulties in solving the elastoplastic problems, i.e., the nonsmoothness, can be bypassed. The only change required is to use the smoothing function instead of $K K T$ conditions. More focus should be placed on the treatment of nonlinearity in Eq. (3).


Fig. 3 Unconstrained stress updating strategy.

## 3. Integral formulas of MCC model

Eq. (3) only presents the general integral formulas of the unconstrained stress updating strategy. Specific expressions for the yield function, the flow direction, the hardening law, and the elastic law do need to be specified when applied to the elastoplastic soil models. In this section, the MCC model is considered as an example due to its broad application in geotechnical engineering.

In the MCC model, the yield function in elliptical form is employed to determine the elastic domain of material:

$$
\begin{equation*}
f_{n+1}=\frac{q_{n+1}^{2}}{M^{2}}+p_{n+1}\left(p_{n+1}-p_{\mathrm{c}, n+1}\right) \tag{4}
\end{equation*}
$$

where $M$ denotes the slope of the critical state line in the $p-q$ space. $p_{n+1}$ and $q_{n+1}$ are the mean effective stress and generalized shear stress. The hardening law of the MCC model is defined by the evolution equation for the pre-consolidation pressure $p_{\mathrm{c}, n+1}$, which is the function of plastic volume strain increment $\Delta \varepsilon_{\mathrm{v}, n+1}^{\mathrm{p}}$ as follows:

$$
\begin{equation*}
p_{\mathrm{c}, n+1}=p_{\mathrm{c}, n} \exp \left(c_{\mathrm{p}} \Delta \varepsilon_{\mathrm{v}, n+1}^{\mathrm{p}}\right) \tag{5}
\end{equation*}
$$

where $c_{\mathrm{p}}=\left(1+e_{0}\right) /(\lambda-\kappa) . \quad \lambda, \quad \kappa$, and $e_{0}$ denote the compression index, swell index, and the initial void ratio, respectively.

The plastic flow direction of the MCC model is expressed as

$$
\begin{equation*}
\Delta \boldsymbol{\varepsilon}_{n+1}^{\mathrm{p}}=\Delta \phi_{n+1} \frac{\partial f_{n+1}}{\partial \boldsymbol{\sigma}_{n+1}}=\frac{3 \mathbf{s}_{n+1}}{M^{2}} \Delta \phi_{n+1}+\frac{\left(2 p_{n+1}-p_{\mathrm{c}, n+1}\right) \mathbf{1}}{3} \Delta \phi_{n+1} \tag{6}
\end{equation*}
$$

where $\mathbf{s}_{n+1}=\boldsymbol{\sigma}_{n+1}-p_{n+1} \mathbf{1}$ denotes the deviatoric stress tensor and $\mathbf{1}$ is the second-order unit tensor. Based on Eq. (6), the expressions of plastic volume strain increment $\Delta \varepsilon_{\mathrm{v}, n+1}^{\mathrm{p}}$ and deviatoric strain increment tensor $\Delta \boldsymbol{\gamma}_{n+1}^{\mathrm{p}}$ can be obtained as follows:

$$
\begin{gather*}
\Delta \varepsilon_{\mathrm{v}, n+1}^{\mathrm{p}}=\Delta \boldsymbol{\varepsilon}_{n+1}^{\mathrm{p}}: \mathbf{1}=\Delta \phi_{n+1}\left(2 p_{n+1}-p_{\mathrm{c}, n+1}\right)  \tag{7}\\
\Delta \boldsymbol{\gamma}_{n+1}^{\mathrm{p}}=\frac{3 \mathbf{s}_{n+1}}{M^{2}} \Delta \phi_{n+1} \tag{8}
\end{gather*}
$$

Substituting Eq. (7) into Eq. (5), the updating formula of $p_{\mathrm{c}, n+1}$ can be rewritten as follows:

$$
\begin{equation*}
p_{\mathrm{c}, n+1}=p_{\mathrm{c}, n} \exp \left[c_{\mathrm{p}} \Delta \phi_{n+1}\left(2 p_{n+1}-p_{\mathrm{c}, n+1}\right)\right] \tag{9}
\end{equation*}
$$

For the MCC model, the updating formula of the stress tensor in Eq. (3) can be replaced by the mean effective stress $p_{n+1}$ and the generalized shear stress $q_{n+1}$ to reduce the number of integration equations:

$$
\begin{gather*}
p_{n+1}=\frac{1}{3} \boldsymbol{\sigma}_{n+1}: \mathbf{1}=p_{n}+\bar{K}\left(\Delta \varepsilon_{\mathrm{v}, n+1}-\Delta \varepsilon_{\mathrm{v}, n+1}^{\mathrm{p}}\right)  \tag{10}\\
q_{n+1}=\sqrt{\frac{3}{2}}\left\|\mathbf{s}_{n+1}\right\| \tag{11}
\end{gather*}
$$

where $\Delta \varepsilon_{\mathrm{v}, n+1}$ is the total volume strain increment. $\bar{K}$ denotes the secant bulk modulus (Borja 1991) and is defined by:

$$
\begin{equation*}
\bar{K}=\frac{p_{n}}{\Delta \varepsilon_{\mathrm{v}, n+1}-\Delta \varepsilon_{\mathrm{v}, n+1}^{\mathrm{p}}}\left\{\exp \left[c_{\kappa}\left(\Delta \varepsilon_{\mathrm{v}, n+1}-\Delta \varepsilon_{\mathrm{v}, n+1}^{\mathrm{p}}\right)\right]-1\right\} \tag{12}
\end{equation*}
$$

where $c_{\kappa}=\left(1+e_{0}\right) / \kappa$. The updating formula of $\mathbf{s}_{n+1}$ is determined by:

$$
\begin{equation*}
\mathbf{s}_{n+1}=\mathbf{s}_{n}+2 \bar{G}\left(\Delta \boldsymbol{\gamma}_{n+1}-\Delta \boldsymbol{\gamma}_{n+1}^{\mathrm{p}}\right) \tag{13}
\end{equation*}
$$

where $\bar{G}=\bar{K} r$ is the secant shear modulus. $r=3(1-2 v) / 2(1+v)$ where $v$ is the Poisson's ratio. $\Delta \gamma_{n+1}$ is the total deviatoric strain increment tensor.

Substituting Eqs. (7) and (12) into Eq. (10), one can obtain the updating formula of $p_{n+1}$ :

$$
\begin{equation*}
p_{n+1}=p_{n} \exp \left\{c_{\kappa}\left[\Delta \varepsilon_{\mathrm{v}, n+1}-\Delta \phi_{n+1}\left(2 p_{n+1}-p_{\mathrm{c}, n+1}\right)\right]\right\} \tag{14}
\end{equation*}
$$

Substituting Eq. (8) into (13), the updating formula of $\mathbf{s}_{n+1}$ can be rewritten as follows:

$$
\begin{equation*}
\mathbf{s}_{n+1}=\frac{\mathbf{s}_{n}+2 \bar{G} \Delta \gamma_{n+1}}{1+6 \bar{G} \Delta \phi_{n+1} / M^{2}} \tag{15}
\end{equation*}
$$

Substituting Eq. (15) into (11), one can obtain the updating formula of $q_{n+1}$ as follows:

$$
\begin{equation*}
q_{n+1}=\sqrt{\frac{3}{2}} \frac{\left\|\mathbf{s}_{n}+2 \bar{G} \Delta \gamma_{n+1}\right\|}{1+6 \bar{G} \Delta \phi_{n+1} / M^{2}} \tag{16}
\end{equation*}
$$

After $p_{n+1}$ and $q_{n+1}$ are updated, the stress tensor can be updated by:

$$
\begin{equation*}
\boldsymbol{\sigma}_{n+1}=p_{n+1} \mathbf{1}+\mathbf{s}_{n+1} \tag{17}
\end{equation*}
$$

Finally, using the $F B$ smoothing function instead of $K K T$ conditions and considering Eqs. (9), (14), and (16), a set of closed nonlinear equations $\{\mathbf{f}(\mathbf{x})\}_{n+1}$ including only four independent variables $\left\{\mathbf{x}_{n+1}\right\}=\left\{\begin{array}{llll}p_{n+1} & q_{n+1} & p_{\mathrm{c}, n+1} & \Delta \phi_{n+1}\end{array}\right\}^{T} \quad$ can be obtained as follows:

$$
\left\{\begin{array}{l}
f_{1}  \tag{18}\\
f_{2} \\
f_{3} \\
f_{4}
\end{array}\right\}=\left\{\begin{array}{c}
p_{n+1}-p_{n} \exp \left[c_{\kappa} \Delta \varepsilon_{\mathrm{v}, n+1}-c_{\kappa} \Delta \phi_{n+1}\left(2 p_{n+1}-p_{\mathrm{c}, n+1}\right)\right] \\
q_{n+1}-\sqrt{\frac{3}{2}} \frac{\left\|\mathbf{s}_{n}+2 \bar{G} \Delta \gamma_{n+1}\right\|}{1+6 \bar{G} \Delta \phi_{n+1} / M^{2}} \\
p_{\mathrm{c}, n+1}-p_{\mathrm{c}, n} \exp \left[c_{\mathrm{p}} \Delta \phi_{n+1}\left(2 p_{n+1}-p_{\mathrm{c}, n+1}\right)\right] \\
\sqrt{\left(c_{\mathrm{d}} \Delta \phi_{n+1}\right)^{2}+f_{n+1}^{2}+2 \beta}-c_{\mathrm{d}} \Delta \phi_{n+1}+f_{n+1}
\end{array}\right\}=\left\{\begin{array}{l}
0 \\
0 \\
0 \\
0
\end{array}\right\}
$$

where $c_{\mathrm{d}}$ is recommended equal to $\left\|\boldsymbol{\sigma}_{n}+\overline{\mathbf{D}}(\bar{K}, \bar{G}): \Delta \boldsymbol{\varepsilon}_{n+1}\right\|^{3}$ to balance the magnitude and dimension difference between $\Delta \phi_{n+1}$ and $f_{n+1}$. In this paper, the elastic trial stress point $\boldsymbol{\sigma}_{n+1}^{\text {trial }}=\boldsymbol{\sigma}_{n}+\overline{\mathbf{D}}(\bar{K}, \bar{G}): \Delta \boldsymbol{\varepsilon}_{n+1}$ is used as the initial iteration point. Selecting $\left\|\boldsymbol{\sigma}_{n}+\overline{\mathbf{D}}(\bar{K}, \bar{G}): \Delta \boldsymbol{\varepsilon}_{n+1}\right\|^{3}$ as the value of $c_{\mathrm{d}}$ will save the computational cost and reduce the influence of the step size on the numerical stability to some extent.

## 4. Line search method

The solution of stress integral equations defined by Eq. (18) can be transformed into an unconstrained minimization problem shown below:

$$
\begin{equation*}
\min \quad \psi(\{\mathbf{x}\})=\frac{1}{2}\{\mathbf{f}(\mathbf{x})\}^{T}\{\mathbf{f}(\mathbf{x})\} \tag{19}
\end{equation*}
$$

where the subscript $n+1$ is omitted. The merit function $\psi$ is a simple quadratic function of the nonlinear equations defined by Eq. (18). The solution of Eq. (18) is equivalent to the global minimum point of $\psi$. The iteration used to search the minimum point is defined by:

$$
\begin{equation*}
\{\mathbf{x}\}^{k+1}=\{\mathbf{x}\}^{k}+\alpha^{k}\{\mathbf{d}\}^{k} \tag{20}
\end{equation*}
$$

where $\alpha^{k}$ and $\{\mathbf{d}\}^{k}$ are the step size and search direction vector at $k$ th iteration, respectively. The Newton method is a usually good choice to determine search direction due to its asymptotically quadratic rate of convergence:

$$
\begin{equation*}
\{\mathbf{d}\}^{k}=-[\nabla \mathbf{f}(\mathbf{x})]_{k}^{-1}\{\mathbf{f}(\mathbf{x})\}^{k} \tag{21}
\end{equation*}
$$

The task of the LSM is to optimize the step length $\alpha^{k}$ for a given search direction to achieve more reduction of the merit function. This gives rise to a new one-dimensional minimization problem about $\alpha^{k}$ :

$$
\begin{equation*}
\min \quad \psi\left(\alpha^{k}\right)=\frac{1}{2}\{\mathbf{f}(\alpha)\}_{k}^{T}\{\mathbf{f}(\alpha)\}^{k} \tag{22}
\end{equation*}
$$

where $\{\mathbf{f}(\alpha)\}^{k}=\{\mathbf{f}(\mathbf{x}+\alpha \mathbf{d})\}^{k}$. The LSM will degenerate into the standard Newton method when $\alpha^{k}$ equals to 1 . However, it is not easy to determine the optimal value of $\alpha^{k}$ by minimizing $\psi\left(\alpha^{k}\right)$ directly due to the fact that it will involve the computation of the Jacobian matrix. A more practical strategy is to minimize the approximation of $\psi\left(\alpha^{k}\right)$ to obtain an acceptable value of $\alpha^{k}$ that provides an adequate reduction in the merit function. Herein, a simple quadratic curve is used to fit $\psi\left(\alpha^{k}\right)$ as follows:

$$
\begin{equation*}
\hat{\psi}\left(\alpha^{k}\right)=A+B \alpha^{k}+C \alpha_{k}^{2} \tag{23}
\end{equation*}
$$

where the coefficient $A, B$, and $C$ can be determined by substituting two points $(0, \psi(0))$ and $\left(\alpha_{j}^{k}, \psi\left(\alpha_{j}^{k}\right)\right)$ into Eq. (23) and considering the condition $\left(0, \psi^{\prime}(0)\right)$, where $\psi^{\prime}(0)=-2 \psi(0)$. The quadratic approximation of $\psi\left(\alpha^{k}\right)$ is obtained as follows:

$$
\begin{equation*}
\hat{\psi}\left(\alpha^{k}\right)=\left(1-2 \alpha^{k}+\alpha_{k}^{2}\right) \psi(0)+\alpha_{k}^{2} \psi\left(\alpha_{j}^{k}\right) \tag{24}
\end{equation*}
$$

Minimizing Eq. (24), the following iterative formula is obtained to update $\alpha^{k}$ when the reduction of $\psi\left(\alpha^{k}\right)$ does not satisfy the requirements of the LSM:

$$
\begin{equation*}
\alpha_{j+1}^{k}=\frac{\psi(0)}{\psi(0)+2 \psi\left(\alpha_{j}^{k}\right)} \tag{25}
\end{equation*}
$$

The same treatment can also be found in the literature (Scherzinger 2017; Yoon et al. 2020). Then, the upper limit of $\alpha^{k}$ is determined by Goldstein's condition (Nocedal \& Wright 2006; Yoon et al. 2020) herein as follows:

$$
\begin{equation*}
\psi\left(\alpha_{j}^{k}\right)<\left(1-2 \rho \alpha_{j}^{k}\right) \psi(0) \tag{26}
\end{equation*}
$$

The lower limit of $\alpha^{k}$ is determined by the following expression to avoid having too small a step size (Pérez-Foguet \& Armero 2002; Scherzinger 2017):

$$
\begin{equation*}
\alpha_{j+1}^{k}=\max \left\{\varsigma \alpha_{j}^{k}, \frac{\psi(0)}{\psi(0)+2 \psi\left(\alpha_{j}^{k}\right)}\right\} \tag{27}
\end{equation*}
$$

where Pérez-Foguet \& Armero (2002) proposed to use $\rho=10^{-4}$ and $\varsigma=0.1$. Eqs. (26) and (27) specify an interval for the acceptable values of $\alpha^{k}$. Based on the LSM presented in this section and the unconstrained stress updating strategy presented in Section 2, the stress updating procedures of the MCC model are given in Fig. 4 where $\beta$ is an input parameter. In theory, the smaller $\beta$, the closer the smooth curve is to the $K K T$ condition. However, $\beta$ cannot be too small to affect the numerical stability of floating-point calculation. In this paper, $\beta$ is set to $F T O L^{2} / 2$. This selection allows for a single step solution to be found. For example, the current step is the elastic loading, i.e., $\left\|\{\mathbf{f}\}_{n+1}^{0}\right\|=\sqrt{0^{2}+0^{2}+0^{2}+f_{4}^{2}}=\sqrt{f_{n+1}^{2}+F T O L^{2}}+f_{n+1}$. Then, the following inequality will hold: $\sqrt{f_{n+1}^{2}+F^{2} O L^{2}}+f_{n+1} \leq F T O L \quad \Rightarrow \quad f_{n+1}^{2}+$ FTOL $^{2} \leq f_{n+1}^{2}+$ FTOL $^{2}-2 f_{n+1}$ FTOL $\quad \Rightarrow$ $0 \leq-2 f_{n+1} F T O L$ due to $f_{n+1}<0$ for the elastic step and $F T O L>0$.


Fig. 4 Flow chart of unconstrained stress updating algorithm using the LSM.

In addition, a necessary emphasis is needed for the meaning of symbols $n, k$, and $j$, in which $n$ denotes the incremental load step, $k$ denotes the local stress updating iteration, and $j$ denotes the number of iterations required to obtain the optimal search step size of the LSM. Finally, we provide a synopsis of the LSM used in this paper. First, $\alpha_{0}^{k}=1$ is used as the initial value of step size. If the condition Eq. (26) is satisfied, then we set $\{\mathbf{x}\}^{k+1}=\{\mathbf{x}\}^{k}+\alpha^{k}\{\mathbf{d}\}^{k}$. If $\alpha_{j}^{k}$ exceeds the upper
limit defined by Eq. (26), then we update $\alpha_{j+1}^{k}$ using Eq. (27) to search the acceptable value of step size.

## 5. Smoothing consistent tangent operator

In the local calculation of nonlinear finite element analysis, two things need to be done. One is to update the model's state variables using the stress update algorithm, and the other is to provide the CTO $\partial \boldsymbol{\sigma}_{n+1} / \partial \boldsymbol{\varepsilon}_{n+1}$ that is consistent with the integral equations of the model. In the global calculation, the updated state variables are used to determine the structural internal forces, while the CTO is used to generate the global stiffness of the structure. When the Newton method is employed to solve the equilibrium equations in the global calculation, the CTO can preserve the global solution's quadratic convergence speed (Wu et al. 2006). Based on the operator splitting stress updating strategy, the elastic and elastoplastic CTOs of the MCC model have been derived in the studies by Borja and his co-workers (Borja \& Lee 1990; Borja 1991). In this section, the unconstrained stress updating strategy gives rise to a smoothing CTO with a unified form.

Taking the derivative of Eq. (17), we can obtain:

$$
\begin{equation*}
\frac{\partial \boldsymbol{\sigma}_{n+1}}{\partial \boldsymbol{\varepsilon}_{n+1}}=\mathbf{1} \otimes \frac{\partial p_{n+1}}{\partial \boldsymbol{\varepsilon}_{n+1}}+\frac{\partial \mathbf{s}_{n+1}}{\partial \boldsymbol{\varepsilon}_{n+1}} \tag{28}
\end{equation*}
$$

where $\partial p_{n+1} / \partial \boldsymbol{\varepsilon}_{n+1}$ is expressed by:

$$
\begin{equation*}
\frac{\partial p_{n+1}}{\partial \boldsymbol{\varepsilon}_{n+1}}=K_{n+1}\left[\mathbf{1}-\Delta \phi_{n+1}\left(2 \frac{\partial p_{n+1}}{\partial \boldsymbol{\varepsilon}_{n+1}}-\frac{\partial p_{c, n+1}}{\partial \boldsymbol{\varepsilon}_{n+1}}\right)-\left(2 p_{n+1}-p_{\mathrm{c}, n+1}\right) \frac{\partial \Delta \phi_{n+1}}{\partial \boldsymbol{\varepsilon}_{n+1}}\right] \tag{29}
\end{equation*}
$$

where

$$
\begin{gather*}
\frac{\partial p_{\mathrm{c}, n+1}}{\partial \boldsymbol{\varepsilon}_{n+1}}=p_{\mathrm{c}, n+1} c_{\mathrm{p}}\left[\Delta \phi_{n+1}\left(2 \frac{\partial p_{n+1}}{\partial \boldsymbol{\varepsilon}_{n+1}}-\frac{\partial p_{\mathrm{c}, n+1}}{\partial \boldsymbol{\varepsilon}_{n+1}}\right)+\left(2 p_{n+1}-p_{\mathrm{c}, n+1}\right) \frac{\partial \Delta \phi_{n+1}}{\partial \boldsymbol{\varepsilon}_{n+1}}\right]  \tag{30}\\
K_{n+1}=c_{\kappa} p_{n} \exp \left\{c_{\kappa}\left[\Delta \varepsilon_{\mathrm{v}, n+1}-\Delta \phi_{n+1}\left(2 p_{n+1}-p_{\mathrm{c}, n+1}\right)\right]\right\} \tag{31}
\end{gather*}
$$

From Eqs. (29) and (30), the expressions of $\partial p_{n+1} / \partial \boldsymbol{\varepsilon}_{n+1}$ and $\partial p_{c, n+1} / \partial \boldsymbol{\varepsilon}_{n+1}$ can be simplified as the function of $\partial \Delta \phi_{n+1} / \partial \boldsymbol{\varepsilon}_{n+1}$ as follows:

$$
\begin{align*}
& \frac{\partial p_{n+1}}{\partial \boldsymbol{\varepsilon}_{n+1}}=a_{1} K_{n+1} \mathbf{1}+a_{2} K_{n+1} \frac{\partial \Delta \phi_{n+1}}{\partial \boldsymbol{\varepsilon}_{n+1}}  \tag{32}\\
& \frac{\partial p_{c, n+1}}{\partial \boldsymbol{\varepsilon}_{n+1}}=a_{3} K_{n+1} \mathbf{1}+a_{4} K_{n+1} \frac{\partial \Delta \phi_{n+1}}{\partial \boldsymbol{\varepsilon}_{n+1}} \tag{33}
\end{align*}
$$

where the coefficients $a_{1}, a_{2}, a_{3}$, and $a_{4}$ are expressed by:

$$
\left\{\begin{array}{l}
a_{0}=1+p_{\mathrm{c}, n+1} c_{\mathrm{p}} \Delta \phi_{n+1}+2 \Delta \phi_{n+1} K_{n+1}  \tag{34}\\
a_{1}=\left(1+p_{\mathrm{c}, n+1} c_{\mathrm{p}} \Delta \phi_{n+1}\right) / a_{0} \\
a_{2}=-\left(2 p_{n+1}-p_{\mathrm{c}, n+1}\right) / a_{0} \\
a_{3}=2 p_{\mathrm{c}, n+1} c_{\mathrm{p}} \Delta \phi_{n+1} / a_{0} \\
a_{4}=p_{\mathrm{c}, n+1} c_{\mathrm{p}}\left(2 p_{n+1}-p_{\mathrm{c}, n+1}\right) /\left(a_{0} K_{n+1}\right)
\end{array}\right.
$$

Taking the derivative of Eq. (15) with respect to $\boldsymbol{\varepsilon}_{n+1}, \partial \mathbf{s}_{n+1} / \partial \boldsymbol{\varepsilon}_{n+1}$ can be also written as the function of $\partial \Delta \phi_{n+1} / \partial \boldsymbol{\varepsilon}_{n+1}$ as follows:

$$
\begin{equation*}
\frac{\partial \mathbf{s}_{n+1}}{\partial \boldsymbol{\varepsilon}_{n+1}}=2 \bar{G} a_{5}\left[\mathbf{P}+\frac{\Delta \boldsymbol{\gamma}_{n+1}}{\bar{G}} \otimes \frac{r K_{n+1}-\bar{G}}{\Delta \varepsilon_{v, n+1}^{e}}\left(a_{1} \mathbf{1}+a_{2} \frac{\partial \Delta \phi_{n+1}}{\partial \boldsymbol{\varepsilon}_{n+1}}\right)\right]-\frac{2 \sqrt{6} q \bar{G} a_{5}}{M^{2}} \hat{\mathbf{n}} \otimes\left[\frac{\partial \Delta \phi_{n+1}}{\partial \boldsymbol{\varepsilon}_{n+1}}+\frac{\Delta \phi_{n+1}}{\bar{G}} \frac{r K_{n+1}-\bar{G}}{\Delta \varepsilon_{v, n+1}^{e}}\left(a_{1} \mathbf{1}+a_{2} \frac{\partial \Delta \phi_{n+1}}{\partial \boldsymbol{\varepsilon}_{n+1}}\right)\right] \tag{35}
\end{equation*}
$$

where $a_{5}=\left(1+6 \bar{G} \Delta \phi_{n+1} / M^{2}\right)^{-1} . \quad \mathbf{P}=\mathbf{I}-\mathbf{1} \otimes \mathbf{1} / 3$ is the fourth-order projection tensor where $\mathbf{I}$ is the fourth-order unit. $\hat{\mathbf{n}}=\mathbf{s}_{n+1} /\left\|\mathbf{s}_{n+1}\right\|$. Now, only $\partial \Delta \phi_{n+1} / \partial \boldsymbol{\varepsilon}_{n+1}$ is unknown, which can be obtained by imposing the total differential of Eq. (18)4:

$$
\begin{equation*}
\frac{\partial f_{4}}{\partial f}\left[\frac{3 \mathbf{s}_{n+1}}{M^{2}}: \frac{\partial \mathbf{s}_{n+1}}{\partial \boldsymbol{\varepsilon}_{n+1}}+\left(2 p_{n+1}-p_{\mathrm{c}, n+1}\right) \frac{\partial p_{n+1}}{\partial \boldsymbol{\varepsilon}_{n+1}}-p_{n+1} \frac{\partial p_{\mathrm{c}, n+1}}{\partial \boldsymbol{\varepsilon}_{n+1}}\right]+\frac{\partial f_{4}}{\partial \Delta \phi_{n+1}} \frac{\partial \Delta \phi_{n+1}}{\partial \boldsymbol{\varepsilon}_{n+1}}=0 \tag{36}
\end{equation*}
$$

Then, substituting Eqs. (32), (33), and (35) into Eq. (36) and rearranging the expression can yield:

$$
\begin{equation*}
\frac{\partial \Delta \phi_{n+1}}{\partial \boldsymbol{\varepsilon}_{n+1}}=b_{1} \mathbf{1}+b_{2} \hat{\mathbf{n}} \tag{37}
\end{equation*}
$$

where

$$
\left\{\begin{array}{l}
b_{0}=\chi_{0}\left\{\left[\left(\frac{\hat{\mathbf{n}}}{\sqrt{6}}: \Delta \gamma_{n+1}-\frac{q \Delta \phi_{n+1}}{M^{2}}\right) a_{2} \frac{r K_{n+1}-\bar{G}}{\Delta \varepsilon_{\mathrm{v}, n+1}^{\mathrm{e}}}-\frac{q \bar{G}}{M^{2}}\right] \frac{12 q a_{5}}{M^{2}}+\left[\left(2 a_{2}-a_{4}\right) p_{n+1}-a_{2} p_{\mathrm{c}, n+1}\right] K_{n+1}\right\}+\chi_{1}  \tag{38}\\
b_{1}=-\chi_{0}\left[\left(\frac{\hat{\mathbf{n}}}{\sqrt{6}}: \Delta \gamma_{n+1}-\frac{q \Delta \phi_{n+1}}{M^{2}}\right) \frac{12 q a_{1} a_{5}}{M^{2}} \frac{r K_{n+1}-\bar{G}}{\Delta \varepsilon_{\mathrm{v}, n+1}^{\mathrm{e}}}+\left(2 a_{1}-a_{3}\right) p_{n+1} K_{n+1}-a_{1} p_{\mathrm{c}, n+1} K_{n+1}\right] / b_{0} \\
b_{2}=-\chi_{0} \frac{2 \sqrt{6} q \bar{G} a_{5}}{M^{2}} / b_{0}
\end{array}\right.
$$

where

$$
\left\{\begin{array}{l}
\chi_{0}=\frac{\partial f_{4}}{\partial f_{n+1}}=\frac{f_{n+1}}{\sqrt{\left(c_{\mathrm{d}} \Delta \phi_{n+1}\right)^{2}+f_{n+1}^{2}+2 \beta}}+1  \tag{39}\\
\chi_{1}=\frac{\partial f_{4}}{\partial \Delta \phi_{n+1}}=\frac{c_{\mathrm{d}}^{2} \Delta \phi_{n+1}}{\sqrt{\left(c_{\mathrm{d}} \Delta \phi_{n+1}\right)^{2}+f_{n+1}^{2}+2 \beta}}-c_{\mathrm{d}}
\end{array}\right.
$$

Substituting Eqs. (32), (35) and (37) into Eq. (28), the smoothing CTO based on the unconstrained stress updating strategy is obtained:

$$
\begin{align*}
\frac{\partial \boldsymbol{\sigma}_{n+1}}{\partial \boldsymbol{\varepsilon}_{n+1}}= & 2 \bar{G} a_{5} \mathbf{P}+\left(a_{1}+a_{2} b_{1}\right) K_{n+1} \mathbf{1} \otimes \mathbf{1}+a_{2} b_{2} K_{n+1} \mathbf{1} \otimes \hat{\mathbf{n}}+2 a_{5} \frac{r K_{n+1}-\bar{G}}{\Delta \varepsilon_{v, n+1}^{e}}\left(a_{1}+a_{2} b_{1}\right) \Delta \boldsymbol{\gamma}_{n+1} \otimes \mathbf{1}+2 a_{2} a_{5} b_{2} \frac{r K_{n+1}-\bar{G}}{\Delta \varepsilon_{v, n+1}^{e}} \Delta \boldsymbol{\gamma}_{n+1} \otimes \hat{\mathbf{n}} \\
& -\frac{2 \sqrt{6} q a_{5}}{M^{2}}\left[b_{1} \bar{G}+\frac{\left(r K_{n+1}-\bar{G}\right) \Delta \phi_{n+1}}{\Delta \varepsilon_{v, n+1}^{e}}\left(a_{1}+a_{2} b_{1}\right)\right] \hat{\mathbf{n}} \otimes \mathbf{1}-\frac{2 \sqrt{6} q a_{5}}{M^{2}}\left(b_{2} \bar{G}+a_{2} b_{2} \frac{\left(r K_{n+1}-\bar{G}\right) \Delta \phi_{n+1}}{\Delta \varepsilon_{v, n+1}^{e}}\right) \hat{\mathbf{n}} \otimes \hat{\mathbf{n}} \tag{40}
\end{align*}
$$

It can be seen that the smoothing CTO does not distinguish between the elastic and elastoplastic loading cases due to the fact that the integral equations of the constitutive model are a set of smooth equations without loading/unloading inequality constraints. In addition, when $\beta$ trends to 0 , the smoothing CTO can degenerate into the elastic and plastic CTOs derived by the operator splitting technique in elastic and elastoplastic loading cases, respectively. For the elastoplastic loading case, there are $\Delta \phi_{n+1}>0$ and $f_{n+1}=0$ when $\beta$ tends to be 0 . Then, the results that $\chi_{0}=0+1=1$ and $\chi_{1}=c_{\mathrm{d}}-c_{\mathrm{d}}=0$ can be obtained. Substituting $\chi_{0}=1$ and $\chi_{1}=0$ into Eq. (36), Eq. (36) will be reduced to the total differential of the yield function. The derivation of smoothing CTO will thus yield the same result as the plastic CTO.

Before proving that the smoothing CTO can also degenerate into the elastic CTO under the condition of elastic loading/unloading, the expression of the elastic CTO of the MCC model is derived first. Considering the integral equations of the stress tensor in elastic loading case under the operator splitting stress updating strategy, we have:

$$
\begin{equation*}
\boldsymbol{\sigma}_{n+1}=\left(p_{n} \mathbf{1}+\mathbf{s}_{n}\right)+\left(\bar{K} \Delta \varepsilon_{\mathrm{v}, n+1} \mathbf{1}+2 \bar{G} \Delta \boldsymbol{\gamma}_{n+1}\right) \tag{41}
\end{equation*}
$$

Taking Eq. (41) with respect to $\boldsymbol{\varepsilon}_{n+1}$, the elastic CTO can be obtained as follow:

$$
\begin{equation*}
\frac{\partial \boldsymbol{\sigma}_{n+1}}{\partial \boldsymbol{\varepsilon}_{n+1}}=\Delta \varepsilon_{\mathrm{v}, n+1} \frac{\left(K_{n+1}-\bar{K}\right)}{\Delta \varepsilon_{\mathrm{v}, n+1}} \frac{\partial \Delta \varepsilon_{\mathrm{v}, n+1}}{\partial \boldsymbol{\varepsilon}_{n+1}} \otimes \mathbf{1}+\bar{K} \frac{\partial \Delta \varepsilon_{\mathrm{v}, n+1}}{\partial \boldsymbol{\varepsilon}_{n+1}} \mathbf{1}+2 \frac{\left(r K_{n+1}-\bar{G}\right)}{\Delta \varepsilon_{\mathrm{v}, n+1}} \Delta \boldsymbol{\gamma}_{n+1} \otimes \frac{\partial \Delta \varepsilon_{\mathrm{v}, n+1}}{\partial \boldsymbol{\varepsilon}_{n+1}}+2 \bar{G} \frac{\partial \Delta \boldsymbol{\gamma}_{n+1}}{\partial \boldsymbol{\varepsilon}_{n+1}}( \tag{42}
\end{equation*}
$$

Substituting $\partial \Delta \varepsilon_{\mathrm{v}, n+1} / \partial \boldsymbol{\varepsilon}_{n+1}=\mathbf{1}$ and $\partial \Delta \gamma_{n+1} / \partial \boldsymbol{\varepsilon}_{n+1}=\mathbf{P}$ into Eq. (42), the expression of the elastic CTO is given as follows:

$$
\begin{equation*}
\frac{\partial \boldsymbol{\sigma}_{n+1}}{\partial \boldsymbol{\varepsilon}_{n+1}}=K_{n+1} \mathbf{1} \otimes \mathbf{1}+2 \bar{G} \mathbf{P}+2 \frac{\left(r K_{n+1}-\bar{G}\right)}{\Delta \varepsilon_{\mathrm{v}, n+1}} \Delta \boldsymbol{\gamma}_{n+1} \otimes \mathbf{1} \tag{43}
\end{equation*}
$$

Now, we give the degradation form of the smoothing CTO in the elastic loading case. For the elastic load step, there are $\Delta \phi_{n+1}=0$ and $f_{n+1}<0$ when $\beta$ tends to be 0 . Substituting $\Delta \phi_{n+1}=0$ and $f_{n+1}<0$ into Eq. (39), the results that $\chi_{0}=-1+1=0$ and $\chi_{1}=0-c_{\mathrm{d}}=-c_{\mathrm{d}}$ are obtained, and then substituting them into Eq. (36), we can obtain $\partial \Delta \phi_{n+1} / \partial \boldsymbol{\varepsilon}_{n+1}=0$. Substituting $\partial \Delta \phi_{n+1} / \partial \boldsymbol{\varepsilon}_{n+1}=0$ and $\Delta \phi_{n+1}=0$ into Eq. (32), we obtain:

$$
\begin{equation*}
\frac{\partial p_{n+1}}{\partial \boldsymbol{\varepsilon}_{n+1}}=K_{n+1} \mathbf{1} \tag{44}
\end{equation*}
$$

Similarly, substituting $\partial \Delta \phi_{n+1} / \partial \boldsymbol{\varepsilon}_{n+1}=0$ and $\Delta \phi_{n+1}=0$ into Eq. (35), we obtain:

$$
\begin{equation*}
\frac{\partial \mathbf{s}_{n+1}}{\partial \mathbf{\varepsilon}_{n+1}}=2 \bar{G} \mathbf{P}+\frac{2\left(r K_{n+1}-\bar{G}\right)}{\Delta \varepsilon_{\mathrm{v}, n+1}^{\mathrm{e}}} \Delta \boldsymbol{\gamma}_{n+1} \otimes \mathbf{1} \tag{45}
\end{equation*}
$$

Substituting Eqs. (44) and (45) into Eq. (28), we have:

$$
\begin{equation*}
\frac{\partial \boldsymbol{\sigma}_{n+1}}{\partial \boldsymbol{\varepsilon}_{n+1}}=K_{n+1} \mathbf{1} \otimes \mathbf{1}+2 \bar{G} \mathbf{P}+\frac{2\left(r K_{n+1}-\bar{G}\right)}{\Delta \varepsilon_{\mathrm{v}, n+1}^{\mathrm{e}}} \Delta \boldsymbol{\gamma}_{n+1} \otimes \mathbf{1} \tag{46}
\end{equation*}
$$

Considering the condition that there is $\Delta \varepsilon_{\mathrm{v}, n+1}^{\mathrm{e}}=\Delta \varepsilon_{\mathrm{v}, n+1}$ for the elastic load step, the
degradation form of the smoothing CTO defined by Eq. (46) is equivalent to the elastic CTO defined by Eq. (43). The above equivalences also prove the rationality using the smoothing function instead of the $K K T$ conditions.

## 6. Numerical validation

Based on the proposed algorithm, the MCC model was implemented in ABAQUS finite element software via the external subroutine UMAT, which was then used to simulate four boundary value problems encompassing the typical load conditions of geotechnical engineering. In the first boundary problem, the correctness of the proposed algorithm is validated by comparing it with the analytical solution. In the following three examples, the computational efficiency and robustness of the proposed algorithm are explored by comparing with the ABAQUS/Standard DIM, i.e., implicit return mapping algorithm (Simo \& Hughes 2006). In addition, all the examples are run on the same computer, which is outfitted with an Intel Core i7-9750 processor @ $2.60 \mathrm{GHz}, 16 \mathrm{~GB}$ of RAM.

### 6.1. Cylindrical cavity expansion

First, the proposed algorithm is compared with the analytical solution of the cylindrical cavity expansion problem provided by the literature (Chen \& Abousleiman 2012; Chen \& Abousleiman 2013) for both undrained and drained conditions. As shown in Fig. 5 (a), a cylindrical cavity with the initial radius $r_{0}$ exists in a cylindrical soil with infinite height and radius, which is subjected to initial total vertical stress $\sigma_{\mathrm{v} 0}$, horizontal stress $\sigma_{\mathrm{h} 0}$ and internal pressure $\sigma_{0}$. Then, under the action of internal pressure, the radius of the cylindrical cavity gradually expands from $r_{0}$ to $r_{1}$. As can be noticed, the cylindrical cavity expansion is an axisymmetric plane strain problem, which can be analyzed by the simplified model shown in Fig. 5 (b). The geometric simplification can be implemented by using the eight nodes axisymmetric pore pressure element (CAX8P) for the undrained case and the eight nodes axisymmetric element (CAX8) for the drained, respectively.

Table 1 presents the material parameters of the soil from the literature (Chen \& Abousleiman 2012) where the OCR, $K_{0}$ and $e_{1}$ denote the overconsolidation ratio, the coefficient of earth pressure at rest, and the void ratio at $p=1 \mathrm{kPa}$ respectively. The simulation process includes three analysis steps. In the initial step, the translational degree of freedom of the top and bottom edges in the 3direction and the translational degree of freedom of the left edge in the 1-direction are fixed. The translational degree of freedom of the right edge in the 1-direction is fixed only for the drained case. In the geostatic step, the pressure load is applied on the right edge of the model to balance the insitu stress. In the third analysis step, the displacement load in the 1-direction is applied on the left edge of the model to simulate the cavity expansion process. It is worth noting that, for the undrained case, the permeability coefficient and the total time of the third analysis step are set to $2.3 \times 10^{-3}$ and 0.001 s (Liu et al. 2019). It can be approximately considered that there is almost no dissipation of pore water pressure in the cavity expansion process due the very short drainage time. The initial pore water pressure is set to $u_{p}=0 \mathrm{kPa}$. Fig. 6 and Fig. 7 show the comparison results for the undrained and drained conditions, respectively. The changes law of the axial stress $\sigma_{r}^{\prime}$, the radial stress $\sigma_{\theta}^{\prime}$, the vertical stresses $\sigma_{z}^{\prime}$, the excess pore water pressure $\Delta u_{p}$ and the specific volume $v$ from the proposed algorithm and the analytical solution are in good agreement, which proves the correctness of the proposed algorithm and the effectiveness of the UMAT.

Table 1 Summary of soil properties

| OCR | $\sigma_{r 0}^{\prime}$ | $\sigma_{\theta 0}^{\prime}$ | $\sigma_{z 0}^{\prime}$ | $p_{0}^{\prime}$ | $q_{0}^{\prime}$ | $e_{0}$ | $K_{0}$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 100 | 100 | 160 | 120 | 60 | 1.086 | 0.625 |
| 3 | 120 | 120 | 120 | 120 | 0 | 0.973 | 1.0 |
| 10 | 144 | 144 | 72 | 120 | 72 | 0.802 | 2.0 |
| $M=1.2$, | $\lambda=0.15$, | $\kappa=0.03$, | $v=0.278$, | $e_{1}=1.823$ |  |  |  |



Fig. 5 Summary of cylindrical cavity expansion: (a) original boundary problem; (b) simplified model and mesh.

(a)


Fig. 6 Comparison between the proposed algorithm and analytical solution under undrained conditions: (a) $\mathrm{OCR}=1$; (b) $\mathrm{OCR}=3$; (c) $\mathrm{OCR}=10$.

(a)


Fig. 7 Comparison between the proposed algorithm and analytical solution under drained conditions: (a) $\mathrm{OCR}=1$; (b) $\mathrm{OCR}=3$; (c) $\mathrm{OCR}=10$.

### 6.2. Tunnel excavation

Tunnel excavation simulation is a typical application for the MCC model in the numerical analysis of geotechnical engineering (Gawecka et al. 2021). This subsection considers a numerical example of tunnel excavation with lining support. The geometry and mesh of the numerical model are presented in Fig. 8. The element type of soil and lining is the 20 nodes brick element (C3D20). The material parameters of the MCC model and the unit weight $\gamma_{\mathrm{w}}$ of soil are set to $M=1.2$, $\lambda=0.2, \quad \kappa=0.04, \quad v=0.35, \quad e_{1}=2$, and $\gamma_{\mathrm{w}}=20 \mathrm{kN} / \mathrm{m}^{3}$, respectively. The initial stress field
and initial void ratio $e_{0}$, which change along the depth of soil layer, are generated in the geostatic stress analysis step, where $e_{0}=e_{1}-\lambda \ln \left(p_{0}\right)+\kappa \ln \left(p_{0} / p\right)$ based on the critical state soil mechanics. In the excavation analysis step, the removal of soil and the addition of lining are realized based on the element activation and deactivation, respectively. The simulation results of tunnel excavation are shown in Fig. 9. It can be seen that resilience occurs at the tunnel's bottom and subsidence occurs at the tunnel's top, reflecting the deformation features of excavation in clay. The ground surface settlement is the greatest in the tunnel region due to soil removal, and it decreases with increasing horizontal distance, as shown in Fig. 9 (b). The ground surface settlement curve from the proposed algorithm is coincident with that from the ABAQUS/Standard DIM, which further verifies the correctness of the proposed algorithm and subroutine.

(a)

(b)

Fig. 8 Summary of tunnel excavation: (a) geometry and boundary conditions; (b) mesh.


Fig. 9 Simulation results of tunnel excavation: (a) displacement field in the 3-direction; (b) ground surface settlement curves.
6.3. Bearing capacity test of the foundation

The following numerical example is a bearing capacity test of rigid strip footing, which has been widely used to assess the numerical implementation of critical state models due to the strong rotation of principal stress and the singularity at the edge of footing (Sheng et al. 2000). The geometric information, boundary conditions, and mesh of foundation are shown in Fig. 10, where the element type is set to 8 nodes brick element (C3D8). The elements 4 and 2260 at the edge of footing are indicated additionally for subsequent analysis. The material parameters of the MCC model and the unit weight $\gamma_{\mathrm{w}}$ of soil are taken from the literature (Sheng et al. 2000), i.e., $M=0.898, \quad \kappa=0.05, \lambda=0.25, \quad v=0.3, \quad e_{1}=1.6$, and $\quad \gamma_{\mathrm{w}}=6 \mathrm{kN} / \mathrm{m}^{3}$. The initial stress field and initial void ratio $e_{0}$ are generated by the submerged weight of soil and pre-load 50 kPa imposed on the ground surface in the geostatic stress balance analysis. In the unload analysis step, the pre-load is completely removed with 4 equal load increments. Then, the displacement with $U_{3}=-0.15 \mathrm{~m}$ is applied on the footing in the load analysis step with 16 equal load increments. Fig. 11 (a) presents the generalized shear stress distribution of the soil layer at the end of the load. In Fig. 11 (b), the load-displacement responses from the LSM and ABAQUS/Standard DIM are in good agreement. The reasonability of the proposed algorithm is validated once again. Notes that the continuum tangent operator is also considered in the implementation of the MCC model to highlight the effectiveness of the smoothing CTO for the convergence behaviour of the global solution.

(b)


Fig. 10 Summary of bearing capacity test of foundation: (a) geometry and boundary conditions; (b) mesh.

(a)

(b)

Fig. 11 Simulation results of bearing capacity test of foundation: (a) generalized shear stress distribution; (b) footing load versus footing displacement.

The convergence behaviour at the critical node for different algorithms is depicted in Fig. 12.

In comparison to the LSM with the continuum tangent operator, the LSM with the CTO and ABAQUS/Standard DIM shows excellent convergence. The reason is that the CTO can guarantee the quadratic convergence speed of the Newton method used in the global equilibrium problem. Using the continuum tangent operator instead of the CTO will disturb the search direction of the Newton method and further destroy the convergence speed and radius of the Newton method.


Fig. 12 Convergence behaviour at the critical node: (a) LSM with the CTO and the ABAQUS/Standard DIM; (b) LSM with the CTO and the continuum tangent operator.

Similar results are also observed in Fig. 13. For the LSM with CTO and ABAQUS/Standard DIM, the overall number of iterations and the CPU time consumed are similar. This high similarity of convergence speed also verifies the validity of smoothing CTO derived by the unconstrained stress updating strategy. For the LSM with the continuum tangent operator, three to four times the iteration number and computation time are required, significantly increasing the computational cost of numerical analysis. On the other hand, it is worth emphasizing that the LSM will require some
additional computational efforts for the determination of the optimal step size compared with the Newton method. This additional computational cost will lead to an increase of about $5 \%$ in computing time compared with the Newton method (Lester \& Scherzinger 2017) when the number of global equilibrium iteration is the same. The main advantage of the LSM is to allow larger step size calculation.

(a)

(b)

(c)

Fig. 13 Number of iterations at each load increment: (a) LSM with the continuum tangent operator; (b) LSM with the CTO; (c) ABAQUS/Standard DIM.

In what follows, the evolution of stress state and yield surface corresponding to elements 4 and 2260 in Fig. 10 (b) are analyzed, which will aid knowledge of the unconstrained stress updating strategy. Note that, in both elements, only integral point 8 is employed. In the unloading analysis step, i.e., the path from stress point 1 to stress point 5 , the stress points of the two elements break away from the yield surface and move in the elastic region, as shown in Fig. 14 (a) and Fig. 15 (a). The yield surface remains unchanged because there is no plastic deformation. In the loading analysis step, i.e., the path from stress point 5 to stress point 21 , the stress point moves to the yield surface again. The plastic deformation starts to occur after the stress point reaches the yield surface. For element 4, as shown in Fig. 14 (b), the stress point first lies on the 'dry' side of the critical state line, then temporarily travels to the 'wet' side, and eventually returns to the 'dry' side. The change of stress path indicates that the soil around the integral point undergoes a transformation from strainsoftening to strain-hardening and back again. Correspondingly, the yield surface shrinks first, then expands, and eventually shrinks again. The stress state of the integral point for element 2260 is
always on the 'wet' side of the critical state line, as shown in Fig. 15 (b). The strain-hardening behaviour is the only thing that is seen. The yield surface is always expanding. It is worth emphasizing that due to the use of the smoothing function, the stress point is always on or inside the yield surface. From the perspective of the unconstrained stress updating strategy, the allowable stress region in Fig. 14 (a) and Fig. 15 (a), including the elastic region and the yield surface, is projected onto a smoothing curve. Whether loading or unloading cases, the stress point is always on the smoothing curve, as shown in Fig. 14 (c) and Fig. 15 (c). The $K K T$ conditions are always satisfied due to the fact that the smoothing function is an equivalent approximation of $K K T$ conditions.

(a)

(b)

(c)

Fig. 14 Stress path at integral point 8 of element 4: (a) the result in the $p-q$-time coordinate system; (b) the result in the $p-q$ coordinate system; (c) the result in the $f$ - $\Delta \phi^{\text {-time coordinate system. }}$

(a)

(b)

(c)

Fig. 15 Stress path at integral point 8 of element 2260: (a) the result in the $p-q$-time coordinate system; (b) the result in the $p-q$ coordinate system; (c) the result in the $f$ - $\Delta \phi$-time coordinate system.

### 6.4. Cylindrical sample with cyclically combined tension and shear

The last example is that the cylindrical sample is subjected to cyclically combined tension and shear load. The example is often used to test the numerical implementation of the constitutive model based on the optimization methods (Shterenlikht \& Alexander 2012; Lester \& Scherzinger 2017; Scherzinger 2017) since it generates a sufficiently hard stress condition to evaluate the algorithm's robustness. Fig. 16 gives the necessary information of the cylindrical specimen and its finite element model where the C3D8 element is employed. The material parameters used for the example are set to $M=1, \lambda=0.15, \kappa=0.03$, and $v=0.3$. The initial void ratio and the initial stress state are set to $e_{0}=0.5$ and $\sigma_{1}=\sigma_{2}=\sigma_{3}=200 \mathrm{kPa}$. Fig. 17 demonstrates the history curve of displacement load, which is applied on the top surface of the cylinder in 10 loading analysis steps. The initial time increment of each analysis step is 0.1 s . The automatic time incrementation method of ABAQUS software is used to determine the following size of load increment. The generalized shear stress distribution of the cylinder at the end of the load is shown in Fig. 18 (a). The reaction
force responses of the top surface of the cylinder obtained by the proposed algorithm and ABAQUS/Standard DIM are depicted in Fig. 18 (b). Again, the findings of the two algorithms demonstrate good consistency.

(a)

(b)

Fig. 16 Summary of the cylindrical sample with cyclically combined tension and shear: (a) geometry and boundary conditions; (b) mesh


Fig. 17 Time-history curve of displacement load in the 1-direction

| $q / \mathrm{kPa}$ |
| :---: |
| $\square+5.642 E 2$ |
| - +5.183E2 |
| $-+4.724 E 2$ |
| $-+4.265 E 2$ |
| $-+3.806 E 2$ |
| $-+3.347 E 2$ |
| $-+2.888 E 2$ |
| $-+2.429 E 2$ |
| - +1.970E2 |
| - +1.511E2 |
| - +1.053E2 |
| $-+5.936 E 1$ |
| $\ldots+1.347 E 1$ |


(a)

(b)

Fig. 18 Simulation results of the cylindrical sample with cyclically combined tension and shear: (a) generalized shear stress distribution; (b) reaction force response in the 1-direction.

Finally, based on this example with the complex stress states, the computational efficiency and robustness of the proposed algorithm are further evaluated. The CPU time, the number of load increments, and the number of global equilibrium iterations are used as the assessment indices of algorithm performance. Fig. 19 (a) compares the change in the size of load increments for the two algorithms. The result shows that the proposed algorithm allows substantially larger load increments than the ABAQUS/Standard DIM. Correspondingly, the proposed algorithm only spends $40.9 \%$ of
the ABAQUS/Standard DIM CPU time and gets almost the same results. The number of global iterations and load increments can also demonstrate the benefits of the proposed algorithm. In the automatic time incrementation method, too many failed attempts will prohibit the size of load increment from increasing, requiring more load increments. And the iterations wasted on failed attempts also increase the computational cost. As shown in Fig. 19 (b), the proposed algorithm's calculation rarely encounters the failed attempts. The failed load increments and global iterations of the proposed algorithm are only $10.0 \%$ and $17.6 \%$ of the ABAQUS/Standard DIM, respectively. Therefore, the size of the load increment of the proposed algorithm keeps increasing trend almost all the time. There are fewer load increments and global iterations required, as shown in Fig. 19 (c), For the representative example, the total number of load increments and the global iterations of the proposed algorithm is only $24.1 \%$ and $45.8 \%$ of those in the ABAQUS/Standard DIM, respectively.

(a)


Fig. 19 Convergence behaviour: (a) the change in the load increment size; (b) the number of load increments; (c) the number of global equilibrium iterations.

Finally, a summary of the comparison between ABAQUS/Standard DIM and the proposed algorithm is given. In the ABAQUS/Standard DIM, the operator splitting technique with the elastic prediction is used to address the loading/unloading inequality constraints. The nonlinear equations are solved by the Newton method. In the proposed algorithm, the non-smoothness caused by the loading/unloading inequality constraints is addressed by the smooth function. Compared with the operator splitting technique, it avoids the loading/unloading estimations in each increment step and unifies the stress integral equations in elastic and elastoplastic cases. On the other hand, the LSM is
used to solve nonlinear equations, which allows a larger convergence radius than the Newton method. Therefore, better robustness and computational efficiency of the proposed algorithm than ABAQUS/Standard DIM are observed in Fig. 19.

## 7. Conclusion

For the numerical implementation of elastoplastic soil models and even for the elastoplastic model in general, the nonlinearity and nonsmoothness have been the challenges that need to be overcome. This paper presents an efficient and robust stress updating algorithm to address the two problems above. By replacing the $K K T$ conditions involving the loading/unloading inequality constraints with the smoothing function, the stress integration equations are transformed into a smooth form, which brings unconstrained stress updating framework. In addition, the stress integration equations and the smoothing CTO corresponding to this stress updating strategy have a unified form regardless of the loading and unloading cases. The benefit is that it provides a concise computational framework for the numerical implementation of the model, and it also avoids the nonsmoothness of the elastoplastic problem.

On the other hand, the nonlinearity of the constitutive model may lead to the solution divergence at the local calculation, particularly for a larger strain increment input. The proposed algorithm improves the solution's convergence by using the LSM, which considerably reduces the possibility of local calculation failure caused by the model nonlinearity and a step size that is too large. The computation cost is reduced since the finite element calculation can be completed in fewer increment steps. In the representative example presented in Section 6.4, the number of load increments and global iteration of the proposed algorithm spent on the failed attempts is only $10.0 \%$
and $17.6 \%$ of the ABAQUS/Standard DIM. The CPU time required by the proposed algorithm is only $40.9 \%$ of that needed for the ABAQUS/Standard DIM. This superior performance ensures the efficient numerical analysis of geotechnical engineering problems and brings a prospect worth applying the proposed algorithm in other elastoplastic models.
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## Appendix: elements in the Jacobian matrix

To facilitate the derivation of the Jacobian matrix $[\nabla \mathbf{f}(\mathbf{x})]_{n+1}$ of residual equations in Eq. (18), the derivatives of $\Delta \varepsilon_{\mathrm{v}, n+1}^{\mathrm{e}}$ with respect to the unknown variables $p_{n+1}, q_{n+1}, \quad p_{\mathrm{c}, n+1}$, and $\Delta \phi_{n+1}$ are derived first. $\Delta \varepsilon_{\mathrm{v}, n+1}^{\mathrm{e}}$ can be expressed as follows:

$$
\begin{equation*}
\Delta \varepsilon_{\mathrm{v}, n+1}^{\mathrm{e}}=\Delta \varepsilon_{\mathrm{v}, n+1}-\Delta \varepsilon_{\mathrm{v}, n+1}^{\mathrm{p}}=\Delta \varepsilon_{\mathrm{v}, n+1}-\Delta \phi_{n+1}\left(2 p_{n+1}-p_{\mathrm{c}, n+1}\right) \tag{47}
\end{equation*}
$$

Taking the derivative of Eq. (47), we can obtain:

$$
\left\{\begin{array}{l}
\frac{\partial \Delta \varepsilon_{\mathrm{v}, n+1}^{\mathrm{e}}}{\partial p_{n+1}}=-2 \Delta \phi_{n+1}  \tag{48}\\
\frac{\partial \Delta \varepsilon_{\mathrm{v}, n+1}^{\mathrm{e}}}{\partial q_{n+1}}=0 \\
\frac{\partial \Delta \varepsilon_{\mathrm{v}, n+1}^{\mathrm{e}}}{\partial p_{\mathrm{c}, n+1}}=\Delta \phi_{n+1} \\
\frac{\partial \Delta \varepsilon_{\mathrm{v}, n+1}^{\mathrm{e}}}{\partial \Delta \phi_{n+1}}=p_{\mathrm{c}, n+1}-2 p_{n+1}
\end{array}\right.
$$ Then, the derivatives of the secant shear modulus $\bar{G}$ with respect to the unknown variables $p_{n+1}, \quad q_{n+1}, \quad p_{\mathrm{c}, n+1}$, and. $\Delta \phi_{n+1}$. can be easily obtained. The expression of $\bar{G}$ is:

$$
\begin{equation*}
\bar{G}=\frac{p_{n}}{\Delta \varepsilon_{\mathrm{v}, n+1}^{\mathrm{e}}} \exp \left[\left(\frac{1+e}{\kappa} \Delta \varepsilon_{\mathrm{v}, n+1}^{\mathrm{e}}\right)-1\right] r \tag{49}
\end{equation*}
$$

Based on the chain rule, we can obtain:

$$
\left\{\begin{array}{l}
\frac{\partial \bar{G}}{\partial p_{n+1}}=\frac{\partial \bar{G}}{\partial \Delta \varepsilon_{\mathrm{v}, n+1}^{\mathrm{e}}} \frac{\partial \Delta \varepsilon_{\mathrm{v}, n+1}^{\mathrm{e}}}{\partial p_{n+1}}=-2 \frac{K_{n+1}-\bar{K}}{\Delta \varepsilon_{\mathrm{v}, n+1}-\Delta \varepsilon_{\mathrm{v}, n+1}^{\mathrm{p}}} r \Delta \phi_{n+1}  \tag{50}\\
\frac{\partial \bar{G}}{\partial q_{n+1}}=\frac{\partial \bar{G}}{\partial \Delta \varepsilon_{\mathrm{v}, n+1}^{\mathrm{e}}} \frac{\partial \Delta \varepsilon_{\mathrm{v}, n+1}^{\mathrm{e}}}{\partial q_{n+1}}=0 \\
\frac{\partial \bar{G}}{\partial p_{\mathrm{c}, n+1}}=\frac{\partial \bar{G}}{\partial \Delta \varepsilon_{\mathrm{v}, n+1}^{\mathrm{e}}} \frac{\partial \Delta \varepsilon_{\mathrm{v}, n+1}^{\mathrm{e}}}{\partial p_{\mathrm{c}, n+1}}=\frac{K_{n+1}-\bar{K}}{\Delta \varepsilon_{\mathrm{v}, n+1}^{\mathrm{e}}} r \Delta \phi_{n+1} \\
\frac{\partial \bar{G}}{\partial \Delta \phi_{n+1}}=\frac{\partial \bar{G}}{\partial \Delta \varepsilon_{\mathrm{v}, n+1}^{\mathrm{e}}} \frac{\partial \Delta \varepsilon_{\mathrm{v}, n+1}^{\mathrm{e}}}{\partial \Delta \phi_{n+1}}=-\frac{K_{n+1}^{k}-\bar{K}}{\Delta \varepsilon_{\mathrm{v}, n+1}^{\mathrm{e}}} r\left(2 p_{n+1}-p_{\mathrm{c}, n+1}\right)
\end{array}\right.
$$

In what follows, the elements in the Jacobian matrix of the residual equation are given successively. The derivatives of $f_{1}$ are:

$$
\left\{\begin{array}{l}
f_{1,1}=\frac{\partial f_{1}}{\partial p_{n+1}}=1+2 \Delta \phi_{n+1} K_{n+1}  \tag{51}\\
f_{1,2}=\frac{\partial f_{1}}{\partial q_{n+1}}=0 \\
f_{1,3}=\frac{\partial f_{1}}{\partial p_{\mathrm{c}, n+1}}=-\Delta \phi_{n+1} K_{n+1} \\
f_{1,4}=\frac{\partial f_{1}}{\partial \Delta \phi_{n+1}}=c_{\mathrm{d}}\left(2 p_{n+1}-p_{\mathrm{c}, n+1}\right) K_{n+1}
\end{array}\right.
$$

The derivatives of $f_{2}$ are:

$$
\left\{\begin{array}{l}
f_{2,1}=\frac{\partial f_{2}}{\partial p_{n+1}}=-\sqrt{\frac{3}{2}} \eta \frac{\partial \bar{G}}{\partial p_{n+1}}\left(2 \hat{\mathbf{n}}: \Delta \boldsymbol{\gamma}_{n+1}-\frac{6 \eta \Delta \phi_{n+1}}{M^{2}}\left\|\mathbf{s}_{n}+2 \bar{G} \Delta \boldsymbol{\gamma}_{n+1}\right\|\right)  \tag{52}\\
f_{2,2}=\frac{\partial f_{2}}{\partial q_{n+1}}=1 \\
f_{2,3}=\frac{\partial f_{2}}{\partial p_{c, n+1}}=-\sqrt{\frac{3}{2}} \eta \frac{\partial \bar{G}}{\partial p_{c, n+1}}\left(2 \hat{\mathbf{n}}: \Delta \boldsymbol{\gamma}_{n+1}-\frac{6 \eta \Delta \phi_{n+1}}{M^{2}}\left\|\mathbf{s}_{n}+2 \bar{G} \Delta \boldsymbol{\gamma}_{n+1}\right\|\right) \\
f_{2,4}=\frac{\partial f_{2}}{\partial \Delta \phi_{n+1}}=-\sqrt{\frac{3}{2}} \eta\left[2 \hat{\mathbf{n}}: \Delta \boldsymbol{\gamma}_{n+1} \frac{\partial \bar{G}}{\partial \Delta \phi_{n+1}}-\frac{6 \eta}{M^{2}}\left\|\mathbf{s}_{n}+2 \bar{G} \Delta \boldsymbol{\gamma}_{n+1}\right\|\left(\Delta \phi_{n+1} \frac{\partial \bar{G}}{\partial \Delta \phi_{n+1}}+\bar{G}\right)\right]
\end{array}\right.
$$

where

$$
\begin{equation*}
\eta=\frac{1}{1+6 \bar{G} \Delta \phi_{n+1} / M^{2}} \tag{53}
\end{equation*}
$$

The derivatives of $f_{3}$ are:

$$
\left\{\begin{array}{l}
f_{3,1}=\frac{\partial f_{3}}{\partial p_{n+1}}=-2 c_{\mathrm{p}} \Delta \phi_{n+1} p_{\mathrm{c}, n} \exp \left[c_{\mathrm{p}} \Delta \phi_{n+1}\left(2 p_{n+1}-p_{\mathrm{c}, n+1}\right)\right]  \tag{54}\\
f_{3,2}=\frac{\partial f_{3}}{\partial q_{n+1}}=0 \\
f_{3,3}=\frac{\partial f_{3}}{\partial p_{\mathrm{c}, n+1}}=1+c_{\mathrm{p}} \Delta \phi_{n+1} p_{\mathrm{c}, n} \exp \left[c_{\mathrm{p}} \Delta \phi_{n+1}\left(2 p_{n+1}-p_{\mathrm{c}, n+1}\right)\right] \\
f_{3,4}=\frac{\partial f_{3}}{\partial \Delta \phi_{n+1}}=-c_{\mathrm{p}}\left(2 p_{n+1}-p_{\mathrm{c}, n+1}\right) p_{c, n} \exp \left[c_{\mathrm{p}} \Delta \phi_{n+1}\left(2 p_{n+1}-p_{\mathrm{c}, n+1}\right)\right]
\end{array}\right.
$$

The derivatives of $f_{4}$ are:
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