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In this paper, we study the task of user profiling in question answering communities (QACs). Previous user profiling algorithms suffer from a number of defects: they regard users and words as atomic units, leading to the mismatch between them; they are designed for other applications but not for QACs; some semantic profiling algorithms do not co-embed users and words, leading to the affinity measurement between them difficult. To improve the profiling performance, we propose a neural Flow-based Constrained Co-embedding Model, abbreviated as FCCM. FCCM jointly co-embeds the vector representations of both users and words in QACs such that the affinities between them can be semantically measured. Specifically, FCCM extends the standard variational auto-encoder model to enforce the inferred embeddings of users and words subject to the voting constraint, i.e., given a question and the users who answer this question in the community, representations of the users whose answers receive more votes are closer to the representations of the words associated with these answers, compared with representations of whose receiving fewer votes. In addition, FCCM integrates normalizing flow into the variational auto-encoder framework to avoid the assumption that the distributions of the embeddings are Gaussian, making the inferred embeddings fit the real distributions of the data better. Experimental results on a Chinese Zhihu question answering dataset demonstrate the effectiveness of our proposed FCCM model for the task of user profiling in QACs.
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1 INTRODUCTION
Following the popularity of web 2.0 technologies, there has been a boom in a broad spectrum of knowledge sharing across a variety of communities. One of such communities is the Question Answering Community (QAC), which imparts and transfers experience and knowledge in the form
of questions and answers. Some QACs are online platforms for general discussions (such as Zhihu \(^1\) and Quora \(^2\), where people discuss and share their daily activities and personal opinions), while others are online platforms specialized for technical knowledge translations (such as Stack Overflow where people discuss and share their programming skills). QACs enable users to post questions, and provide answers to questions where they have expertise on the topics of these questions; and in particular, some of them allow users to turn the thumbs up on the answers provided by others if they agree, and turn the thumbs down if they disagree. The goal of QACs is to provide relevant, high-quality and instantaneous answers in response to questions posted by the users in QACs. The key to achieve this goal entails the access of users’ profiles such that those who are knowledgeable on the topics of the questions can be effectively identified and recommended to answer the questions either manually or automatically. Accordingly, in this paper, we aim at addressing the user profiling task in QACs: given a set of users, the questions asked by them, the answers associated with the questions, and the auxiliary information such as thumbs-up and thumbs-down on the answers in QACs, identify a short rank list of keywords to profile users’ expertise.

The task of user profiling has been widely studied since the launch of the expert finding task in enterprise corpora in the Enterprise track of TREC 2005 (Text REtrieval Conference) \(^8\). Language models \(^1\), \(^59\) are utilized to extract keywords as users’ profiles from documents in enterprise corpora. Probabilistic models \(^17\) achieve the goal of expert profiling by further developing several probabilistic techniques to improve the estimation of language models, including incorporating topic expansion using a mixture model to put different weights on the matching of an expert, and defining a candidate prior for topic generation models. Temporal hierarchical expertise profiling approach \(^65\) is proposed to further construct temporal profiles of authors in academic databases based on documents labelled with leaf-level categories from a topic taxonomy. Organizational hierarchies and content of documents are taken into account to generate words for members’ profiles in organization \([^31\) \]. In \([^30\) ], a user’s domain knowledge for a specific category is represented as a user knowledge profile derived from the content and quality measures of the user’s historical posted documents in that category. In \([^39\) ], a weakly supervised approach is proposed for user profile extraction from Twitter, where users’ profiles are used as a distant source of supervision for extraction of their attributes from user-generated texts. A user profiling model is proposed in \([^40\) ], where users’ attributes and social communities of their friends are jointly profiled by capturing the correlations between users’ attributes and their communities. A probabilistic dynamic model \([18]\) is proposed to recognize how users update their expertise in academic community by profiling users’ dynamic experience and expertise. In the e-commerce recommender systems domain, a hierarchical user profiling model \([23]\) is proposed to precisely model users’ diverse interests during recommendation. To automatically infer users’ profiles from their digital footprint in social media, a Markov random field model \([19]\) with hinge loss is proposed to infer a variety of user characteristics, such as, age, gender and personality traits, which can then be compiled to generate user profiles.

Although previous expert profiling models, e.g., those aforementioned, may be directly applied to address the task of user profiling in the context of QACs, they suffer from the following defects: (1) They regard entities such as users and words as atomic units, which would lead to the poor performance of user profiling, as the mismatches between users and words that are used for profiling may occur. (2) They are designed for a number of different applications or other platforms but not for QACs, resulting in how to utilize information specific to QACs such as thumbs-up and thumbs-down of an answer, and the connections between users and answers, to enhance the user profiling performance is still unknown. (3) Users and words are modelled in two different
disjoint spaces, resulting in the semantic distances between them are hard to measure. (4) Most of them address the user profiling task by traditional techniques such as language models, but neural network techniques have shown their superior in a spectrum of applications such as text matching \cite{32} and social graph representations \cite{51}. Thus whether neural network techniques can boost the performance of user profiling in QACs is of great value to investigate.

To mitigate the defects of the aforementioned user profiling algorithms, we propose a Flow-based Constrained Co-embedding Model (FCCM) that aims at addressing the user profiling task in QACs. Unlike most of the previous work that naively models entities, e.g., words and users, as unique atomic units, our proposed FCCM model deals with user profiling task in QACs by representing users and words as vectors in the same semantic space such that their semantic affinities can be effectively measured. In particular, FCCM aims to jointly infer semantic representations of two different categories of entities, users and words, in the same semantic space via neural Variational Auto-Encoders (VAEs) \cite{36}, the goal of which is to semantically capture the affinities between them for the task of user profiling in QACs. To obtain better representations of users and words for user profiling in QACs, FCCM not only utilizes traditional information such as questions and answers posted by the users but also fully utilizes the unique auxiliary information available in QACs, i.e., the thumbs-up and thumbs-down of answers. Specifically, it enforces the embeddings of users and words subject to the voting constraint during the inference of the embeddings of users and words: given a question in QACs, the semantic representations of users whose answers receive more votes from other users will be enforced to be closer to the semantic representations of the words appearing in the answers than the representations of words appearing in other answers that received fewer votes. To achieve this, our FCCM extends the standard variational auto-encoders with additional constrains to obtain better embeddings of users and words. Previous VAEs based embedding methods usually take the Gaussian distribution as the initial variational posterior due to the mathematical convenience, but it has been shown that modelling the posterior as Gaussian distribution is not always reasonable in many real-world applications and leads to unstable results and poor performance \cite{25, 62}. Due to the heterogeneity between users and words, the typical uniform Gaussian assumption of these two posteriors in the variational auto-encoders of our FCCM model leads to poor posterior approximations. To obtain better posterior approximations, i.e., to effectively obtain the embeddings of both the users and words, we integrate a normalizing flow \cite{62} into our FCCM. It transforms an initial variational posterior, which is usually with Gaussian distribution or other relatively simple distribution with known and cheaply computable probability density function, to a more flexible posterior by applying a sequence of invertible and smooth mappings.

To evaluate the effectiveness of our proposed model, we conduct experiments on a real QAC dataset. The experimental result shows that our proposed co-embedding model can effectively measure the semantic affinities between the embedding representations of users and words, and adding voting constraint has significant performance boost, both of which help to improve the user profiling performance in QACs and make our model perform significantly better than the baseline models.

The main contributions of the paper are summarized as the followings:

(1) A flow-based constrained co-embedding model, FCCM, is proposed to jointly learn the vector representations of users and words in the same semantic space, which can then be utilized to measure the semantic affinities between users and words for user profiling in QACs.

(2) Our FCCM, extending the standard variational auto-encoder algorithm to address the task of user profiling in QACs, consists of a neural encoder that maps the input entities into
flexible distributions and a neural decoder that is able to effectively reconstruct the input entities based on the semantic representations of the input entities.

(3) Unique auxiliary information in QACs, in particular, the thumbs-up and thumbs-down of answers, is taken into account as voting constraints in the proposed FCCM model such that the inferred vector representations of users and words can be subject to specific criteria that helps to improve the inferred representations for user profiling in QACs.

(4) Our FCCM integrates normalizing flow to transform from an initial variational posterior, which is usually with Gaussian distribution or other relatively simple distribution with known and cheaply computable probability density function, to a more flexible posterior by applying a sequence of invertible and smooth mappings.

(5) We propose an effective inference algorithm to obtain the optimal parameters in our FCCM model. Our inference algorithm is able to iteratively update the objective to obtain the optimal parameters such that the variational latent variable subject to the voting constraints while still being able to co-embed users and words in the same semantic representation space.

(6) Through our proposed FCCM model to address the task of user profiling in QACs as an example, we would provide inspiration and insight on how to extend standard VAE to address other tasks in information retrieval, where semantic vector representations of multiple categories of entities need to be inferred in the same space.

(7) Comprehensive experiments are conducted on the QAC dataset that is crawled from a Chinese QAC, Zhihu, the most well-known QAC in China. Experimental results illustrate that our proposed FCCM model is able to yield the best performance for user profiling task in QAC, compared with the state-of-the-art baselines.

This paper is an extended version of our previous paper [47], where we proposed a constrained co-embedding model (CCEM). The main extension of this paper is threefold: (1) We propose a flow-based constrained co-embedding model (FCCM) by integrating normalizing flow into CCEM, which can avoid the assumption that the distributions of the embeddings are Gaussian, making the inferred embeddings fit the real distributions of the data better. (2) We provide and discuss more recent related work and detailed information of our proposed FCCM model in this extension. (3) This extension details the derivations of the Evidence Lower BOund (ELBO) of the co-embedding model, the logarithm of variational posterior, and the final ELBO with the normalizing flow. (4) Detailed optimization of the proposed model FCCM is also provided. (5) We made comparisons between the performance of our FCCM and that of more baselines and conducted additional experiments to demonstrate the effectiveness of our new model, i.e., FCCM.

The remainder of the paper can be organized as: We first introduce the related work in Section §2 and explain the notation and task formulation in Section §3. Then, we detail our proposed model FCCM in Section §4 and describe its optimization process in Section §5. Section §6 describes the experiment setup. Section §7 analyses the experimental results. Finally, we conclude the paper in Section §8.

2 RELATED WORK

There are three lines of related work, namely, user profiling, variational auto-encoders and embedding models. In the following, we only discuss the most related models and algorithms.

2.1 User Profiling

User profiling, also called expert profiling, is one of the core tasks in the field of information retrieval [2, 8]. The task has been gaining significant attention since the launch of the expert finding
task of the TREC 2005 enterprise track [8, 43], the goal of which is to generate a set of keywords that is able to describe the expertise of a given expert. Balog et al. [1, 2] propose a generative language modelling approach to address the user profiling task based on a heterogeneous corpus made up of a large organization’s intranet, and it is the earliest study of user profiling. Later, Fang and Godavarthi [18] address the problem of dynamic user profiling by a probabilistic model that characterizes the dynamics of personal expertise, where authors’ academic publications are used to learn the personal research interests. The Author-Topic models are widely used for the task of user profiling. Specifically, these kinds of models are usually based on Latent Dirichlet Allocation (LDA) algorithm, which represents each document in a collection of documents in the form of a probability distribution. The first Author-Topic model is proposed by Rosen-Zvi et al. [64], which not only identifies topics of documents but also profiles users’ expertise. Since then, some work related to Author-Topic model has emerged. For instance, Daud [10] propose a Temporal-Author-Topic model that can model the topic distribution of an author over time. Jiang et al. [28] propose a model that integrates Author-Topic model and collaborative filtering. In addition, user information such as textual descriptions of photos is also used in their work. An evaluation method is proposed in [12] for user profiling, which allows for weighted non-exact matches between system-produced and ground-truth keywords. Liang [41] propose a model to profile social users in the context of streaming short documents by using the dynamic topic model. A user profiling algorithm is proposed by Liang [42], which consists of two models: collaborative interest tracking topic model (CITM) and streaming keyword diversification model (SKDM). Liang et al. [46] propose a model to tackle the user profiling task in Twitter by using topic model and word embedding approach. The Heterogeneous Graph Attention Networks have also been utilized to address the semi-supervised user profiling task [6]; however, it cannot be directly applied to address the user profiling task in our QAC scenario, where the voting information should be infused and the profiling keywords need to be inferred in an unsupervised manner. More recently, Gu et al. [23] formulate a novel hierarchical user profiling system, which aims to precisely model users’ diverse interests in E-commerce recommender systems. Farnadi et al. [19] propose a mechanism to infer a variety of user characteristics, such as age, gender and personality traits, which can then be compiled into a user profile. Some studies on dynamic user profiling have also received extensive attention. All these user profiling algorithms are designed for enterprise search [1] and academic web service platforms [18, 45] but not for community question answering. In community question answering platforms, exact profiling for users can boost the performance of answer ranking, expert finding, and tag recommendation. However, to the best of our knowledge, there is no user profiling algorithm that targets at the platforms of community question answering.

2.2 Variational Auto-Encoders

Variational Auto-Encoders (VAEs) [36] have gained their popularity in a spectrum of applications such as item recommendation [7] and conversation generation [74] due to their performance superior over many traditional techniques and their high interpretability. Standard VAEs inherit auto-encoder architecture, but make strong assumptions with regard to the distributions of latent variables that are assumed to be Gaussian. VAEs use variational inference approach to learn latent representations for observed entities by optimizing a lower bound of the log evidence likelihood, where the reparameterization trick [36] and Stochastic Gradient Variational Bayes (SGVB) estimator are utilized for an end-to-end training. VAEs can be trained by two types of neural networks: an inference network that maps observed variables into latent representations, and a generative network that reconstructs the latent representations to the corresponding observed variables. Many variants of VAEs have been proposed to tackle problems in a variety of fields: Kingma et al. [34]
Liang et al. propose to tackle the problem of semi-supervised classification by adopting a deep generative model with variational inference. A modified version of variational autoencoder [16] is proposed to generate realistic and high-resolution images. Bowman et al. [5] propose to generate well-formed sentences from a continuous space by adopting an RNN-based variational autoencoder that incorporates distributed latent representations of entire sentences. A generic variational inference framework [52] is proposed for generative and conditional models on textual data. It constructs an inference network conditioned on the discrete text input to provide the variational distribution. Meng et al. [49] modify the network structure of the standard variational autoencoder, such that it can map nodes and attributes of a network into the same semantic embedding space, and even can be applied into the semi-supervised scenario [50]. Davidson et al. [11] propose a Hyperspherical VAE model, which can map the input entities into the corresponding latent von Mises-Fisher (vMF) distributions. More recently, based on VAEs framework, Dieng et al. [14] propose a topic model that extends LDA, which can learn interpretable topic representation when working with large and heavy-tailed vocabularies.

However, VAEs that work with standard variational auto-encoder assume the variational posterior to be Gaussian, which may not be held in many real-world datasets, resulting in poor performance. To tackle this problem, normalizing flow [62] is integrated into the standard VAEs framework. A normalizing flow in VAE works with a transformation of a probability density through a sequence of invertible mappings, such that the initial variational posterior can effectively approximate the true posterior. The key to the normalizing flow is the appropriate choice of functions in flow, which is able to yield simple computation of the determinant of the Jacobian matrix. There are several appropriate choices of functions [15, 20, 25, 33, 35, 55, 60, 69]. Kingma et al. [35] propose the Inverse Autoregressive Flow (IAF), which makes the Jacobian matrix a triangle one, resulting in the corresponding determinant being just the product of the main-diagonal elements. Dinh et al. [15] propose an unsupervised learning algorithm named Real NVP, which uses the real-valued non-volume preserving (real NVP) transformations. Papamakarios et al. [55] propose the Masked Autoregressive Flow (MAF), which can evaluate and train on parallel computing architectures faster by using Masked Auto-encoder for Distribution Estimation (MADE) [20] as a building block. Kingma and Dhariwal [33] propose a new type of generative flow named Glow and demonstrate improved quantitative performance in terms of log-likelihood on standard image modelling benchmarks.

In our work, in order to obtain high quality embeddings of both users and words, we fully utilizes the unique auxiliary information available in question answering communities, i.e., the number of votes (thumbs-up) for each answer, and adopt additional constraints into the optimization of VAEs to enforce the embeddings of users and words subject to a specific criteria. To the best of our knowledge, we are the first attempt to adopt constraints during the learning of VAEs.

2.3 Embedding Models

There are two categories of embedding models related to our work: word embedding models and network embedding models.

Word embedding is a task that trains massive amounts of textual data to map semantic information of words into low-dimensional vectors. Word embedding techniques have become hot research topics since the word2vec model [54] had been proposed, which leverages local data, i.e., words’ context, to learn syntactic and semantic relationships between words. Specifically, word2vec is a shallow neural network model, and can be implemented by two different networks, i.e., the Continuous Bag of Words (CBOW) and Skip-Gram [54]. The goal of CBOW is to predict the generation probability of the current word based on the words that appear in the context, whereas Skip-gram predicts the context based on the current word. Some other extended work, such as those
proposed in [29, 46, 53], build their models based on the Skip-gram framework. Besides, other ways of generating embeddings have surfaced, which leverage global information to arrive at vector representations for words. Glove model [56] first builds a global co-occurrence matrix that counts the co-occurrence frequency between any two words by setting a sliding window with a fixed size, then trains the model only on the non-zero elements in this co-occurrence matrix, rather than on the entire sparse matrix or specific context. Lebret and Collobert [38] propose a word embedding model that also first utilizes a word-to-word co-occurrence matrix, and then simplifies the word embeddings computation through a Hellinger Principal Component Analysis (Hellinger PCA) of the word co-occurrence matrix. More recently, the problem of polysemy of embedding has gained significant interests. Peters et al. [58] utilize two BiLSTM models to capture the information of context, such that the obtained word embedding can vary across linguistic contexts. Radford et al. [61] propose a pre-train model that trained by utilizing language model that constructed through Multilayer and single direction Transformer encoder [71]. Similar to the work done by Radford et al. [61], Devlin et al. [13] also propose a pre-train model that uses language models for training. It not only uses text information in one single direction but uses information in both directions of the input text.

Network embedding is a task that represents each node in a network to low-dimensional vector and effectively preserves the network structure information as well. Existing network embedding models can be classified into three categories: (1) Structure-preserving network embedding models, such as DeepWalk [57], Node2vec [22], LINE [68] and MMDW [70]; (2) Network embedding models with side information include, e.g., GCN [37], CAN [49] and LANE [27]; (3) Network embedding models with supervise learning models, which are used to solve some specific analytic tasks, such as network alignment [48] and anomaly detection [26]. To preserve the structure information of a network, Deepwalk discovers that the distribution of nodes appearing in short random walks is similar to the that of words in natural language so that it utilizes the Skip-Gram with negative sampling neural network architecture originally proposed for word embedding. Node2vec [22] utilizes both breadth-first sampling (BFS) and depth-first sampling (DFS) to sample the neighbourhood nodes. LINE [68] is a network embedding model that is proposed for serving large scale network structure, and it considers to preserve the first and second order proximities. MMDW [70] integrates Deepwalk and Max-margin method, i.e., support vector machine (SVM), and by optimizing both the max-margin classifier of SVM and matrix factorization based on DeepWalk, the obtained node embedding can have more discriminative ability. To capture various side information in a network, Huang et al. [27] proposed the LANE model that utilizes the labelling information of nodes based on matrix factorization. LANE constructs the corresponding affinity matrices of the node attributes, network structure, and labels by utilizing the cosine similarity to calculate. The Co-embedding Attributed Network (CAN) [49] is an attributed network embedding model that is built based on the GCN [37] model and variational autoencoder, which archives the state-of-the-art performance in both the link prediction task and the attribute inference task. The HAN (Heterogeneous graph Attention Network) model [72] is a semi-supervised graph neural network which employs node-level attention and semantic-level attention simultaneously. In addition, network embedding models are also utilized for solving some specific analytic tasks, for example, Man et al. [48] propose a network embedding model to predict the anchor links across social networks. Hu et al. [26] propose a network embedding model to tackle the problem of anomaly detection, where an embedding-based metric is proposed to indicate the anomalousness level of a node. The larger the value of the measure, the higher the propensity for a node being an anomaly node.
Most of these existing embedding methods infer either the word embeddings or node embeddings only, but not infer the embeddings of two different categories of entities (in our setting, users and words) at the same time. Some co-embedding and heterogeneous graph neural models, such as CAN [49] and HAN [72], are able to jointly learning embeddings for multiple entities, but they are designed to address some graph-based tasks, such as link prediction, node classification or node clustering, rather than the user profiling task. Note that although our proposed model is inspired by the CAN [49] model, to the best of our knowledge, we are the first to jointly model the embeddings of two categories of entities, i.e., users and words, in the community question answering scenarios.

3 NOTATIONS AND THE USER PROFILING TASK

In this section, we start by introducing the main notations used across the paper and then provide the formal definition of the user profiling task for QACs that we would like to deal with.

3.1 Notations

To make the notations clear, we follow many previous work to denote our notations used in the paper. Accordingly, we let normal letters, and calligraphy typeface letters denote variables and sets, respectively. E.g., we let \( F \) denote the number of users, and \( U \) denote a set of users in our QAC settings. Let bold and uppercase letter denote matrices. E.g., \( V \) denote the user-to-word co-occurrence matrix. Let bold letter with a subscript denote the \( i \)-th row of the matrix, i.e., a vector in the matrix. E.g., \( V_i \) denotes the \( i \)-th row of \( V \). Let a vector with a subscript denote a scalar element of the vector. E.g., \( V_{i,j} \) denotes a scalar element of the \( j \)-th element of \( V_i \). We summarize the main notations used throughout the paper in Table 1.

We let \( U \) and \( W \) be the user set and word set respectively. The answer sets generated by the users are denoted by \( A_U \), where \( A_U = \{A_u, A_{u_2}, \ldots, A_{u_F}\} \) with \( A_u \) being a set of answers generated by user \( u \) in response to the questions he/she answered, and \( F \) being the total number of users. Voting information is an important indicator showing which answer has higher quality and can solve the questions of a lot of viewers, which we use \( T_{A_U} = \{t_{a_1}, t_{a_2}, \ldots, t_{|T_{A_U}|}\} \) to denote the voting information set, with \( t_a \) being the number of the accumulated votes for the answer \( a \). Note that in some QACs, such as Zhihu, all the questions are visible for the public so that every users can answer any questions listed in the platform, but most of the questions are set to be anonymous due to the questioners’ privacy consideration. However, most of the questions are randomly listed in the platform, hence choosing proper users (or finding related experts) to answer a potential valuable question is crucial for these platforms to maintain their popularities.

3.2 The User Profiling Task

The user profiling task (also called the expert profiling task) in the context of QACs that we study in this paper can be formulated as this: given a set of users in QACs, the questions asked by them, the answers associated with the questions, and the auxiliary information such as number of thumbs-up (the number of thumbs-up minus the number of thumbs-down) on the answers, infer the semantic representations of two different categories of entities, i.e., users and words, such that a set of keywords are identified as the profiling results for the users’ expertise. Formally, this user profiling task in QACs is to learn a mapping function \( f \) that satisfies the following:

\[
U, A_U, T_{A_U} \xrightarrow{f} K_U,
\]

where \( K_U = \{K_{u_1}, K_{u_2}, \ldots, K_{u_F}\} \) are all the users’ profiling results with \( K_u = \{w_{u,1}, w_{u,2}, \ldots, w_{u,K}\} \) being the profiling result, i.e., the top-\( K \) relevant keywords, for describing user \( u \)’s expertise.
Table 1. The main notations used throughout the paper.

<table>
<thead>
<tr>
<th>Notation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mathcal{W}$</td>
<td>a set of unique words in the vocabulary</td>
</tr>
<tr>
<td>$\mathcal{U}$</td>
<td>a set of users in a QAC</td>
</tr>
<tr>
<td>$\mathcal{E}_W$</td>
<td>set of word-to-word pairs</td>
</tr>
<tr>
<td>$\mathcal{E}_{\mathcal{U}}$</td>
<td>set of user-to-word pairs</td>
</tr>
<tr>
<td>$N =</td>
<td>\mathcal{W}</td>
</tr>
<tr>
<td>$F =</td>
<td>\mathcal{U}</td>
</tr>
<tr>
<td>$D$</td>
<td>size of the dimension of latent variables/representations</td>
</tr>
<tr>
<td>$\mathbf{W} \in \mathbb{R}^{N \times N}$</td>
<td>word-to-word co-occurrence matrix</td>
</tr>
<tr>
<td>$\mathbf{V} \in \mathbb{R}^{F \times N}$</td>
<td>user-to-word co-occurrence matrix</td>
</tr>
<tr>
<td>$\mathbf{Y}$</td>
<td>representation matrix for all the unique words</td>
</tr>
<tr>
<td>$\mathbf{Z}$</td>
<td>representation matrix for all the unique users</td>
</tr>
<tr>
<td>$\mathbf{R}$</td>
<td>either $\mathbf{Y}$ or $\mathbf{Z}$</td>
</tr>
<tr>
<td>$\mathcal{K}_U$</td>
<td>set of top-$K$ relevant keywords for all the users’ profiling results</td>
</tr>
</tbody>
</table>

4 FLOW-BASED CONSTRAINED CO-EMBEDDING MODEL

In this section, we introduce our flow-based constrained co-embeddings model, called FCCM, which aims to jointly learn the embeddings of both users and words in the same semantic space, such that the affinities between the two entities can be effectively measured for the user profiling task.

4.1 Preliminaries

The goal of our FCCM is to learn the semantic representations of two entities in QACs, namely the embeddings of users $\mathbf{Z} \in \mathbb{R}^{D \times N}$ with its $u$-th row $\mathbf{Z}_u$ being user $u$’s embedding and word embeddings $\mathbf{Y} \in \mathbb{R}^{F \times D}$ with its $w$-th row $\mathbf{Y}_w$ being word $w$’s embedding, respectively, where $D$, $N = |\mathcal{W}|$ and $F = |\mathcal{U}|$ denote the dimension of embeddings, the size of word vocabulary and the number of users, respectively.

To begin with our model description, we first briefly introduce the well-known VAE model [36], which is the basis of our proposed model. A VAE model is a probabilistic neural network model, which consists of two neural networks: 1) the inference network $q_{\phi}(z|x)$, namely the encoder, that infers the observed data into the latent distributional variables, 2) and the generative network $p_{\theta}(x|z)$, namely the decoder, that maps from latent distributional variables to the observed data. The training of a VAE model is to optimize the Evidence Lower BOund (denoted as ELBO) of the evidence likelihood $\log p_{\theta}(x)$:

$$L_{ELBO} = \mathbb{E}_{q_{\phi}(z|x)} \left[ \log p_{\theta}(x|z) \right] - D_{KL}(q_{\phi}(z|x)||p_{\theta}(z)),$$

where $\mathbb{E}[-]$, $D_{KL}(\cdot||\cdot)$, $\phi$ and $\theta$ are the mathematical expectation, the KL divergence, the parameters of the encoder $q_{\phi}(z|x)$ and the decoder $p_{\theta}(x|z)$, respectively.

However, there are three limitations when directly applying the vanilla VAE model to the user profiling task in QACs: (1) It can only learn embeddings of one type of entities, which is unable to capture the affinities between two categories of entities (e.g., in our setting we have users and words); (2) Standard VAEs usually assume that the variational posterior distribution is Gaussian, which may not always appropriate in many applications; (3) It is unable to integrate voting information into the model, which is an important indicator showing the quality of each answers as well as the expertise of the answerers.
4.2 Overview of Our Model

Our FCCM model contains three main components: (1) Co-occurrence matrices and constraint information extraction; (2) Entity embedding training; (3) Users’ expertise profiling; see Algorithm 1 for an overview. In “Part I” of Algorithm 1, we first extract the word-to-word and user-to-word co-occurrence matrices and voting constraints as the observation data of FCCM (steps 2-4 in Algorithm 1); In “Part II” of Algorithm 1, FCCM learns the embeddings of users and words by integrating VAEs and normalizing flow, such that the latent representations of users and words can be effectively mapped into the same semantic space for the user profiling task. Meanwhile, the SVM-Rank model is applied to make both user and word embeddings satisfy the constraints that constructed by the voting information (steps 6-21); In "Part III", we then use the learned embeddings of users and words to conduct an expertise-based ranking to find the top-K relevant keywords for each user (steps 23-25). The overall architecture of our FCCM is shown in Fig. 1. The model takes the word-to-word co-occurrence matrix $W$ and the user-to-word co-occurrence matrix $V$ as input and maps them to Gaussian distributions with means and variances as initial variational posteriors for all words and users, respectively. It then transforms the initial variational posteriors to the final latent embeddings by utilizing normalizing flows.

We next describe the “Part II” of Algorithm 1, which is the key component of FCCM. In particular, we detail how to co-embed users and words in §4.3, how to integrate normalizing flow in §4.4, and how to incorporate the voting constraints in §4.5, respectively.

4.3 Co-embedding Users and Words

To learn the embeddings of users and words, i.e., $Y$ and $Z$, we extract the word-to-word and user-to-word co-occurrence matrices, $W$ and $V$, from the answer sets generated by the users. In particular, to construct the word-to-word matrix $W$, we first take the answers of all users as corpus, and then...
ALGORITHM 1: Overview of our FCCM for user profiling.

**Input**: A set of users $\mathcal{U}$
A set of answers $\mathcal{A}_U$ (generated by $\mathcal{U}$)
Voting information $\mathcal{T}_A$

**Output**: A set of top-$K$ keywords $\mathcal{K}_U$ for all users $\mathcal{U}$

1 /* Part I: Co-occurrence matrices and constraint information extraction */
2 Construct matrix $\mathbf{W}$ by counting word-to-word co-occurrence information
3 Construct matrix $\mathbf{V}$ by counting user-to-word co-occurrence information
4 Construct constraints, $C_w = \{C_{w_1}, C_{w_2}, \ldots, C_{w_N}\}$, for each word using voting information $T_A$

5 /* Part II: Entity embedding training by FCCM */
6 $\theta^{(0)}, \phi^{(0)} \leftarrow$ Initialize network parameters
7 $\mathbf{w}^{(0)}, b^{(0)} \leftarrow$ Initialize SVM-Rank (similarity computing function $S(\cdot, \cdot)$) parameters as 0

8 repeat
9 $\epsilon_w \leftarrow N(0, \sigma_w^2 I)$
10 $\epsilon_u \leftarrow N(0, \sigma_u^2 I)$
11 for $i = 1, \ldots, N$ do
12 for $u, v \in C_{w_i}$ do
13 $\mathbf{Y}(t), \mathbf{Z}(t) \leftarrow \theta^{(t)}$
14 construct constraints $C_{i,u} = S(Y_i, Z_u) - S(Y_i, Z_v)$
15 $g_\theta, g_\phi \leftarrow \nabla_{\theta, \phi} \mathcal{L}(\theta, \phi; \mathbf{W}, \mathbf{V}, \epsilon_w, \epsilon_u) - \alpha \sum_{i=1}^N \sum_{(u,v) \in C_{w_i}} C_{i,u}$
16 $\theta^{(t+1)} \leftarrow \theta^{(t)} - \eta g_\theta$
17 $\phi^{(t+1)} \leftarrow \phi^{(t)} - \eta g_\phi$
18 Construct training sample for SVM-Rank (e.g., $\{x : < Y_i^{(t+1)}, Z_u^{(t+1)}> > < Y_i^{(t+1)}, Z_v^{(t+1)}> , y : 1\}$)
19 $\mathbf{w}^{(t+1)}, b^{(t+1)} \leftarrow$ optimize SVM-Rank to obtain parameters of similarity computing function
20 until FCCM converges

21 /* Part III: Users’ expertise profiling */
22 for $u = 1, \ldots, F$ do
23 $\mathcal{K}_u \leftarrow$ find top-$K$ relevant words using embeddings produced by FCCM
24 Obtain the final user profiling results for all users $\mathcal{K}_U = \{\mathcal{K}_{u_1}, \mathcal{K}_{u_2}, \ldots, \mathcal{K}_{u_F}\}$

To count the number of co-occurrences between two words by setting a word context window with a fixed size. We construct the user-to-word matrix $\mathbf{V}$ by counting the number of co-occurrences between users and words such that $V_{ij}$ records the number of times the $i$-th user and the $j$-th word co-occur in the same word context window. The co-occurrence information for user-to-word matrix can be defined in two ways, which will be discussed in §5.1.

The obtained word-to-word and user-to-word co-occurrence matrices will be fed as the input of our co-embedding model. The goal of the co-embedding model is to maximize the log-likelihood of these observed matrices, $\mathbf{W}$ and $\mathbf{V}$. By using Jensen’s inequality, the log-likelihood of $\mathbf{W}$ and $\mathbf{V}$ can be represented as:

$$\log p(\mathbf{W}, \mathbf{V}) = \log \int Y Z p(\mathbf{W}, \mathbf{V}, Y, Z) dYdZ$$

$$= \log \int Y Z p(\mathbf{W}, \mathbf{V}, Y, Z) q_\phi(Y, Z | \mathbf{W}, \mathbf{V}) q_\phi(Y, Z | \mathbf{W}, \mathbf{V}) dYdZ$$
where (i.e. decoders) of words and users, respectively.

Fig. 2. The architecture of the IAF chain. It consists of a chain of invertible and smooth mappings with the initial variational posteriors $R^{(0)}$ and context vector $h_R$ as input, and obtain the final latent embeddings $R^{(T)}$.

Fig. 3. Each IAF step in the mapping chain receives $R^{(t-1)}$ and the context vector $h_R$ as input, and produce $\mu_R^{(t)}$ and $\sigma_R^{(t)}$, then output $R^{(t)}$.

\[
\log p(W, V, Y, Z) \geq \mathbb{E}_{q_\phi(Y, Z | W, V)} \left[ \log \frac{p(W, V, Y, Z)}{q_\phi(Y, Z | W, V)} \right],
\]

where $p(W, V, Y, Z)$ is the joint distribution of latent variables and observations, with $Y$ and $Z$ being all words’ latent embeddings and users’ latent embeddings, respectively, and $q_\phi(Y, Z | W, V)$ is the variational posterior over words and users for approximating the true posterior of latent variables $p(Y, Z | W, V)$. Here $\phi$ is a set of trainable parameters in the inference model (i.e. encoder) to be estimated. For simplicity, $q_\phi(Y, Z | W, V)$ is abbreviated as $q_\phi$ in the remainder of this paper.

The joint distribution $p(W, V, Y, Z)$ in Eq. (3) can be factorized as follows:

\[
p(W, V, Y, Z) = p(Y)p(Z) \prod_{(i,j) \in E_W} p_{\theta_1}(W_{ij} | Y_i, Y_j) \prod_{(u,i) \in E_W} p_{\theta_2}(V_{ui} | Z_u, Y_i),
\]

where $\theta = \{\theta_1, \theta_2\}$ with $\theta_1$ and $\theta_2$ representing the trainable parameters in the generative models (i.e. decoders) of words and users, respectively. $W_{ij}$ is the co-occurrence information between word $i$ and word $j$, with $Y_i$ and $Y_j$ being the corresponding word embeddings, and $V_{ui}$ is the co-occurrence information between user $u$ and word $i$, with $Z_u$ and $Y_i$ being the corresponding user embeddings and word embeddings, respectively.

For the variational posterior $q_\phi$ in Eq. (3) can be factorized in the following mean-field form:
\[
q_\phi(Y, Z \mid W, V) = \prod_{i \in W} q_{\phi_1}(Y_i \mid W) \prod_{u \in U} q_{\phi_2}(Z_u \mid V),
\]

where \( \phi = \{\phi_1, \phi_2\} \) with \( \phi_1 \) and \( \phi_2 \) represent the trainable parameters of words and users in the inference model (i.e. encoders), respectively. Substituting Eq. (4) and Eq. (5) into Eq. (3) and introducing a trade-off parameter \( \beta \), Eq. (3) can be represented as (the detailed derivation can be found in Appendix A):

\[
\log p(W, V) \geq \mathcal{L}(\theta_1, \phi_1; W) + \beta \mathcal{L}(\theta_2, \phi_2; W, V) \\
\quad \triangleq \mathcal{L}(\theta, \phi; W, V),
\]

where we have:

\[
\mathcal{L}(\theta_1, \phi_1; W) = \mathbb{E}_{q_\phi} \left[ \sum_{(i,j) \in E_W} \log p_{\theta_1}(W_{ij} \mid Y_i, Y_j) \right] \\
- D_{KL}(q_{\phi_1}(Y \mid W) \| p(Y)),
\]

\[
\mathcal{L}(\theta_2, \phi_2; W, V) = \mathbb{E}_{q_\phi} \left[ \sum_{(u, i) \in E_{ui}} \log p_{\theta_2}(V_{ui} \mid Z_u, Y_i) \right] \\
- D_{KL}(q_{\phi_2}(Z \mid V) \| p(Z)).
\]

Here \( \mathcal{L}(\theta, \phi; W, V) \) is the ELBO on the marginal likelihood of the two co-occurrence matrices, which consists of the word-to-word loss \( \mathcal{L}(\theta_1, \phi_1; W) \) and the user-to-word loss \( \mathcal{L}(\theta_2, \phi_2; W, V) \). In Eq. (7) and Eq. (8), the two inference models, i.e. \( q_{\phi_1}(Y \mid W) \) and \( q_{\phi_2}(Z \mid V) \), infer variational posterior distributions over the possible values of the latent embeddings \( Y \) and \( Z \), while the two generative models, i.e. \( p_{\theta_1}(W_{ij} \mid Y_i, Y_j) \) and \( p_{\theta_2}(V_{ui} \mid Z_u, Y_i) \), try to re-generate the possible values of observed users and words.

### 4.4 Co-embedding with Normalizing Flow

From section 4.3, we know that \( \log p(W, V) \) will reach its maximum when \( D_{KL}(q_\phi \| p_\theta) = 0 \), i.e., \( q_\phi \) matches the true posterior distribution. However, it is not feasible to assume that the variational posterior distribution as Gaussian or other relatively simple distribution to approximate the true posterior because of the inherent limitations of the variational methods [62]. One solution to tackle this problem is to utilize normalizing flows [33, 35]. In this section, we will show how the normalizing flow framework is integrated into our FCCM model to infer better embeddings of users and words. In Figure 2, we provide a detailed architecture for the IAF chain. The constraints for \( Z_u, Z_v \), and \( Y_i \) which are denoted as \( S(Y_i, Z_u) > S(Y_i, Z_v) \) are adopted to pull users closer to the words they have expertise on in the semantic space.

There are two categories of entities in our task, i.e. users and words, and thus we employ two normalizing flows into the co-embedding models. Each flow is represented by a sequence of invertible and smooth mappings to describe the transformation of the probability density which can make the variational posteriors, i.e., \( q_{\phi_1}(Y \mid W) \) and \( q_{\phi_2}(Z \mid V) \), to be flexible enough to approximate the true posteriors. The two KL divergence terms in (6), i.e., \( D_{KL}(q_{\phi_1}(Y \mid W) \| p(Y)) \) and \( D_{KL}(q_{\phi_2}(Z \mid V) \| p(Z)) \), can be represented as follows:

\[
KL = D_{KL}(q_{\phi_1}(Y \mid W) \| p(Y)) + D_{KL}(q_{\phi_2}(Z \mid V) \| p(Z)) \\
= \mathbb{E}_{q_\phi} \left[ \log q_{\phi_1}(Y \mid W) - \log p_{\theta_1}(Y) \right] + \mathbb{E}_{q_{\phi_2}} \left[ \log q_{\phi_2}(Z \mid V) - \log p_{\theta_2}(Z) \right]
\]
we can obtain the

\[ \mathbb{E}_{q_{\phi}} \left[ \sum_{y \in \mathcal{Y}} \log q_{\phi_1}(y \mid \mathbf{w}) - \log p_{\theta_1}(y) \right] + \mathbb{E}_{q_{\phi}} \left[ \sum_{u \in \mathcal{U}} \log q_{\phi_2}(z_u \mid \mathbf{v}) - \log p_{\theta_2}(z_u) \right]. \tag{9} \]

In order to make the derivation process convenient, we temporarily hide the trade-off parameter \( \beta \) in Eq. (9) and the remaining derivations in this section. For each word \( i \) and user \( u \), we denote their initial variational posteriors as \( q_{\phi_1}(y_{i}^{(0)} \mid \mathbf{w}) \) and \( q_{\phi_2}(z_u^{(0)} \mid \mathbf{v}) \), respectively. Then, a sequence of invertible and smooth mappings are applied to transform each initial variational posterior to the final variational posterior:

\[
\begin{align*}
Y_i^{(t)} &= f_t(Y_i^{(t-1)}) \quad t = 1, 2, \ldots, T, \\
Z_u^{(t)} &= g_t(Z_u^{(t-1)}) \quad t = 1, 2, \ldots, T,
\end{align*}
\tag{10}
\]

where \( Y_i^{(t)} \) and \( Z_u^{(t)} \) represent the \( t \)-th mapping results of the word \( i \) and user \( u \), respectively, which are obtained by using the \( t-1 \)-th mapping results as input by their corresponding mapping functions \( f_t(\cdot) \) and \( g_t(\cdot) \), respectively. The superscript \( (t) \) denotes that the initial variational posterior has been processed by \( t \) mappings, and \( T \) is the total number of mappings in a normalizing flow. Then, we can obtain the final variational posterior of words and users, i.e. \( q_{\phi_1}(y_{i}^{(T)} \mid \mathbf{w}) \) and \( q_{\phi_2}(z_u^{(T)} \mid \mathbf{v}) \), respectively. Thus, the overall KL divergence term of Eq. (9) can be rewritten as follows:

\[
\begin{align*}
KL &= \mathbb{E}_{q_{\phi}} \left[ \sum_{y \in \mathcal{Y}} \log q_{\phi_1}(Y_i^{(T)} \mid \mathbf{w}) - \log p_{\theta_1}(Y_i) \right] \\
&\quad + \mathbb{E}_{q_{\phi}} \left[ \sum_{u \in \mathcal{U}} \log q_{\phi_2}(Z_u^{(T)} \mid \mathbf{v}) - \log p_{\theta_2}(Z_u) \right]. \tag{11}
\end{align*}
\]

Substitute Eq. (11) into Eq. (6), the ELBO can be further represented as:

\[
\begin{align*}
\mathcal{L}(\theta, \phi; \mathbf{w}, \mathbf{v}) &= \mathbb{E}_{q_{\phi}} \left[ \sum_{(i,j) \in \mathcal{E}_w} \log p_{\theta_1}(w_{ij} \mid y_i, y_j) \right] \\
&\quad + \mathbb{E}_{q_{\phi}} \left[ \sum_{(u,i) \in \mathcal{E}_u} \log p_{\theta_2}(v_{ui} \mid z_u, y_i) \right] \\
&\quad - \mathbb{E}_{q_{\phi}} \left[ \sum_{i \in \mathcal{Y}} \log q_{\phi_1}(Y_i^{(T)} \mid \mathbf{w}) - \log p_{\theta_1}(Y_i) \right] \\
&\quad - \mathbb{E}_{q_{\phi}} \left[ \sum_{u \in \mathcal{U}} \log q_{\phi_2}(Z_u^{(T)} \mid \mathbf{v}) - \log p_{\theta_2}(Z_u) \right]. \tag{12}
\end{align*}
\]

According to the rule for transformation of densities \[62\], the variational posteriors in Eq. (12), i.e. \( \log q_{\phi_1}(Y_i^{(T)} \mid \mathbf{w}) \) and \( \log q_{\phi_2}(Z_u^{(T)} \mid \mathbf{v}) \), can be rewritten as follows:
where the mean with respect to following transformations: we now go into the details of the derivation of the final ELBO. For convenience, we use the Inverse Autoregressive Flow (IAF) [35]. To facilitate further derivation, we start with the important definition in IAF: 

**Definition 1**: If a vector \( \mathbf{x} = (x_1, \ldots, x_D) \) is auto-regressively depend on another vector \( \mathbf{y} = (y_1, \ldots, y_D) \), then the following relationship exists between them:

\[
x_i = f_{x_i}(y_1, y_2, \cdots, y_{i-1}) \quad \forall i \in (1, D],
\]

where \( f_{x_i} \) is a function mapping \((y_1, y_2, \cdots, y_{i-1})\) to \(x_i\). We denote such relation between \(x\) and \(y\) as \( x \mapsto y \).

According to **Definition 1**, we can derive directly that for any \( j \geq i \), the partial derivative of \( x_i \) with respect to \( y_j \) is 0, i.e., \( \frac{\partial x_i}{\partial y_j} = 0, j \geq i \). Thus the Jacobian matrix \( \frac{\partial \mathbf{x}}{\partial \mathbf{y}} \) is a triangle matrix with all main-diagonal elements being 0, so that the determinant of \( \frac{\partial \mathbf{x}}{\partial \mathbf{y}} \), i.e. \( |\frac{\partial \mathbf{x}}{\partial \mathbf{y}}| \), will be equal to 0. The autoregressive character also has transitivity, which means if \( x \mapsto y \) and \( y \mapsto z \), then \( x \mapsto z \).

We now go into the details of the derivation of the final ELBO. For convenience, we use the notation \( \mathbf{R} \) to represent either \( \mathbf{Y} \) or \( \mathbf{Z} \) in the rest of paper. The IAF consists of a chain of \( T \) of the following transformations:

\[
\mathbf{R}_i^{(t)} = \mu_{R_i}^{(t)} + \sigma_{R_i}^{(t)} \odot \mathbf{R}_i^{(t-1)} \quad t = 1, 2, \ldots, T,
\]

where the mean \( \mu_{R_i}^{(t)} \) and the variance \( \sigma_{R_i}^{(t)} \) are the output of the autoregressive neural network at \( t \)-th step. We can know that both \( \mu_{R_i}^{(t)} \) and \( \sigma_{R_i}^{(t)} \) subject to **Definition 1** with \( \mathbf{R}_i^{(t-1)} \), i.e. \( \mu_{R_i}^{(t)} \mapsto \mathbf{R}_i^{(t-1)} \) and \( \sigma_{R_i}^{(t)} \mapsto \mathbf{R}_i^{(t-1)} \). Thus, we can calculate the determinant of the Jacobian matrix of \( \mathbf{R}_i^{(t)} \) w.r.t. \( \mathbf{R}_i^{(t-1)} \) as:

\[
\left| \frac{d \mathbf{R}_i^{(t)}}{d \mathbf{R}_i^{(t-1)}} \right| = \left| \frac{d \mu_{R_i}^{(t)}}{d \mathbf{R}_i^{(t-1)}} \right| + \left| \frac{d \sigma_{R_i}^{(t)}}{d \mathbf{R}_i^{(t-1)}} \right| \left| \mathbf{R}_i^{(t-1)} \right| + \left| \sigma_{R_i}^{(t)} \right| I
\]
where $\bullet \mid_d$ denotes the $d$-th element of $\bullet$. Fig. 3 visualizes how we obtain $R^{(t)}$ from the previous embedding $R^{(t-1)}$ and its context embedding $h_R$ at the flow. Then we assume the initial variational posterior of each word and user are simply diagonal Gaussian distributions:

$$q_{\phi_1}(Y_i^{(0)} \mid W) = N(Y_i^{(0)} | \mu_{Y_i}, \sigma_{Y_i}^2, I),$$

$$q_{\phi_2}(Z_u^{(0)} \mid V) = N(Z_u^{(0)} | \mu_{Z_u}, \sigma_{Z_u}^2, I),$$

where $\mu_{Y_i}$ and $\mu_{Z_u}$, $\sigma_{Y_i}^2$ and $\sigma_{Z_u}^2$ are means and variances of the initial variational posterior of words and users to be learned, respectively. The prior of the final embedding can be represented as a standard diagonal Gaussian distribution:

$$p(Y_i^{(T)}) = N(Y_i^{(T)} | 0, I),$$

$$p(Z_u^{(T)}) = N(Z_u^{(T)} | 0, I),$$

Then we obtain the form of ELBO with normalizing flow from $t = 0$ to $t = T$ (the detailed derivation is provided in Appendix C) as:

$$\mathcal{L}(\theta, \phi; W, A) = \mathbb{E}_{q_{\phi}} \left[ \sum_{(i,j) \in E_W} \log p_{\theta}(W_{ij} | Y_i^{(T)}, Y_j^{(T)}) \right]$$

$$+ \beta \mathbb{E}_{q_{\phi}} \left[ \sum_{(u,i) \in EN_i} \log p_{\theta}(V_{ui} | Z_u^{(T)}, Y_i^{(T)}) \right]$$

$$- \mathbb{E}_{q_{\phi}} \left[ \sum_{i \in \mathcal{W}} \sum_{d=1}^D \left( -\frac{1}{2} \mathbf{e}_{Y_i}^2 - \sum_{t=0}^T \log \sigma_{Y_i}^{(t)} + \frac{1}{2} \left(Y_i^{(T)} \right)^2 \right) \right]$$

$$- \beta \mathbb{E}_{q_{\phi}} \left[ \sum_{u \in \mathcal{U}} \sum_{d=1}^D \left( -\frac{1}{2} \mathbf{e}_{Z_u}^2 - \sum_{t=0}^T \log \sigma_{Z_u}^{(t)} + \frac{1}{2} \left(Z_u^{(T)} \right)^2 \right) \right],$$

where $\mathbf{e}_{Y_i} = \frac{Y_i^{(0)} - \mu_{Y_i}^{(0)}}{\sigma_{Y_i}^{(0)}}$ and $\mathbf{e}_{Z_u} = \frac{Z_u^{(0)} - \mu_{Z_u}^{(0)}}{\sigma_{Z_u}^{(0)}}$. $\beta$ is the trade-off parameter we mentioned in (6). Finally, we can simply derive from Monte Carlo estimates of these expectation terms by the following estimators for our model as:

$$\mathcal{L}(\theta, \phi; W, V) = \frac{1}{N^2 \cdot L} \sum_{l=1}^L \left( \sum_{i,j \in \mathcal{W}} \log p_{\theta_i}(W_{ij} \mid Y_i^{(T,l)}, Y_j^{(T,l)}) \right)$$

$$+ \frac{\beta}{N \cdot F \cdot L} \sum_{l=1}^L \left( \sum_{u \in \mathcal{U}, i \in \mathcal{W}} \log p_{\theta_i}(V_{ui} \mid Z_u^{(T,l)}, Y_i^{(T,l)}) \right)$$
where $L$ is the sampling size.

4.5 Modelling Constraints of Voting

In order to enforce the embeddings of users and words subject to the voting constraint during the inference of the embeddings of users and word, we formally define a single constraint that that user $u$ has more votes than user $v$ for word $i$ as:

$$S(Y_i, Z_u) \geq S(Y_i, Z_v),$$

where $Y_i$, $Z_u$ and $Z_v$ represent the embeddings of word $i$, user $u$ and user $v$, respectively. The similarity function $S(\cdot, \cdot)$ is a scoring function that is introduced to compute the similarity between user embeddings and word embeddings.

To incorporate such constraints into our user profiling task as we describe above, we extends the co-embedding model by using Max-margin methods. The max-margin methods, such as SVM-Rank [24], have been widely applied into many information retrieval methods. In particular, given a set of training queries $\{q_i\}_{i=1}^n$, with $n$ being the number of queries, their associated document pairs $(x_u^{(i)}, x_v^{(i)}) \in S_i$ and the corresponding ground-truth label $y_{u,v}^{(i)}$, the standard SVM-Rank model try to optimize the following objective function:

$$\min_{w,b,\xi} \frac{1}{2} ||w||_2^2 + \lambda \sum_{i=1}^n \sum_{(u,v) \in S_i} \xi_{(u,v)}^{(i)}$$

s.t. $y_{u,v}^{(i)} \left[ w^T (x_u^{(i)} - x_v^{(i)}) + b \right] \geq 1 - \xi_{(u,v)}^{(i)}$,  

$\xi_{(u,v)}^{(i)} \geq 0, \quad i = 1, ..., n,$

where $\xi_{(u,v)}^{(i)}$ is a slack variable representing the tolerance of incorrect ranking document $u$ and document $v$ on query $i$. In the document ranking task, a scoring function is used to compute the relevance between query $i$ and document $u$, i.e., $f(q_i, x_u^{(i)}) = w^T x_u^{(i)} + b$.

The SVM-Rank [24] constraint formulation can also be applied in our task. Specifically, given all $N$ words, i.e., the size of vocabulary in our task, their associated user pair $(Z_u, Z_v) \in S_{uv}$ which created by counting the votes of word $i$ on each users, and its corresponding label $y_{u,v}^{(i)}$, we can construct the following optimization function:

$$\min_{w,b,\xi} \mathcal{L}_{SVM} = \min_{w,b,\xi} \frac{1}{2} ||w||_2^2 + \lambda \sum_{i=1}^n \sum_{(u,v) \in S_{uv}} \xi_{(u,v)}^{(i)}$$

s.t. $y_{u,v}^{(i)} \left[ w^T (< Y_i, Z_u > - < Y_i, Z_v >) + b \right] \geq 1 - \xi_{(u,v)}^{(i)}$,  

$\xi_{(u,v)}^{(i)} \geq 0, \quad i = 1, ..., N,$

where $\xi_{(u,v)}^{(i)}$ represents the tolerance of incorrect ranking user $u$ and user $v$ on word $i$, i.e., the tolerance of the constraints between user $u$ and user $v$ on word $i$ not being satisfied. Unlike the standard SVM-Rank, the scoring function in (26) receives two inputs, i.e., user embeddings and word embeddings, and if one user has high expertise for a specific word, their embeddings should
have high similarity, such that the scoring function should output a high score number when receiving their embeddings as input. Therefore the scoring function can be seen as the function of computing the similarity between user embeddings and word embeddings. Specifically, we make an element-wise product between them, (e.g., $<Y_i, Z_u>$ denote element-wise product between $Y_i$ and $Z_u$), and thus the scoring function can be written as: $S(Y_i, Z_u) = w^T <Y_i, Z_u> + b$. Then we can obtain the parameters of the scoring function $S(\cdot,\cdot)$, i.e., $w$ and $b$, by solving the quadratic programming problem as discussed above.

To obtain the embeddings of both users and words with additional constraints, FCCM optimizes a combined loss of ELBO and the max-margin classifier of SVM-Rank. The final objective of the learning for our FCCM can be written as follows:

$$\min_{\theta, \phi; w,b, \xi} \mathcal{L} = \min_{\theta, \phi; w,b, \xi} \mathcal{L}(\theta, \phi; W, V) + \mathcal{L}_{\text{SVM}}$$

subject to $y_{a,b}^{(i)} [w^T ( <Y_i, Z_u> - <Y_i, Z_o> ) + b] \geq 1 - \xi_{(u,v)}^{i}$, $\xi_{(u,v)}^{i} \geq 0, \quad i = 1, ..., n$.

5 OPTIMIZATION

To optimize Eq. (27), we need update two parts of the trainable parameters, namely, the parameters in the VAE loss $\mathcal{L}(\theta, \phi; W, V)$ (the encoders $\phi$ and decoders $\theta$) and the parameters in the SVM-Rank loss $\mathcal{L}_{\text{SVM}}(w, b, \xi)$. In order to jointly train our model, we first fix the parameters of the VAE loss (i.e. $\phi$ and $\theta$), update and optimize the parameters in the SVM-Rank, and then fix the parameters in SVM-Rank loss, update and optimize the parameters in the VAE loss. We iteratively update the parameters of these two parts until coverage, such that the variational latent variables subject to the constraints while still being able to co-embed users and words in the same semantic space.

5.1 Optimize $\theta$ and $\phi$

To update the parameters of the VAE loss, we fix $w$ and $b$ and optimize the following objective function:

$$\min_{\theta, \phi} \mathcal{L}(\theta, \phi; W, V) = \alpha \left[ \sum_{i=1}^{N} \sum_{(u,v) \in C_{w_i}} S(Y_i, Z_u) - S(Y_i, Z_o) \right]$$

subject to $\alpha \geq 0$, (28)

where $\alpha$ is a trade-off parameter that governs the contribution of the constraints over the optimization process, $S(\cdot,\cdot)$ is the similarity computing function, i.e. the scoring function, and $C_{w_i}$ is a set of positive users pairs on word $i$. Each pair $(Z_u, Z_o) \in C_{w_i}$ satisfies that the embeddings of word $i$ (i.e. $Y_i$) has higher similarity with the embeddings of users $u$ (i.e. $Z_u$) than user $v$ (i.e. $Z_o$). Note that the constraints part of objective in Eq. (28) can be treated as a regularizer, which enforces the embedding of the users closer to those of the words after the optimization.

In order to optimize the objective in Eq. (28), we apply two neural network models, i.e., the inference model with trainable parameters $\phi$ and the generative model with trainable parameters $\theta$, to perform gradient decent for learning all the model parameters.

Inference Model. In this part, we aim at encoding from observation variables, i.e., word-to-word co-occurrence matrix $W$ and user-to-word co-occurrence matrix $V$, to initial variational posteriors. We apply two two-layer fully connected neural networks as our two encoders, one for inferring the initial variational posteriors of the users and another for inferring the initial variational posteriors...
of the words, respectively. Specifically, the network structure is defined as follows:

$$H^{(i)}_{ul} = \text{relu} \left( VW^{(i)}_{ul} + b^{(i)}_{ul} \right),$$

$$\begin{bmatrix} \mu^{(i)}_z, \sigma^{(i)}_z, h_z \end{bmatrix} = H^{(i)}_{ul} W^{(i)}_{ul} + b^{(i)}_z,$$

$$H^{(i)}_w = \text{relu} \left( WW^{(i)}_w + b^{(i)}_w \right),$$

$$\begin{bmatrix} \mu^{(i)}_y, \sigma^{(i)}_y, h_y \end{bmatrix} = H^{(i)}_w W^{(i)}_w + b^{(i)}_y,$$

(29)

(30)

where $\mu^{(i)}_y$ and $\sigma^{(i)}_y$ are the means and variances of the initial variational posteriors of words, $\mu^{(i)}_z$ and $\sigma^{(i)}_z$ are the means and variances of the initial variational posteriors of users, and $h_y$ and $h_z$ are the context vector of words and users, respectively. $b$ is the bias and $\text{relu}(\cdot)$ is the rectified linear unit activation function [21]. For brevity, we let $\phi = [\phi_1, \phi_2]$ denote all the trainable parameters of encoder with $\phi_1 = [W^{(i)}_{ul}, W^{(i)}_w, b^{(i)}_{ul}, b^{(i)}_w]$ being the trainable weights for the word inference layers and $\phi_2 = [W^{(i)}_w, b^{(i)}_w, b^{(i)}_y]$ being trainable weights for the user inference layers.

After having obtained all the means and variances for all the initial variational posteriors of words and users, the reparameterization trick [36] is applied to transform the latent Gaussian random variables to the deterministic values of $Y^{(0)}$ and $Z^{(0)}$, i.e., initial word embeddings and initial user embeddings.

**Inverse Autoregressive Flows.** The part of IAF aims to transform the initial variational posteriors to approximate the true posteriors. The masked matrix [20] is used to implement the "autoregressive" feature. Each invertible and smooth mapping in IAF chain is defined as follows:

$$H^{(1)}_I = \text{ELU} \left( R^{(I-1)} \left( M \odot W^{(0)}_I \right) + b^{(0)}_I \right),$$

$$H^{(1)}_I = H^{(1)}_I + h_R,$$

$$H^{(2)}_I = \text{ELU} \left( H^{(1)}_I \left( M \odot W^{(1)}_I \right) + b^{(1)}_I \right),$$

$$\mu^{(t)}_r = H^{(2)}_I \left( M' \odot W^{(2)}_I \right) + b^{(2)}_I,$$

$$\sigma^{(t)}_r = \text{sigmoid} \left[ H^{(2)}_I \left( M' \odot W^{(3)}_I \right) + b^{(3)}_I + s \right],$$

$$R^{(t)} = \mu^{(t)}_r + \sigma^{(t)}_r \odot R^{(t-1)},$$

$$l_R = l_R + \log \sigma^{(t)}_r,$$

(31)

(32)

(33)

(34)

(35)

(36)

(37)

where $\text{ELU}(\cdot)$ is a non-linear activation function [3]: $M$ and $M'$ are autoregressive mask matrix defined as follow:

- If $M, M' \in \mathbb{R}^{d_1 \times d_2}, d_1 \geq d_2$ and $\frac{d_1}{d_2} = k, k \in \mathbb{Z}^+$, then

$$M_{ij} = \begin{cases} 0 & i > k \cdot j, \\ 1 & i \leq k \cdot j, \end{cases}$$

$$M'_{ij} = \begin{cases} 0 & i > k(j - 1), \\ 1 & i \leq k(j - 1). \end{cases}$$

(38)

(39)

- If $d_2 \geq d_1$ and $\frac{d_2}{d_1} = k, k \in \mathbb{Z}^+$, then
\[ M_{ij} = \begin{cases} 0 & j \leq k(i-1), \\ 1 & j > k(i-1), \end{cases} \tag{40} \]

\[ M'_{ij} = \begin{cases} 0 & j \leq k \cdot i, \\ 1 & j > k \cdot i, \end{cases} \tag{41} \]

\( s \) is similar to the forget bias in Long Short-Term Memory (LSTM) that usually initialized with +1 or +2, and sigmoid(\( \cdot \)) is represented as the standard sigmoid activation function. For calculate the KL divergence term, \( l_R \) is a global variable used to add up all LDJ terms. \( \mathbf{1} \) is a vector of ones and in reality \( \log \sigma_R^{(t)} \) is equal to add up all elements in each row. \( \phi_R^{(t)} = \begin{bmatrix} W^{(0)}_I, W^{(1)}_I, W^{(2)}_I, W^{(3)}_I, b^{(0)}_I, b^{(1)}_I, b^{(2)}_I, b^{(3)}_I \end{bmatrix} \) are all trainable weights of the \( t \)-th autoregressive neural network in flow.

According to (31) and (33), we can know that \( H^{(1)}_I \mapsto R^{(t-1)} \) and \( H^{(2)}_I \mapsto H^{(1)}_I \). According to (34) and (35), we can know that \( \mu_R^{(t)} \mapsto H^{(2)}_I \) and \( \sigma_R^{(t)} \mapsto H^{(2)}_I \). Then according to the transitivity of autoregressive character, we have:

\[ \begin{align*}
\mu_R^{(t)} & \mapsto R^{(t-1)}, \\
\sigma_R^{(t)} & \mapsto R^{(t-1)}. \tag{42, 43} \end{align*} \]

According to [35], for numerical stability, \( R^{(t)} \) is obtained by:

\[ R^{(t)} = \left( 1 - \sigma_R^{(t)} \right) \odot \mu_R^{(t)} + \sigma_R^{(t)} \odot R^{(t-1)}. \tag{44} \]

Note that it is a special form of updating the \( t \)-th mapping result of IAF chain, i.e. \( R^{(t)} \), and thus the simple computation of the log-determinant of Jacobian matrices still applies.

**Generative Model.** The generative model aims to reconstruct the observation variables, i.e., the word-to-word co-occurrence matrix \( \mathbf{W} \) and the user-to-word co-occurrence matrix \( \mathbf{V} \), according to their latent representations \( \mathbf{Y} \) and \( \mathbf{Z} \). Here we denote the word-to-word generative model network by \( \mathcal{R}_\theta \). Then \( \mathcal{R}_\theta \) takes latent embeddings of words \( Y_i \) and \( Y_j \) as input, and outputs the parameters of the corresponding distribution:

\[ [\mu_{E_{W(i,j)}}, \sigma_{E_{W(i,j)}}^2] = \mathcal{R}_{\theta_i}(Y_i, Y_j). \tag{45} \]

The value of \( W_{ij} \in \mathbf{W} \) can be binary or real, which are treated by different generative distributions:

(i) For real-valued co-occurrence information, e.g., the co-occurrence frequency between two words \( i \) and \( j \) can be generated by:

\[ p_{\theta_i}(W_{ij} \mid Y_i, Y_j) = \mathcal{N}(\mu_{E_{W(i,j)}}, \sigma_{E_{W(i,j)}}^2). \tag{46} \]

(ii) For binary-valued co-occurrence information, e.g., the probability that word \( i \) and word \( j \) co-occur in same answers can be:

\[ p_{\theta_i}(W_{ij} \mid Y_i, Y_j) = \text{Ber}(\mu_{E_{W(i,j)}}). \tag{47} \]

Where \( \mathcal{N}(\mu_{E_{W(i,j)}}, \sigma_{E_{W(i,j)}}^2) \) and \( \text{Ber}(\mu_{E_{W(i,j)}}) \) are multivariate Gaussian distribution and Bernoulli distribution parametrized by \( [\mu_{E_{W(i,j)}}, \sigma_{E_{W(i,j)}}^2] \) and \( \mu_{E_{W(i,j)}} \), respectively.
Similarly, we denote the user-to-word generative model network by $R_\theta_2$, which takes user embeddings $Z_u$ and word embeddings $Y_i$ as input, and outputs the parameters of the corresponding distribution:

$$[\mu_{E_{ui}(u,i)}, \sigma^2_{E_{ui}(u,i)}] = R_{\theta_2}(Z_u, Y_i).$$ \hspace{1cm} (48)$$

$V_{ui}$ also can be binary or real values, and the parameters of $E_{ui}(u,i)$ corresponding to these two types of value can be generate by the following:

(i) For real-valued co-occurrence information, e.g., the probability that word $i$ is associated with user $u$ can be:

$$p_{\theta_1}(V_{ui} | Z_u, Y_i) = \mathcal{N}(\mu_{E_{ui}(u,i)}, \sigma^2_{E_{ui}(u,i)} I).$$ \hspace{1cm} (49)$$

(ii) For binary-valued co-occurrence information, e.g. the probability whether user $u$ have used word $i$ can be:

$$p_{\theta_2}(V_{ui} | Z_u, Y_i) = \text{Ber}(\mu_{E_{ui}(u,i)}).$$ \hspace{1cm} (50)$$

We denote $\theta = [\theta_1, \theta_2]$ as all the trainable parameters of generative model. Since all the co-occurrence information, including word-to-word co-occurrence pairs and user-to-word co-occurrence pairs, is binary-valued, we perform our generative model by inner product between the latent embeddings as follows:

$$R_{\theta_1}(Y_i, Y_j) = \text{sigmoid}(Y_i^T Y_j),$$
$$R_{\theta_2}(Z_u, Y_i) = \text{sigmoid}(Z_u^T Y_i),$$ \hspace{1cm} (51)$$

where $\text{sigmoid}(\cdot)$ is the sigmoid function.

5.2 Optimize $w$ and $b$

To update the parameters of the SVM-Rank objective, we fix $\theta$ and $\phi$, then the optimization of objective Eq. (27) is equivalent to optimizing the SVM-Rank objective (see §4.5). In particular, we can update the weight vector $w$ and the bias $b$, i.e., the parameters of the similarity computing function $S(\cdot, \cdot)$, by solving the quadratic programming problem.

After obtaining the embeddings of all users and words, we can calculate the cosine similarities between all the user-word pairs, and retrieve the top-$K$ relevant keywords, i.e., $K_u$, based on the similarity scores.

6 EXPERIMENTAL SETUP

In this section, we detail our experimental setup. In Section § 6.1, we first list the research questions that guide the remainder of the paper. Then, we describe the datasets, baselines and evaluation metrics in Section § 6.2, § 6.3 and § 6.4, respectively.

6.1 Research Questions

We target at answering the below research questions that guide the remainder of the paper:

(RQ1) Can our proposed FCCM model outperform the state-of-the-art baseline models in terms of the user profiling task in QACs?
(RQ2) Can the integration of the additional constraints enhance the performance of our FCCM for the user profiling task in QACs?
(RQ3) Can the vector representations of users and words inferred by our FCCM model effectively measure the semantic affinities between them?
(RQ4) What is the impact of the normalizing flow integrated into our FCCM model on the performance of our FCCM model for the user profiling task in QACs?
(RQ5) How good is the quality of the semantic embeddings obtained by our FCCM model in terms of generalization performance?

(RQ6) What is the impact of the trade-off hyper-parameters on the quality of inferred representations of users and words?

(RQ7) How do the embedding dimensions of users and words impact the performance of our FCCM model in the user profiling task?

6.2 Dataset

Due to the lack of related research on user profiling tasks in QACs, there is no relevant public available dataset that is suitable to train and test our proposed model. To evaluate the effectiveness of our proposed model, we extract a real-world QAC dataset in the experiment, by crawling a large number of relevant question answering data from a well-known Chinese question answering community platform, Zhihu, where questions are posted and answered by its community users.

Specifically, the overall extraction process is as follows:

1. **Seed users selection.** We manually selected a number of users who have expertise on one or multiple fields, such as sport, music and astronomy etc. Specifically, we selected users according to the following criterion: (1) the number of users’ answers must be ≥ 100; (2) the total number of votes received by users must be ≥ 10,000; (3) the number of user’s followers must be ≥ 1000. After filtering out the users according to the above conditions, we then crawled all answers they posed and the votes of these answers.

2. **Data cleaning.** We mainly remove meaningless content in the answers, such as URL links and image links, as well as some informal answers (some answers are just a joke or other content that does not reflect the corresponding user’s expertise).

3. **Word segmentation and filtering.** Specifically, we first segmented answers posted by all selected users into words by the using Chinese word segment tool pkuseg [67]. Then we removed the stop words and filtered words based on word frequency. By doing so, we can filter out most of the words that have no meanings. Finally, we obtain 2,692 users, about 30,000 words, and the corresponding votes associated with each word.

4. **Annotation.** To do this, we employ a number of annotators. For each user, each annotator was asked to generate a ranked list of top-K relevant keywords (the number of which was decided by the annotators) that can summarize the user’s expertise. In total, 98 annotators took part in the annotation, with each of them labelling about 25 users.

Through the above process, we can finally obtain the ground truth profile of all selected users. Table 3 shows the ground truth profile of three users with user id 13, 22, and 64, respectively. Note that here for brevity, we only list the Top-10 keywords for each user. From the keywords corresponding to each user in Table 3, it can be seen that the main areas profiled by user 13 are the Internet and manufacturing, user 22 is more interested in politics and international situations, while user 64 is interested in finance, real estate, and basketball.

Since there is a heavy workload on the data annotation, in this paper we only focus on the Zhihu dataset, which is a Chinese dataset, and we leave the evaluation of datasets over other languages and other QAC platforms as future works. In order to validate the generalization of our proposed models, we further split the users into four subsets over different topics. To obtain such subsets, we use the Author Topic Model (ATM) [64] to cluster the users into five groups, inspired by [75]. The split subsets and their top-k highest probability words per topic are shown in Table 2.

---

3The dataset used in our experiments is publicly downloadable from https://bitbucket.org/luoyp21/zhihuq-a/get/master.zip.
Table 2. Top words of the five subsets. Note that some stop words are manually removed from the list.

<table>
<thead>
<tr>
<th>Group/Topic</th>
<th>#1</th>
<th>#2</th>
<th>#3</th>
<th>#4</th>
<th>#5</th>
</tr>
</thead>
<tbody>
<tr>
<td># Users</td>
<td>532</td>
<td>456</td>
<td>554</td>
<td>378</td>
<td>772</td>
</tr>
<tr>
<td>Top-5 Words</td>
<td>英国(UK)</td>
<td>训练(Training)</td>
<td>智能(Intelligence)</td>
<td>爱情(Love)</td>
<td>皮肤(Skin)</td>
</tr>
<tr>
<td></td>
<td>投资(Invest)</td>
<td>比赛(Competition)</td>
<td>大数据(Big data)</td>
<td>焦虑(Angst)</td>
<td>公众号(Account)</td>
</tr>
<tr>
<td></td>
<td>资本(Capital)</td>
<td>热量(Calories)</td>
<td>互联网(Internet)</td>
<td>治疗(Treatment)</td>
<td>品牌(Brand)</td>
</tr>
<tr>
<td></td>
<td>银行(Bank)</td>
<td>食物(Food)</td>
<td>运营(Operation)</td>
<td>社交(Social)</td>
<td>开发(Development)</td>
</tr>
<tr>
<td></td>
<td>金融(Finance)</td>
<td>体系(System)</td>
<td>品牌(Brand)</td>
<td>婚姻(Marriage)</td>
<td>文明(Culture)</td>
</tr>
</tbody>
</table>

Table 3. The ground truth profiles for three users with user ID #13, #22, and #64, respectively. Words are translated into English in the corresponding brackets.

<table>
<thead>
<tr>
<th>User ID</th>
<th>#13</th>
<th>#22</th>
<th>#61</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ground truth</td>
<td>互联网 (WWW)</td>
<td>国家 (Countries)</td>
<td>楼市 (Estate market)</td>
</tr>
<tr>
<td></td>
<td>制造业 (Industries)</td>
<td>中国 (China)</td>
<td>房地产 (Estate)</td>
</tr>
<tr>
<td></td>
<td>阿里巴巴 (Alibaba)</td>
<td>中国人 (Chinese)</td>
<td>篮球 (Basketball)</td>
</tr>
<tr>
<td></td>
<td>腾讯 (Tencent)</td>
<td>外国 (Foreign countries)</td>
<td>婚姻 (Marriage)</td>
</tr>
<tr>
<td></td>
<td>亚马逊 (Amazon)</td>
<td>美国 (US)</td>
<td>股票 (Stocks)</td>
</tr>
<tr>
<td></td>
<td>宝马 (BMW)</td>
<td>新闻 (News)</td>
<td>姚明 (Yao Ming)</td>
</tr>
<tr>
<td></td>
<td>客服 (Retail)</td>
<td>法律 (Laws)</td>
<td>科比 (Kobe Bean Bryant)</td>
</tr>
<tr>
<td></td>
<td>富士康 (Foxconn)</td>
<td>世界 (The world)</td>
<td>学区房 (School district houses)</td>
</tr>
<tr>
<td></td>
<td>马云 (Jack Ma)</td>
<td>主权 (Sovereignty)</td>
<td>基金 (Funds)</td>
</tr>
<tr>
<td></td>
<td>广州 (Guangzhou city)</td>
<td>印度 (India)</td>
<td>珠海 (Zhuhai city)</td>
</tr>
</tbody>
</table>

6.3 Baselines and Settings

We compare our proposed FCCM model with the following 10 baseline algorithms for the task of user profiling:

(i) **TF-IDF**: This baseline model applies the traditional TF-IDF algorithm [73] to obtain the retrieval scores of words given a user’s associated documents (in our setting, the answers) and regards those top-N retrieval words as the results for profiling the user.

(ii) **Average Word Embedding (AWE)**: This baseline model takes the average of the word embeddings in the answers associated with the user as the semantic representation of the user. The word embeddings here are obtained from the Chinese word embeddings pre-trained by Tencent’s Directional Skip-Gram model [66].

(iii) **TF-IDF + Word Embedding (TWE)**: This baseline model takes the TF-IDF scores as the weights of the words for a user, and then regards the average of the representations of the words that multiple the weights as the final semantic representations of the words for the users. The users are then profiled by the top-N words with the top-N retrieval scores. The word embeddings here are also obtained from the Chinese word embeddings pre-trained by Tencent’s Directional Skip-Gram model [66].

(iv) **Word2Vec**: This is the traditional word embedding algorithm [54]. It regards each user as a special word and the words in the answers posted by the user as the context words.

(v) **Neural Variational Document Model (NVDM)**: This is a neural document embedding model [52] that infers both the embeddings of documents and words. We utilize this model to obtain the representations of the answers, which are then averaged to be the representation of the user who posted these answers. The users are then profiled by the top-N most relative words that are most similar to the embeddings of the users.

(vi) **Embedding Topic Model (ETM)**: This is a topic model that takes into account the embeddings of words [14]. The model co-embeds semantic representations of latent topics and words. The topic distributions of the answers associated with the users are regarded...
as the semantic representations of the users. Words with their embeddings matching the embeddings of the users are taken as the profiling results of the users.

(vii) **Labelled ETM**: This is a variant of the ETM. "Labeled" denotes the word embeddings using in ETM are pre-trained. Word embeddings here are the Chinese word embeddings pre-trained by Tencent.

(viii) **Author Topic Model (ATM)** [64]: This model infers topic distributions specific over document to each user, and we take the top-\(k\) words with largest generation probability over all the topics of each author as his profiling words. We set \(a = 0.1, \beta = 0.01\) as the ATM priors, and \(T = 50\) as the numbers of topics.

(ix) **Co-embedding Model (CEM)** [47]: This is the variant of our model, and it is the same as our proposed FCCM model except that it co-embeds users and words by utilizing our proposed variational auto-encoder but without applying the additional constraints.

(x) **Constrained Co-embedding Model (CCEM)** [47]: This is the variant of our model, and it is the same as our proposed FCCM model except that it co-embeds users and words by utilizing our variational auto-encoder with additional constraints but without adopting normalizing flow.

As a default setting in both our FCCM model and the baseline models, we set the size of the dimensions of the semantic representations to be 200, which is aligned to that of the settings in many embedding model such as the pre-trained Chinese word embedding model [66]. In terms of the Word2Vec model, we set the window size to be 5. To be consistent, we also set the window size to be 5 when we take into account co-occurrence information between any two words, i.e., assume the two words co-occur if they appear within a window with size being 5, and build corresponding word-to-word co-occurrence matrix, i.e., \(W\) as the input of our FCCM and the variant of our models, CEM and CCEM.

### 6.4 Evaluation Metrics

For evaluation purpose, a number of traditional relevance-oriented evaluation metrics are used: R-Prec (R-precision), MAP (Mean Average Precision), Pre@\(k\) (Precision at \(k\)), NDCG@\(k\) (Normalized Discounted Cumulative Gain at \(k\)), MRR@\(k\) (Mean Reciprocal Rank at \(k\)) [9]. R-Prec is the precision after \(R\) relevant words have been retrieved, where \(R\) is the total number of relevant words for profiling a given user. As our model and the baseline models work with inferred representations, we also use the semantic variants of the standard metrics, denoting as R-Prec-S, MAP-S, Pre-S@\(k\), NDCG-S@\(k\), and MRR-S@\(k\), respectively. The standard metrics and the corresponding semantic ones differ between them in the way to obtain the relevance score of a retrieval keyword \(w^*\) and the keyword in the ground truth \(w^{gt}\) for user profiling. Specifically, for standard metrics, we let the relevance score be 1 if \(w^* = w^{gt}\), otherwise be 0, whereas we let the relevance score be calculated by cosine similarity between the word embeddings of these two keywords \(w^*\) and \(w^{gt}\) in semantic version. For each metric we let \(k\) be 5, 10 and 20 (for MRR and MRR-S, \(k\) is set to 1, 3 and 5) to compute \(M@k\), where \(M\) is one of the metrics.

### 7 RESULTS AND ANALYSIS

In this section, we answer the research questions listed in § 6.1, report and analyze the experimental results.

#### 7.1 Overall Performance (RQ1)

To answer RQ1, we conduct experiments on the user profiling task, and compare the performance of our FCCM with the baselines methods listed in §6.3. Table 4 shows the result of user profiling over
Table 4. Performance of FCCM and the baselines on MAP, R-Prec, P@5, 10,20, NDCG@5, 10,20, MRR@5,10,20, respectively. The statistical significance is tested using a two-tailed paired t-test. Statistically significant differences between FCCM and the best baseline model are denoted using *at the upper right corner of the FCCM performance scores.

<table>
<thead>
<tr>
<th></th>
<th>Pre@</th>
<th>NDCG@</th>
<th>MRR@</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MAP</td>
<td>R-Prec</td>
<td>5</td>
</tr>
<tr>
<td>TF-IDF</td>
<td>.183</td>
<td>.078</td>
<td>.073</td>
</tr>
<tr>
<td>AWE</td>
<td>.196</td>
<td>.111</td>
<td>.081</td>
</tr>
<tr>
<td>TWE</td>
<td>.223</td>
<td>.118</td>
<td>.095</td>
</tr>
<tr>
<td>NVDM</td>
<td>.228</td>
<td>.115</td>
<td>.098</td>
</tr>
<tr>
<td>ATM</td>
<td>.228</td>
<td>.117</td>
<td>.097</td>
</tr>
<tr>
<td>Word2Vec</td>
<td>.239</td>
<td>.133</td>
<td>.092</td>
</tr>
<tr>
<td>ETM</td>
<td>.263</td>
<td>.140</td>
<td>.133</td>
</tr>
<tr>
<td>CEM</td>
<td>.275</td>
<td>.154</td>
<td>.141</td>
</tr>
<tr>
<td>Labeled ETM</td>
<td>.283</td>
<td>.166</td>
<td>.155</td>
</tr>
<tr>
<td>CCEM</td>
<td>.328</td>
<td>.194</td>
<td>.188</td>
</tr>
<tr>
<td>FCCM</td>
<td>.336</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

FCCM and the baseline methods in terms of the standard evaluation metrics discussed in §6.4. As a sanity check, we can observe from Table 4 that, the performance ranking across the comparison models is consistent over different evaluation metrics. More precisely, we can obtain the following performance ranking in most cases: FCCM ~ CCEM > Labeled ETM > CEM > ETM > Word2Vec > ATM > NVDM > TWE > AWE > TF-IDF, where we let > denote that the performance difference is statistically significant at a significance level of 95% by the Student’s two tailed t-test, and ~ denotes that the difference is not statistically significant. CCEM and our FCCM can consistently perform better for the user profiling task than the other baseline methods. In addition, we also obtain the evaluation performances in terms of the semantic evaluation metrics, which are shown in Table 5. We can see that our proposed FCCM model significantly outperforms all other baseline models. In particular, we can observe the following performance ranking: FCCM ~ CCEM > CEM ~ Labeled ETM > ETM > Word2Vec > ATM > TWE ~ NVDM > AWE > TF-IDF. We can find that our proposed models, i.e., FCCM and CCEM, outperform other state-of-the-art models, indicating that integrating the voting information in QACs and co-embedding users and words into the same semantic space can significantly improve the performance of user profiling task. FCCM works slightly better than CCEM on the semantic version of standard metrics. This is due to the reason that user embeddings and word embeddings produced by FCCM are more suitable for the current dataset, thereby enhancing the performance of the user profiling task.

In order to validate the generalization ability of our proposed model, we also compare our model with the baseline models over the 5 subsets of our dataset. Table 6 and Table 7 show the comparison result of relevance-oriented metrics (NDCG@k) and the semantic-oriented metrics (NDCG-S@k) on user groups of #1 #2 and #3, while for brevity the comparison results of #4 and #5 and over other metrics (such as MAP and MAP-S) are omit here since they show the same trend and result with the same conclusion. As we can see in both Table 6 and Table 7 , the results over different user groups show the same performance ranking and are consistent with the result of the full Zhihu dataset. This result suggest that our model is able to generalize to different types of datasets and be adapted into the users over different topics.
### Table 5. Profiling performance of FCCM and the baselines on MAP-S, R-Prec-S, P-S@5,10,20, NDCG-S@5,10,20, MRR-S@1,3,5, respectively. Notations for statistically significant differences between FCCM and the best baseline model are the same as those in Table 4.

<table>
<thead>
<tr>
<th></th>
<th>Pre-S@</th>
<th>NDCG-S@</th>
<th>MRR-S@</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MAP-S</td>
<td>R-Prec-S</td>
<td>5</td>
</tr>
<tr>
<td>TF-IDF</td>
<td>.493</td>
<td>.546</td>
<td>.493</td>
</tr>
<tr>
<td>AWE</td>
<td>.588</td>
<td>.671</td>
<td>.588</td>
</tr>
<tr>
<td>NVDM</td>
<td>.590</td>
<td>.678</td>
<td>.592</td>
</tr>
<tr>
<td>TWE</td>
<td>.593</td>
<td>.683</td>
<td>.601</td>
</tr>
<tr>
<td>ATM</td>
<td>.599</td>
<td>.701</td>
<td>.603</td>
</tr>
<tr>
<td>Word2Vec</td>
<td>.605</td>
<td>.723</td>
<td>.607</td>
</tr>
<tr>
<td>ETM</td>
<td>.613</td>
<td>.720</td>
<td>.618</td>
</tr>
<tr>
<td>Labeled ETM</td>
<td>.640</td>
<td>.761</td>
<td>.635</td>
</tr>
<tr>
<td>CEM</td>
<td>.622</td>
<td>.726</td>
<td>.627</td>
</tr>
<tr>
<td>CCEM</td>
<td>.659</td>
<td>.774</td>
<td>.647</td>
</tr>
<tr>
<td>FCCM</td>
<td>.667</td>
<td>.768</td>
<td>.651</td>
</tr>
</tbody>
</table>

### Table 6. Performance comparison of FCCM and the baselines over the subsets in terms of the relevance-oriented metrics NDCG@k. The statistical significance is tested using a two-tailed paired t-test. Statistically significant differences between FCCM and the best baseline model are denoted using $^\text{N}$ at the upper right corner of the FCCM performance scores.

<table>
<thead>
<tr>
<th></th>
<th>Group #1</th>
<th>Group #2</th>
<th>Group #3</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>NDCG@</td>
<td>5</td>
<td>10</td>
</tr>
<tr>
<td>TF-IDF</td>
<td>.092</td>
<td>.085</td>
<td>.072</td>
</tr>
<tr>
<td>AWE</td>
<td>.107</td>
<td>.105</td>
<td>.085</td>
</tr>
<tr>
<td>TWE</td>
<td>.117</td>
<td>.112</td>
<td>.097</td>
</tr>
<tr>
<td>NVDM</td>
<td>.125</td>
<td>.127</td>
<td>.104</td>
</tr>
<tr>
<td>ATM</td>
<td>.134</td>
<td>.134</td>
<td>.111</td>
</tr>
<tr>
<td>Word2Vec</td>
<td>.146</td>
<td>.139</td>
<td>.121</td>
</tr>
<tr>
<td>ETM</td>
<td>.156</td>
<td>.151</td>
<td>.128</td>
</tr>
<tr>
<td>CEM</td>
<td>.158</td>
<td>.151</td>
<td>.133</td>
</tr>
<tr>
<td>Labeled ETM</td>
<td>.164</td>
<td>.160</td>
<td>.139</td>
</tr>
<tr>
<td>CCEM</td>
<td>.173</td>
<td>.170</td>
<td>.146</td>
</tr>
<tr>
<td>FCCM</td>
<td>.177$^\text{N}$</td>
<td>.174$^\text{N}$</td>
<td>.149$^\text{N}$</td>
</tr>
</tbody>
</table>

### 7.2 Impact of Constraints on the Profiling Performance (RQ2)

Next, we make a comparison on the profiling performance of FCCM, CCEM and other two best baselines, CEM and Labeled ETM to examine the effectiveness of the integrated constraints.

Recall that in both FCCM and CCEM models, constraints of the representations of users and words are integrated into the objective, while there are no such constraints integrated in other representative baseline models, i.e., CEM and Labeled ETM. Fig. 4 provides the user profiling results evaluated by the semantic metrics, i.e., Pre-S@5, NDCG-S@5, MRR-S@1, MAP-S. In Fig. 4, we vary the trade-off parameter $\alpha$ from 0 to 0.003 with a step size of 0.0005. In the figure, $\alpha = 0$ indicates that the constraints are not applied in both FCCM and CCEM, while a larger $\alpha$ means that more
weights are put on the constraints. As shown in the figure, over all the $\alpha$ values that are larger than 0.0005, both our FCCM and CCEM models that integrate the voting constraints, perform clearly better than the CEM and the Labeled ETM models, and both achieve their best performances at fix $\alpha$ value ($\alpha = 0.0015$), which confirms the fact that integrating constraints into the model indeed helps to improve the performance. A detailed analysis of the parameter $\alpha$ can be found in §7.6.

To conclude for RQ2, we have shown that by varying the contribution weights of the voting constraints, our model witnessed different user profiling performances and best performances are achieve at a fix weight ($\alpha = 0.0015$), which validates that additional voting information modelled by our constraints can indeed boost the user profiling performance.

### 7.3 Effect of Co-embedding Users and Words (RQ3)

To further validate the effectiveness of the co-embedding approach used in our model, we make a user profiling performance comparison between the co-embedding models that co-embed users and words into the same semantic space and the non-co-embedding ones. From Table 5, we can observe that those co-embedding methods, i.e., FCCM, CCEM, CEM, and ETM, significantly perform better than the other non-co-embedding baselines. This result demonstrates that our proposed co-embedding method can effectively measure the semantic similarity between the embeddings of users and words, i.e., the embeddings produced by FCCM and CEM significantly contribute to the improvement of user profiling performance. Note that in the original input space, the user representation and word representation are clearly in different embedding spaces, but our FCCM can effectively measure the similarities be the embeddings of the two entities for the user profiling task, which answers RQ3.

### 7.4 Effect of Normalizing flow (RQ4)

Now we turn to RQ4 to figure out how the normalizing flow affects the performance. We make a comparison on the user profiling performance of FCCM and CCEM (i.e., our FCCM without normalizing flow) based on the result shown Table 4. We can see that the flow-based method, i.e., our FCCM, general perform better than the CCEM model on all the standard evaluation metrics.
However, we believe the semantic evaluation metrics are more reasonable than the standard evaluation metrics for the user profiling task. Specifically, it can be observed in Table 5 that FCCM works better than CCEM on almost all of the semantic evaluation metrics except for R-Prec-S, NDCG-S@5, and MRR-S@5. This result indicates that our proposed flow-based method can effectively transform the initial variational posteriors to approximate the true posteriors, such that the embeddings produced by FCCM can significantly contribute to the improvement of user profiling performance. This result validates the effectiveness of the normalizing flow approach. Indeed, our FCCM model is mostly based on the Variational Auto-Encoder model and the variational inference framework. The choice of approximate posterior distribution is one of the core problems in variational inference. Most applications of variational inference employ simple families of posterior approximations in order to allow for efficient inference, such as Gaussian distributions that are used in our CCEM, focusing on mean-field or other simple structured approximations. This restriction has a significant impact on the quality of variational inferences. Especially in the representations of multiple entities, the semantic representations are normally discrete or more complex than those in the space of the Gaussian distributions. The “normalizing flow” approach is able to specify flexible,
Fig. 5. Perplexity performance of FCCM and the baselines with different size of top-K keywords set.

arbitrarily complex and scalable approximate posterior distributions, and thereafter provides better performance over the original models [35, 62].

7.5 Quality of Semantic Representations (RQ5)

In order to answer RQ5, we evaluate the performance of FCCM and the baseline models by the perplexity, which is a widely used metric to evaluate the generation of representations [4, 44] and is often used to evaluate the performance of topic models [4]. The perplexity value is monotonically decreasing with the likelihood of documents, and is algebraically equivalent to the inverse of the geometric mean per-word likelihood. In our user profiling task, to evaluate the quality of both representation of users and words, we modify the calculation of perplexity to be: \( \text{Perplexity}(\mathcal{K}_u) = \exp \left\{ -\sum_{k=1}^{K_u} \log p(w_{u,k}|u) \right\} \), where \( \mathcal{K}_u \) denotes a set of top-\( K \) keywords corresponding to user \( u \), and \( p(w_{u,k}|u) = \pi - \arccos(\cos(W_{u,i}, Z_u)) \), with \( W_{u,i} \) and \( Z_u \) representing the embeddings of keyword \( w_{u,k} \) and user \( u \), respectively. With such measure, a lower perplexity score indicates better generalization performance. Fig. 5 shows the mean perplexity performances of FCCM and the baselines models, over different size of top-\( K \) keywords set, i.e., different number of \( K \), ranging form 10 to 300. We can see that our FCCM consistently perform better than other baselines models on the perplexity metric over all the \( K \) values, which demonstrates the high quality of the embeddings of both users and words produced by FCCM.

7.6 Impact of the Trade-off Parameters (RQ6)

As we mentioned in §4.4 and §5.1, our model contains two trade-off parameters, namely \( \alpha \) balancing the ELBO and voting constraints (see Eq. (28)) and \( \beta \) balancing the reconstruction weights between the words and the users (see Eq. (6)). It is nature to ask how the different values of each trade-off parameters impact the user profiling performance in our model (i.e. RQ6).

To answer this question, we first fix the parameter \( \beta \) to be optimal (i.e. \( \beta = 1.5 \) for both FCCM and CCEM), vary the parameter \( \alpha \) from 0 to 0.003 with a step size of 0.0005 and obtain the performance of our model under different values. The result is plotted in Fig. 4. We can see that when \( \alpha \) increases from 0 to 0.0015 the user profiling performances observe a boosting trend in both our FCCM and CCEM models, and both the baseline models, i.e., CEM and the Labeled ETM, perform worse than FCCM and CCEM with \( \alpha = 0.0015 \), demonstrating that integrating the constraints in our proposed embedding model indeed affect the user profiling performance and by tuning the contribution of the
voting constraints we can obtain considerable improvements. In particular, when $\alpha$ increasing from 0.0015 to 0.003, the profiling performances of both FCCM and CCEM decrease. The reason behind this is that when $\alpha$ is set to be larger, FCCM would ignore the reconstruction of words and users during the process of the model optimization, gradually losing the ability of capturing semantic affinities between words and users.

We then turn to examine the impact of the trade-off parameter $\alpha$ that governs the weights between embeddings of users and words. We fix the parameter $\alpha$ to be optimal, vary the parameter $\beta$ from 0.5 to 2.5 with a step size of 0.1 for our FCCM, CCEM, and CEM models. The comparison result are shown in Fig. 6. We can observe that the user profiling performances of all the three co-embedding models, i.e. FCCM, CCEM and CEM, increases when varying $\beta$ from 0.5 to 1.5, in terms of the evaluation metrics Pre-S@5, NDCG-S@5, MRR-S@1, and MAP-S. The performance of FCCM and the baseline models observes a slight decrease when $\beta$ continue to increase from 1.6. This result indicates that enforcing the trade-off parameter $\alpha$ to govern the weights between embeddings of users and words is necessary to obtain a better user profiling performance in QACs.

In addition, as can be seen in both Fig. 4 and Fig. 6, in most cases FCCM outperforms the baseline models in terms of all the evaluation metrics with a variety of $\alpha$ and $\beta$, which demonstrates the robustness and superiority of our proposed FCCM model in which additional constraints and normalizing flows are integrated.

### 7.7 Dimensions of the Embeddings (RQ7)

Finally, we study the impact of the embedding dimensions to the user profiling performances of the tested models. Specifically, we vary the dimensions of the inferred embeddings of users and words, ranging from 50 to 400, for all the tested models (i.e. our FCCM model and the baseline models), and report the performances of them over the Pre-S@5 and NDCG-S@5 metrics. Fig. 7 shows the comparison result. In general, we find that the evaluation results can be observed essentially the same trend over these two representative metrics: the more dimension used, the better performances can be obtained. We also can see that the user profiling performance in QACs significantly increases in both our FCCM and the baseline models when the sizes of the dimensions increase from 50 to ~250, while after 250, all the performance seems to reach a plateau as the dimensions increase to 400. In most cases with different sizes of the inferred embeddings, our FCCM model consistently outperforms the baseline models in terms of the both metrics, which further validates the effectiveness of our proposed model. To conclude with Fig. 7, we demonstrate that the performance improvement of FCCM over the baselines is not sensitive to the sizes of the inferred dimensions of users and words.

### 8 CONCLUSION

In this paper, we have studied the task of user profiling in Question Answering Communities: given a set of users, the questions asked by the users, the answers associated with the questions, and the auxiliary information such as thumbs-up and thumbs-down on the answers in QACs, retrieve a rank list of keywords to profile a user such that the keywords can summarize the user’s broad expertise. To address the task, we propose a novel Flow-based Constrained Co-embedding Model, abbreviated as FCCM. Our FCCM model jointly co-embeds the embedding representations of users and words in the same semantic space such that the semantic affinities between them can be effectively measured for generating sets of keywords to profile the users in QACs. To achieve the goal of jointly inferring the representations of users and words, our FCCM extends the standard variational auto-encoder algorithm, which consists of a neural encoder that maps the input users and words into flexible distributions and a neural decoder that effectively reconstructs the input
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Fig. 6. User profiling performance comparisons among FCCM, CCEM, CEM, and the other baselines with different $\beta$ evaluated by Pre-S@5, NDCG-S@5, MRR-S@1 and MAP-S.

users and words based on the input inferred representations of users and words. Unlike all the previous user profiling algorithms, our FCCM model fully takes into account the unique auxiliary information in QACs. In particular, the auxiliary information, i.e., the thumbs-up and thumbs-down of answers, is utilized to construct the voting constraints in our FCCM model to enforce the inferred embeddings subject to these constraints. Unlike traditional variational auto-encoder algorithms that assume the distributions as Gaussian, our FCCM improve the performance by integrating normalizing flow to transform the Gaussian in traditional VAEs to a more flexible function that applies a sequence of invertible and smooth mappings from the input to the output. To effectively infer the final embeddings of users and words, we propose an inference algorithm for our FCCM model. Our inference algorithm iteratively update the objective to obtain optimal parameters such that the variational latent variables subject to the voting constraints while still able to co-embed users and words into the same semantic space. Through our proposed FCCM model to address user profiling task in QACs as an example, we would provide inspiration and insight on how to extend standard VAEs to address other tasks in information retrieval, where semantic vector representations of multiple categories of entities need to be inferred in the same semantic space.
space. Experiments conducted on the Chinese Zhihu dataset demonstrate the effectiveness of the proposed FCCM model.

As to future work, there are many unexplored avenues. For instance, can we integrate more additional auxiliary information such as users’ social communities, timestamps of the posted questions and answers, and location information, to boost the performance of user profiling task in QACs? Can we address the task of user profiling in QACs by extending other state-of-the-art neural network techniques such as disentanglement embedding [63]? In particular, our flow-based constrained co-embedding models can also be applied to other domains. For instance, it can be used into the recommendation systems to jointly learn the embeddings of users and items with textual side information, which is also a good direction to explore.
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Thus, we have:

\[ \mathbb{E}_{q_{\phi}} \left[ \log \frac{p(W, V, Y, Z)}{q_{\phi}(Y, Z \mid W, V)} \right] = \mathbb{E}_{q_{\phi}} \left[ \log \frac{p(Y) p(Z) \prod_{(i,j) \in E_W} \prod_{(i,u) \in E_U} p_{\theta_1}(W_{ij} \mid Y_i, Y_j) p_{\theta_2}(V_{ui} \mid Z_u, Y_i)}{\prod_{i \in W} q_{\phi_1}(Y_i \mid W) \prod_{u \in U} q_{\phi_2}(Z_u \mid V)} \right] \\
= \mathbb{E}_{q_{\phi}} \left[ \sum_{(i,j) \in E_W} \log p_{\theta_1}(W_{ij} \mid Y_i, Y_j) \right] + \mathbb{E}_{q_{\phi}} \left[ \sum_{(i,u) \in E_U} \log p_{\theta_2}(V_{ui} \mid Z_u, Y_i) \right] \\
= \mathbb{E}_{q_{\phi}} \left[ \sum_{(i,j) \in E_W} \log \frac{p(Y)}{\prod_{i \in W} q_{\phi_1}(Y_i \mid W)} + \log \frac{\prod_{u \in U} q_{\phi_2}(Z_u \mid V)}{p(Z)} \right] \\
= \mathbb{E}_{q_{\phi}} \left[ \sum_{(i,j) \in E_W} \log p_{\theta_1}(W_{ij} \mid Y_i, Y_j) \right] + \mathbb{E}_{q_{\phi}} \left[ \sum_{(i,u) \in E_U} \log p_{\theta_2}(V_{ui} \mid Z_u, Y_i) \right] \\
- D_{KL}(q_{\phi_1}(Y \mid W) \parallel p(Y)) - D_{KL}(q_{\phi_2}(Z \mid V) \parallel p(Z)). \tag{52} \]

In order to enhance the performance of our proposed model for user profiling task, a trade-off parameter \( \beta \) is utilized to balance the optimization process of word embedding and user embedding. Thus, we have:
\[
\log p(W, V) \geq \mathcal{L}(\theta_1, \phi_1; W) + \beta \mathcal{L}(\theta_2, \phi_2; W, V)
\]
\[
\triangleq \mathcal{L}(\theta, \phi; W, V),
\]
where
\[
\mathcal{L}(\theta_1, \phi_1; W) = \mathbb{E}_{q_\phi} \left[ \sum_{(i,j) \in E_W} \log p_{\theta_1}(W_{ij} \mid Y_i, Y_j) \right] - D_{KL}(q_{\phi_1}(Y \mid W) \parallel p(Y)),
\]
\[
\mathcal{L}(\theta_2, \phi_2; W, V) = \mathbb{E}_{q_\phi} \left[ \sum_{(u,i) \in E_U} \log p_{\theta_2}(Y_{ui} \mid Z_u, Y_i) \right] - D_{KL}(q_{\phi_2}(Z \mid V) \parallel p(Z)).
\]

B \hspace{1cm} \text{CALCULATION OF LOGARITHM OF VARIATIONAL POSTERIOR}

We aim to obtain the value of \( \log q_{\phi_1}(Y^{(T)}_i \mid W) \) and \( \log q_{\phi_2}(Z^{(T)}_u \mid V) \). According the rule for transformation of densities [62], we have the recursive relationship as follows:

\[
q_{\phi_1}(Y^{(t)}_i \mid W) = q_{\phi_1}(Y^{(t-1)}_i \mid W) \left| \frac{dY^{(t)}_i}{dY^{(t-1)}_i} \right|^{-1},
\]
\[
q_{\phi_2}(Z^{(t)}_u \mid V) = q_{\phi_2}(Z^{(t-1)}_u \mid V) \left| \frac{dZ^{(t)}_u}{dZ^{(t-1)}_u} \right|^{-1},
\]
where \(| \cdot |\) represents the determinant of matrix and \( \frac{dY^{(t)}_i}{dY^{(t-1)}_i} \) and \( \frac{dZ^{(t)}_u}{dZ^{(t-1)}_u} \) are Jacobin matrices. Solving the recursive formula (56), we obtain:

\[
q_{\phi_1}(Y^{(T)}_i \mid W) = q_{\phi_1}(Y^{(0)}_i \mid W) \prod_{t=1}^{T} \left| \frac{dY^{(t)}_i}{dY^{(t-1)}_i} \right|^{-1},
\]
\[
q_{\phi_2}(Z^{(T)}_u \mid V) = q_{\phi_2}(Z^{(0)}_u \mid V) \prod_{t=1}^{T} \left| \frac{dZ^{(t)}_u}{dZ^{(t-1)}_u} \right|^{-1}.
\]

Finally, we obtain:

\[
\log q_{\phi_1}(Y^{(T)}_i \mid W) = \log q_{\phi_1}(Y^{(0)}_i \mid W) - \sum_{t=1}^{T} \log \left| \frac{dY^{(t)}_i}{dY^{(t-1)}_i} \right|,
\]
\[
\log q_{\phi_2}(Z^{(T)}_u \mid V) = \log q_{\phi_2}(Z^{(0)}_u \mid V) - \sum_{t=1}^{T} \log \left| \frac{dZ^{(t)}_u}{dZ^{(t-1)}_u} \right|.
\]
C  CALCULATION OF FINAL ELBO

The last two terms in (12) are the KL divergence terms:

\[ KL = \mathbb{E}_{q_{\phi}} \left[ \sum_{i \in W} \log q_{\phi_1}(Y_i^{(T)} | W) - \log p_{\theta_1}(Y_i) \right] \]
\[ + \mathbb{E}_{q_{\phi}} \left[ \sum_{u \in U} \log q_{\phi_2}(Z_u^{(T)} | V) - \log p_{\theta_2}(Z_u) \right]. \]  

Substituting (13) and (14) into (60), we have:

\[ KL = \mathbb{E}_{q_{\phi}} \left[ \sum_{i \in W} \log q_{\phi_1} \left( Y_i^{(0)} | W \right) - \sum_{t=1}^{T} \log \left| \frac{dY_i^{(t)}}{dY_i^{(t-1)}} \right| - \log p_{\theta_1} \left( Y_i^{(T)} \right) \right] \]
\[ + \mathbb{E}_{q_{\phi}} \left[ \sum_{u \in U} \log q_{\phi_2} \left( Z_u^{(0)} | V \right) - \sum_{t=1}^{T} \log \left| \frac{dZ_u^{(t)}}{dZ_u^{(t-1)}} \right| - \log p_{\theta_2} \left( Z_u^{(T)} \right) \right]. \]  

Substituting (20),(21),(18) and (19) into (61), we have:

\[ KL = \mathbb{E}_{q_{\phi}} \left[ \sum_{i \in W} \log N(Y_i^{(0)} | \mu_{Y_i}, \sigma_{Y_i}^2 I) - \sum_{t=1}^{T} \log \left| \frac{dY_i^{(t)}}{dY_i^{(t-1)}} \right| - \log N(Y_i^{(T)} | 0, I) \right] \]
\[ + \mathbb{E}_{q_{\phi}} \left[ \sum_{u \in U} \log N(Z_u^{(0)} | \mu_{Z_u}, \sigma_{Z_u}^2 I) - \sum_{t=1}^{T} \log \left| \frac{dZ_u^{(t)}}{dZ_u^{(t-1)}} \right| - \log N(Z_u^{(T)} | 0, I) \right]. \]

Because all Gaussian distributions in (62) are diagonal Gaussian distribution, we have:

\[ N(Y_i^{(0)} | \mu_{Y_i}, \sigma_{Y_i}^2 I) = \left( 2\pi \right)^{-D} \prod_{d=1}^{D} \sigma_{Y_i}^{-2} \exp \left\{ -\frac{1}{2} \sum_{d=1}^{D} \left( \frac{Y_i^{(0)} - \mu_{Y_i}^{(0)}}{\sigma_{Y_i}^{(0)}} \right)_d^2 \right\} \]
\[ = \left( 2\pi \right)^{-D} \prod_{d=1}^{D} \sigma_{Y_i}^{-2} \exp \left\{ -\frac{1}{2} \sum_{d=1}^{D} \epsilon_{Y_i}^2 \right\}, \]

\[ N(Z_u^{(0)} | \mu_{Z_u}, \sigma_{Z_u}^2 I) = \left( 2\pi \right)^{-D} \prod_{d=1}^{D} \sigma_{Z_u}^{-2} \exp \left\{ -\frac{1}{2} \sum_{d=1}^{D} \left( \frac{Z_u^{(0)} - \mu_{Z_u}^{(0)}}{\sigma_{Z_u}^{(0)}} \right)_d^2 \right\} \]
\[ = \left( 2\pi \right)^{-D} \prod_{d=1}^{D} \sigma_{Z_u}^{-2} \exp \left\{ -\frac{1}{2} \sum_{d=1}^{D} \epsilon_{Z_u}^2 \right\}, \]

\[ N \left( Y_i^{(T)} | 0, I \right) = \left( 2\pi \right)^{-D} \exp \left\{ -\frac{1}{2} \sum_{d=1}^{D} \left( Y_i^{(T)} \right)_d^2 \right\}, \]
\[ N \left( Z_u^{(T)} | 0, I \right) = (2\pi)^{-D/2} \exp \left\{ -\frac{1}{2} \sum_{d=1}^{D} \left( Z_u^{(T)} \right)_d^2 \right\}, \] (63)

where:

\[ \epsilon_{Y_i} = \frac{Y_i^{(0)} - \mu_{Y_i}^{(0)}}{\sigma_{Y_i}^{(0)}}, \]

\[ \epsilon_{Z_u} = \frac{Z_u^{(0)} - \mu_{Z_u}^{(0)}}{\sigma_{Z_u}^{(0)}}. \]

Taking logarithm on both side of (63), we have:

\[ \log N \left( Y_i^{(0)} | \mu_{Y_i}^{(0)}, \sigma_{Y_i}^{(0)} I \right) = -\frac{D}{2} \log 2\pi - \sum_{d=1}^{D} \log \sigma_{Y_i}^{(0)} \left| Y_i^{(T)} \right|_d - \frac{1}{2} \sum_{d=1}^{D} \epsilon_{Y_i}^2 \left| Y_i^{(T)} \right|_d, \]

\[ \log N \left( Z_u^{(0)} | \mu_{Z_u}^{(0)}, \sigma_{Z_u}^{(0)} I \right) = -\frac{D}{2} \log 2\pi - \sum_{d=1}^{D} \log \sigma_{Z_u}^{(0)} \left| Z_u^{(T)} \right|_d - \frac{1}{2} \sum_{d=1}^{D} \epsilon_{Z_u}^2 \left| Z_u^{(T)} \right|_d, \]

\[ \log N \left( Y_i^{(T)} | 0, I \right) = -\frac{D}{2} \log 2\pi - \frac{1}{2} \sum_{d=1}^{D} \left( Y_i^{(T)} \right)^2_d, \]

\[ \log N \left( Z_u^{(T)} | 0, I \right) = -\frac{D}{2} \log 2\pi - \frac{1}{2} \sum_{d=1}^{D} \left( Z_u^{(T)} \right)^2_d. \] (64)

Substituting (64) and (17) into (62), we have the following:

\[ KL = \mathbb{E}_{q_{\phi}} \left[ \sum_{i \in W} \left( -\frac{D}{2} \log 2\pi - \sum_{d=1}^{D} \log \sigma_{Y_i}^{(0)} \left| Y_i^{(T)} \right|_d - \frac{1}{2} \sum_{d=1}^{D} \epsilon_{Y_i}^2 \right) \right] \\
- \sum_{t=1}^{T} \sum_{d=1}^{D} \sigma_{Y_i}^{(t)} \left| Y_i^{(T)} \right|_d - \left( -\frac{D}{2} \log 2\pi - \frac{1}{2} \sum_{d=1}^{D} \left( Y_i^{(T)} \right)^2_d \right) \right] \\
+ \mathbb{E}_{q_{\phi}} \left[ \sum_{u \in U} \left( -\frac{D}{2} \log 2\pi - \sum_{d=1}^{D} \log \sigma_{Z_u}^{(0)} \left| Z_u^{(T)} \right|_d - \frac{1}{2} \sum_{d=1}^{D} \epsilon_{Z_u}^2 \right) \right] \\
- \sum_{t=1}^{T} \sum_{d=1}^{D} \sigma_{Z_u}^{(t)} \left| Z_u^{(T)} \right|_d - \left( -\frac{D}{2} \log 2\pi - \frac{1}{2} \sum_{d=1}^{D} \left( Z_u^{(T)} \right)^2_d \right) \right] \right] \\
= \mathbb{E}_{q_{\phi}} \left[ \sum_{i \in W} \sum_{d=1}^{D} \left( \frac{1}{2} \epsilon_{Y_i} - \sum_{t=0}^{T} \log \sigma_{Y_i}^{(t)} + \frac{1}{2} \left( Y_i^{(T)} \right)^2 \right) \right] \\
+ \mathbb{E}_{q_{\phi}} \left[ \sum_{u \in U} \sum_{d=1}^{D} \left( \frac{1}{2} \epsilon_{Z_u} - \sum_{t=0}^{T} \log \sigma_{Z_u}^{(t)} + \frac{1}{2} \left( Z_u^{(T)} \right)^2 \right) \right]. \] (65)