

This is the Author Accepted Manuscript.

There may be differences between this version and the published version. You are advised to consult the publisher’s version if you wish to cite from it.

https://eprints.gla.ac.uk/258811/

Deposited on: 11 November 2021
Machine Learning Methods for Modelling the Gasification and Pyrolysis of Biomass and Waste

Simon Ascher a, Ian Watson a, Siming You a,*

a James Watt School of Engineering, University of Glasgow, Glasgow, G12 8QQ, UK

* Corresponding author. Email: siming.you@glasgow.ac.uk

Submitted to Renewable & Sustainable Energy Reviews

October 2021
Abstract
Over the past two decades, the use of machine learning (ML) methods to model biomass and waste gasification/pyrolysis has increased rapidly. Only 70 papers were published in the 2000s compared to a total of 549 publications in the 2010s. However, the approaches and findings have yet to be systematically reviewed. In this work, the machine learning methods most commonly employed for modelling gasification and pyrolysis processes are discussed with reference to their applications, merits, and limitations. Whilst coefficients of determination (R²) can be difficult to compare directly, due to some studies having vastly different approaches and aims, it has generally been found that most studies consistently achieved a high prediction accuracy with R² > 0.90. Artificial neural networks have been most widely used due to their potential to learn highly non-linear input-output relationships. However, a variety of methods (e.g. regression methods, tree-based methods, and support vector machines) are appropriate depending on the application, data availability, model speed, etc. It is concluded that ML has great potential for the development of models with greater accuracy. Some advantages of machine learning models over existing models are their ability to incorporate relevant non-numerical parameters and the power to generate a multitude of solutions for a wide range of input parameters. More emphasis should be placed on model interpretability in order to better understand the processes being studied.
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**List of Abbreviations**

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>ANN</td>
<td>Artificial neural network</td>
<td>MSE</td>
<td>Mean squared error</td>
</tr>
<tr>
<td>ANFIS</td>
<td>Adaptive neuro-fuzzy inference system</td>
<td>MSW</td>
<td>Municipal solid waste</td>
</tr>
<tr>
<td>CCS</td>
<td>Carbon capture and storage</td>
<td>NARX</td>
<td>Autoregressive exogeneous neural networks</td>
</tr>
<tr>
<td>CFD</td>
<td>Computational fluid dynamics</td>
<td>PCA</td>
<td>Principal component analysis</td>
</tr>
<tr>
<td>CHP</td>
<td>Combined heat and power</td>
<td>PR</td>
<td>Polynomial regression</td>
</tr>
<tr>
<td>CNN</td>
<td>Convolutional neural networks</td>
<td>PSO</td>
<td>Particle swarm optimisation</td>
</tr>
<tr>
<td>DT</td>
<td>Decision tree</td>
<td>R²</td>
<td>Coefficient of determination</td>
</tr>
<tr>
<td>HHV</td>
<td>Higher heating value</td>
<td>RF</td>
<td>Random forest</td>
</tr>
<tr>
<td>LCA</td>
<td>Life cycle assessment</td>
<td>RMSE</td>
<td>Root mean squared error</td>
</tr>
<tr>
<td>LHV</td>
<td>Lower heating value</td>
<td>RMSPE</td>
<td>Root mean squared percentage error</td>
</tr>
<tr>
<td>ML</td>
<td>Machine learning</td>
<td>SVM</td>
<td>Support vector machine</td>
</tr>
<tr>
<td>MLR</td>
<td>Multiple linear regression</td>
<td>XGB</td>
<td>Extreme gradient boosting</td>
</tr>
</tbody>
</table>
1. Introduction

To date over 80% of the world’s energy demand is supplied by fossil fuels [1]. However, due to climate change and global warming concerns, tremendous efforts have been made to search for more sustainable energy options. Renewable energy sources such as solar and wind represent excellent options, but also suffer from strong fluctuations in their energy output, suggesting a high reliance on energy storage technologies. Bioenergy on the other hand has the potential to provide a relatively consistent energy production and is less affected by meteorological conditions. Furthermore, bioenergy recovery from waste facilitates the development of sustainable waste management towards a circular economy.

Thermochemical methods have been extensively investigated for their great potential to convert biomass and waste into bioenergy and serve as a valid waste treatment option. Generally, one may differentiate between the following five conversion pathways: combustion, gasification, pyrolysis, carbonisation/torrefaction, and liquefaction [2]. This work focuses on gasification and pyrolysis due to their widespread applications and significant environmental benefits. During gasification, a feedstock is converted to syngas at elevated temperatures (550 – 1000 °C) in an oxygen-deficient environment [3,4]. Pyrolysis on the other hand takes place at more moderate temperatures of 300-650 °C in the absence of oxygen [2]. Thus, biomass can be thermally degraded into three products: solid residues consisting of biochar and ash, gas, and pyrolysis liquid (pyrolysis oil or bio-oil) [5].

Gasification and pyrolysis represent cost-effective ways to recover energy from biomass and waste feedstocks [5]. Whilst combustion is well suited for the direct generation of electricity and heat, pyrolysis and gasification can produce a wider range of products such as liquid transport fuels, bulk chemicals, and biochar. These products may serve to effectively reduce the carbon footprint of relevant development and offer greater flexibility towards demand management. Transport fuels, such as biodiesel, may reduce the environmental impact of the transport sector when appropriate production strategies are employed [6–8]. Whereas biochar represents a solid form of carbon which, along with carbon capture and storage (CCS), has the potential to turn bioenergy into a carbon-negative industry (e.g. upon soil application) [9–11]

Dependent on factors such as capacity and feedstock, gasification-based systems have been shown to outperform combustion-based systems when considering their energy recovery, conversion efficiency, and potential to generate revenue [12]. For instance, one study found that municipal solid waste (MSW) gasification resulted in a net energy production to the grid
of 685 kWh/tonne MSW as compared to 544 kWh/tonne MSW for waste incineration [12]. However, this potential increase in efficiency can be associated with greater process complexity [13].

Importantly, gasification and pyrolysis also have the potential to environmentally outperform the technologies based on waste combustion processes [14,15]. One study comparing four commercial plants found that the environmental impact of gasification was lower than incineration, due to an improved energy efficiency and syngas cleaning technology [14]. Environmental performance is expected to improve even more as these technologies develop and further improvements to, for instance, syngas cleaning are made.

The great complexity of thermochemical processes calls for the development of mathematical models for process design, optimisation, and intensification. Models can be used to identify optimal operating conditions of a system and study the effects of different parameters on the outputs. Models can also be used to achieve real-time process control and optimisation and aid with scale-up of a system or initial system sizing [2].

Fig. 1 shows how the research interest in modelling techniques for the gasification and pyrolysis process have increased over the last two decades. A rapid increase in publications can especially be observed for the second half of the 2010s. Data was obtained from the “Web of Science” database using the key words model/modelling/simulation, waste/biomass, and the respective thermochemical process (i.e. gasification or pyrolysis) [16].

![Fig. 1 Research interest in pyrolysis and gasification modelling throughout the years](image-url)
A range of approaches have been used to model the complex chemical reactions, as well as mass and heat transfer inside the reactor, during gasification and pyrolysis. Conventionally, thermodynamic equilibrium, kinetic, and computational fluid dynamics (CFD) models have been the main focus. However, more recently machine learning (ML) techniques, such as artificial neural networks (ANNs), have received increasing attention due to their potential to efficiently model these highly complex processes.

Thermodynamic equilibrium models are effective at determining the theoretical limits of a process [17]. Main drawbacks of equilibrium models stem from the high number of assumptions made and include a lack of accuracy when it comes to modelling the effects of specific reactor designs. Furthermore, they are not well suited for conditions which are dissimilar to equilibrium conditions (e.g. low temperature gasification) [18]. Kinetic models can improve on the performance of equilibrium models by taking the reactor design into consideration. Meanwhile this also limits them to a specific reactor design [17,18]. Similar limitations are applicable to CFD models. Additionally, the high complexity of CFD models results in high computational demands.

ML models represent a different approach. Where conventional models try to accurately represent the physical and chemical processes occurring within a reactor, ML models are generally not concerned with the actual processes. Instead, an attempt is made at mapping inputs to the corresponding outputs. It is left up to the employed algorithm to understand the underlying mathematical relationships resulting from a vast number of highly complex processes. In this field it has the potential to more accurately model thermochemical processes and better predict their outputs than conventional models [19,20].

Most gasification review papers have a strong focus on thermodynamic equilibrium models and kinetic rate models [17,18,21–23], with Aspen Plus models [21] and CFD models [22,23] being reviewed to a lesser extent. ANN methodology was the only ML technique receiving limited attention in past review papers [17,21–23]. Moreover, ANN modelling was generally mentioned as a side note and not reviewed in greater detail. For example, Baruah and Baruah reviewed only two studies using ANNs to model gasification [22]. One of the reviewed studies showed that an ANN was able to better predict gasification products than a real-gas equilibrium model which incorporated tar, char, and permanent gas reactions [24]. It is important to highlight that other relevant ML options, such as support vector machine (SVM) and random forest (RF) approaches, have not been considered by any of the mentioned reviews [17,18,21–23].
A recent 2020 review by Kostetskyy and Broadbelt discusses the latest advances in biomass fast pyrolysis modelling [25]. A large proportion of this review focused on conventional approaches, such as atomistic and mechanistic techniques, to model the pyrolysis process. The authors included a section discussing recent advances in ML techniques and their potential applications within the wider field of chemical engineering. The successful implementation of other ML methods, such as SVM and RF approaches, as well as advanced neural networks, such as adaptive neuro-fuzzy inference systems (ANFIS) and convolutional neural networks (CNN), has been acknowledged [25].

On top of Kostetskyy and Broadbelt’s review, several other closely related review papers have been published throughout the years. For example, Hameed et al. compared kinetic, mechanistic, and network/structural models [26]. Kaczor et al. paid special attention to how chemical reactions were implemented in different approaches and focused on solutions appropriate for subsequent CFD implementation [27]. In an earlier work Sharma et al. focused on kinetic, particle, and reactor-based models, as well as the effects of process parameters and catalyst use on the pyrolysis process [28]. Finally, Babu’s 2008 review focused on mathematical techniques for the estimation of kinetic parameters to model biomass pyrolysis [29]. From this it becomes clear that ML-based techniques for pyrolysis modelling have received little attention, apart from Kostetskyy and Broadbelt’s review.

In conclusion, a lack of a systematic review on the application of ML to model biomass and waste conversion via thermochemical methods, such as gasification or pyrolysis, is evident. Hence, this work aims to provide a clear picture of the current state of art of these methods within the field. To the author’s knowledge, this work is the first review considering a wide range of ML methods for modelling gasification and pyrolysis.

This review is structured as follows: In Section 2 thermochemical processes for the conversion of waste and biomass are discussed. Section 3 represents a brief introduction to numerous popular ML techniques which have been used in the field, their merits and relative advantages and disadvantages are compared. Section 4 takes a closer look at how researchers have used ML to model thermochemical processes. Section 5 outlines the current challenges in the successful deployment of ML and how they may be overcome, before Section 6 concludes the findings of this work.
2. Thermochemical Methods

A basic understanding of pyrolysis and gasification as well as the focus of the latest research is deemed essential in understanding how ML methods can aid with research in this field. As such, this section is intended as a brief introduction to these two thermochemical processes. The reader is referred to designated review papers, such as [30–32] and [22,33,34] for more detailed information on the pyrolysis and gasification processes, respectively.

2.1 Pyrolysis

During the pyrolysis process, the feedstock is converted into bio-oil, biochar, and gases by breaking down larger hydrocarbon molecules into smaller ones [2]. The process temperature, heating rate, and residence time are key parameters determining product yields. Generally, higher temperatures (>600 °C) favour gas production due to the dominance of secondary cracking reactions [35]. Bio-oil production generally peaks at temperatures in the range of 400-550 °C [30].

Another essential parameter is the process’s heating rate. In combination with the residence time, it defines the type of pyrolysis, i.e. flash, fast, or slow pyrolysis. Gases and bio-oil are predominantly produced at high heating rates and low residence times. Slow pyrolysis on the other hand, characterised by an increase in residence time and decrease in heating rate leads to an increase in the yield of biochar. The influence of the reaction conditions has previously been reviewed in greater detail by Kan et al. [30].

Typical product yields for the pyrolysis and gasification of wood have previously been summarised by Bridgwater [32]. Product yield splits for liquids, solids, and gases of 75/12/13, 30/35/35, and 5/10/85 have been found for fast pyrolysis, slow pyrolysis, and gasification, respectively. Here, fast pyrolysis occurred at ~500 °C with a hot vapour residence time of ~ 1s. Slow pyrolysis on the other hand took place at ~400 °C with a residence time in the range of days. Finally, a gasification temperature of 700-900 °C was considered.

Recent research efforts in the field of biomass and waste pyrolysis focused on improved process and reactor designs as well as product upgrading and applications. For instance, work on the efficient and cost-effective upgrading of bio-oil is essential in making the process commercially viable [36]. Additionally, turning biochar into a high-value product may significantly help with economic feasibility. One such product may be activated biochar with
properties engineered for adsorption, catalysis, and wastewater treatment applications [37]. Furthermore, work on improved pyrolysis methods and reactor designs continues and novel approaches include microwave-assisted and solar pyrolysis [37–39]. Especially, microwave-assisted pyrolysis might be a valid option to resolve the drawbacks of conventional pyrolysis, making it an environmentally friendly method to produce biofuels from different municipal waste streams [39].

2.2 Gasification

In general, gasification aims to convert a carbonaceous feedstock into a gas product, often called syngas or producer gas, of usable heating value. Syngas can either be used for energy generation via an internal combustion engine, combined heat and power (CHP) plant or upgraded to value-added chemicals [2]. Gasification typically involves the following four processes: (i) drying, (ii) pyrolysis, (iii) partial combustion and tar cracking, and (iv) reduction.

Air, steam, oxygen, or a combination of the three have been used as the gasifying agent. Air is commonly employed in small or medium sized plants due to its cheapness. Due to the high nitrogen concentration in air, the produced syngas is diluted with nitrogen resulting in a relatively low heating value syngas of 4-7 MJ/Nm³. The use of steam or oxygen as gasifying agent results in greater capital and operating costs but increases the heating value of the syngas to 10-18 MJ/Nm³ and 12-28 MJ/Nm³, respectively [2]. Steam improves the heating value by promoting the formation of H₂, resulting in a final gas with a higher H/C ratio. Using oxygen on the other hand, yields a gas high in CO and CO₂ with a much smaller proportion of H₂.

Significant research efforts in the field of gasification have been focused on the production of biofuels [40]. Hydrogen production by gasification has also been of interest to researchers [41]. To ensure industrial-scale deployment, efforts have been made to identify the optimal operating conditions which allow for efficient and economic production of hydrogen [42]. Other ongoing research is closely linked to aiding industrial-scale deployment, e.g. tar reduction and its removal are major technical issues as tar can cause significant problems to downstream equipment [43,44]. In-situ or post gasification tar removal are often expensive. Therefore, the use of catalysts, which are still potentially costly, to produce a cleaner syngas more suitable for industrial-scale deployment has been explored [43].

Four ML methods have been commonly employed to model pyrolysis and gasification processes: regression analysis, ANNs, tree-based methods such as RF, and SVMs. Sections 3.1-3.4 provide a brief introduction to these methods.

Fig. 2 shows the rapid increase in publications applying ML methods to model gasification and pyrolysis processes. Web of Science search key words used to obtain the data illustrated by Fig. 2 may be found in Appendix A.

![Figure 2: Prevalence of machine learning use for gasification and pyrolysis modelling applications](image)

3.1 Regression Methods

Regression analysis can be used to assess the relationship between dependent (target) variables and independent variables (inputs). The simplest form of regression analysis is linear regression for which a straight-line equation is fitted to describe the relationship between one dependent and one independent variable. This is generally done using the least squares method [45].

In addition to linear regression, many other types of regression exist with various applications. For example, logistic regression is well suited for discrete problems whereas shrinkage methods such as ridge regression can make sense of highly correlated independent variables. Polynomial regression may be used to fit an \( n \)th degree polynomial to data that does not follow linear relationships. Kernel smoothing methods represent another option which
splits the domain into segments and locally fits several simple models. Combining these simpler models will in turn yield a fit to the overall data set [45].

Whilst other ML methods, such as ANNs, are often considered a black box, regression analysis generally allows for easy model interpretation. For instance, linear regression analysis clearly indicates how an independent variable affects a dependent variable. However, the method’s simplicity is also its downfall as poor performance must be expected for data following non-linear relationships. More advanced regression techniques, such as polynomial regression, can better fit non-linear data while retaining the strong interpretability. However, in this case, model tuning becomes more challenging.

3.2 Artificial Neural Networks

ANNs are a programming paradigm inspired by the workings of the biological neural network within the human brain. The term neural network describes a larger number of different models and methods. Fig. 3 shows the simple and widely employed single layer perceptron, or single hidden layer back-propagation network.

![Illustration of single layer perceptron (single hidden layer back-propagation network) architecture](image_url)

Fig. 3 Illustration of single layer perceptron (single hidden layer back-propagation network) architecture. I and O represent the perceptron’s inputs and outputs, respectively. $N_i$, $N_h$, and $N_o$ indicate the number of neurons in the ANN’s input, hidden, and output layer, respectively. Weights between two neurons are denoted by $w$, where the two subscripts denote the neurons which are connected by the weight (e.g., $w_{i_1 h_1}$ is the weight connecting the first input layer neuron with the first hidden layer neuron). Finally, $b$ represents bias terms feeding into hidden and output layer neurons with the subscripts $b_{h_i}$ and $b_{o_o}$ representing each hidden and output layer neuron, respectively.
An ANN is made up of nodes called artificial neurons. Each neuron is connected to other neurons to which it can pass on received signals. Neurons are arranged into different layers, namely an input and output layer, as well as any number of hidden layers (one for a single layer perceptron). Each neuron has an associated weight, as well as a bias for hidden and output layer neurons. In short, the network learns by feeding back its predictions, comparing them to the corresponding inputs, and adjusting weights accordingly [45].

ANNs are not a new idea as the first functional networks were published in the 1960s and the idea itself existed for even longer [46]. However, more recently with the increase of processing power ANNs have experienced a renaissance. Their potential to model highly non-linear problems makes them appealing for modelling thermochemical processes. In fact, ANNs can be considered a universal function approximator. This means, in theory a neural network can be created to model any given function [47].

ANNs have widely been accepted as a powerful tool for the modelling of highly non-linear processes. However, their black box nature and lack of interpretability has been a drawback highlighted by many authors [19,48–50]. Whilst this issue cannot be neglected, significant efforts have been made in creating robust methods which improve their interpretability [51]. Olden et al. found that the connection weights and partial derivatives methods predicted the true parameter importance better than for instance Garson’s algorithm [51]. Model-agnostic methods are a flexible way to interpret the output of any ML model. Feature permutation or the use of global surrogate models are two examples of model-agnostic methods [52].

### 3.3 Decision Trees and Related Methods

Decision trees are a powerful methodology suitable for regression and classification problems. While growing a decision tree the algorithm splits the feature space into several regions. A split point is determined for each region and the splitting process is repeated for each resulting region. Initially a large tree structure is grown this way which likely results in overfitting. Here a strategy called pruning comes into play which removes excess branches. This is often done by introducing a cost-complexity criterion which captures the trade-off between the tree’s generalisation capability (i.e. the model's ability to adapt properly to new, previously unseen data) and goodness of fit [46].

Many algorithms attempt to improve on individual decision trees by utilising methodologies such as bagging, boosting, or ensemble methods. One such method is called RF. RF
methodology creates and ensemble of decision trees. Importantly, each tree is trained on only a fraction of the data set. The data used to train individual trees is randomly chosen. Ultimately, for regression, the outputs of all decision trees are averaged to compute the RF model’s final prediction. RF for classification uses majority voting instead for which each tree casts a vote indicating its predicted class. The class with the most votes wins and is returned as the RF model’s predicted class [45,53]. A simplified illustration of decision tree and RF methodology is shown by Fig. 4.

![Decision Tree and RF Methodology](image)

**Fig. 4 Illustration of decision tree and RF methodology.** The red box shows an individual decision tree, whereas the complete figure illustrates RF methodology. Branches highlighted in orange show the paths yielding a tree’s prediction for a given input. Furthermore, the figure shows how RF averages (majority voting for classification) the results of all trees to calculate the model’s final prediction.

Whilst simple decision trees can be trained rapidly, they are also prone to overfitting. Additionally, the method’s hierarchical nature leads to high variance. This means small changes in the training data could result in a very different tree. Ensemble methods using a vast number of trees can help with overcoming this problem. Furthermore, these methods result in models robust to overfitting as many ensemble algorithms have in-built regularisation mechanisms. However, the large number of trees also significantly increases computational demands [45].

Two key ensemble methods are RF and gradient boosting. The fundamental difference between the two methods is that RF builds many large trees, whereas gradient boosting uses
many weak learners (i.e. shallow trees which are small trees with a low depth). A well-tuned gradient boosting model tends to outperform a RF model [45]. However, tuning can be challenging. RF on the other hand has fewer hyperparameters and generally performs well even for sub-optimal hyperparameter choices.

Other issues with basic decision trees are the lack of smoothness of their underlying functions and difficulties in capturing additive structures (e.g. noise in data set). These issues have been addressed by the development of e.g. multivariate adaptive regression splines [45].

In practice, tree-based methodologies are often simpler to implement than other ML methods. Data generally requires minimal pre-processing and especially missing predictors are easily handled due to the nature of the algorithms. Furthermore, the implementation of categorical predictors is straightforward, as these do not need to be turned into numerical values [45]. Finally, while ANNs are often considered a black box, tree-based methods allow the user to extract feature importance with relative ease. For example, one can determine how a feature effects splits in the tree structure to determine the relevance of the corresponding feature. This can help with troubleshooting the model, improve trust in the model, and increase understanding of the problem at hand which in turn may allow for model improvements.

3.4 Support Vector Machine

SVMs are a type of algorithm most commonly used for binary classification tasks, but the methodology is also well suited for other classification and regression problems. A number of applications are illustrated in Section 4.3.3. Fig. 5 exemplifies the functional principle of SVMs using a simple example of two linearly separable classes. The training algorithm finds the maximum-margin hyperplane which divides two classes in such a way that the distance between the hyperplane and the nearest data points from either class is maximised. Construction of the hyperplane is achieved by using support vectors – data points from either class closest to the hyperplane.

For applications where data are not linearly separable, soft-margin methodology can be employed by using for instance the hinge loss function. For the hinge loss function a high cost is associated with incorrectly classified instances. Correctly identified instances incur a low or no cost for instances with a small or large margin from the hyperplane, respectively [45]. To extend SVM methodology to non-linear problems, so called kernel functions can be used to map inputs into a higher dimensional feature space. Kernel functions are a set of
mathematical functions that transform the input into the required form. Common choices for
kernel functions are \( n^{th} \) degree polynomial or radial basis functions [45]. Finally, the concepts
illustrated for classification tasks can be extended to regression problems as first illustrated
by Drucker et al. [54].

![SVM classification](image)

Fig. 5 SVM classification illustrated using a simple example of two linearly separable classes.

Empirical evidence suggests that SVMs perform well for many real-world applications [45].
They have been shown to yield good results in terms of prediction accuracy for data sets of a
limited size. Especially high-dimensional data sets make SVMs a good option [55,56].
Another advantage of SVMs is their low sensitivity to outliers which results from the role the
support vectors play in constructing the optimal hyperplane [45]. Additionally, it is often
thought that SVMs may have an edge over the curse of dimensionality. However, Hastie et
al. showed that this is not necessarily the case [45]. Finally, the selection of an appropriate
kernel function is essential in building a well-functioning model [45].

4. Machine Learning Applications

Table 1 gives an overview of publications employing ML methods to model gasification and
pyrolysis. Only publications published in 2016 or later were considered. For studies which
developed a range of models, performance parameters are given as a range. If a study
considered more than one ML method, performance parameters are quoted for all considered
methods. Generally, models achieved an acceptable prediction performance. The high
predictive accuracy of ANNs stands out with $R^2$ values close to 1 and generally >0.9. Multi-output and single-output models have successfully been employed without either method outperforming the other.

**Table 1. Summary of ML models used for the modelling of gasification and pyrolysis.**

<table>
<thead>
<tr>
<th>ML Model</th>
<th>Year</th>
<th>Feedstock Type</th>
<th>Predicted Parameters</th>
<th>Size Data Set</th>
<th>Number of Inputs/Outputs</th>
<th>Prediction Performance</th>
<th>Comments</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gasification</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ANN</td>
<td>2016</td>
<td>MSW</td>
<td>Syngas tars, char LHV, and syngas yield</td>
<td>67</td>
<td>9(1-3)</td>
<td>0.899-0.983</td>
<td>Double hidden layer better than single layer</td>
<td>[49]</td>
</tr>
<tr>
<td>ANN</td>
<td>2017</td>
<td>Woody and herbaceous biomass</td>
<td>CO, CO$_2$, H$_2$, and CH$_4$ yields</td>
<td>63</td>
<td>6/1</td>
<td>0.986-0.993</td>
<td>0.052-0.092</td>
<td>-</td>
</tr>
<tr>
<td>ANN</td>
<td>2018</td>
<td>Woody and herbaceous biomass</td>
<td>CO, CO$_2$, H$_2$, and CH$_4$ yields</td>
<td>70</td>
<td>7/4</td>
<td>0.914</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>SVM, RF</td>
<td>2018</td>
<td>Woody biomass</td>
<td>CO, CO$_2$, H$_2$, CH$_4$ yields, and syngas HHV</td>
<td>5237</td>
<td>8/1</td>
<td>-</td>
<td>0.348-1.520, 1.796-5.144</td>
<td>Problem turned into classification problem</td>
</tr>
<tr>
<td>ANNs, NARX</td>
<td>2019</td>
<td>Woody biomass</td>
<td>CO, CO$_2$, H$_2$, CH$_4$ yields, and syngas HHV</td>
<td>3831</td>
<td>8/1 or 9/1</td>
<td>0.930-0.999</td>
<td>0.020-0.853</td>
<td>NARX showed better accuracy than other ANNs</td>
</tr>
<tr>
<td>PR, SVM, DT, ANN</td>
<td>2020</td>
<td>Woody biomass</td>
<td>CO, CO$_2$, H$_2$, CH$_4$ yields, and syngas HHV</td>
<td>4826</td>
<td>3/1</td>
<td>0.541-0.865, 0.713-0.915, 0.807-0.944, 0.823-0.944</td>
<td>0.101-0.582, 0.097-0.278, 0.058-0.180, 0.045-0.198</td>
<td>PCA used to reduce 16 inputs features to 3</td>
</tr>
<tr>
<td>NARX, PR</td>
<td>2020</td>
<td>Woody biomass</td>
<td>Reactor temperature, syngas composition, and syngas HHV</td>
<td>3500</td>
<td>15/6</td>
<td>0.984-0.994, 0.832-0.874</td>
<td>0.016-0.034, 0.054-0.094</td>
<td>PR suitable for real-time process control</td>
</tr>
<tr>
<td>Year</td>
<td>Type</td>
<td>Biomass</td>
<td>Syngas tar</td>
<td>Syngas composition</td>
<td>Syngas yield</td>
<td>LHV of other products</td>
<td>Syngas tar content</td>
<td>Coefficients</td>
</tr>
<tr>
<td>------</td>
<td>------</td>
<td>---------</td>
<td>------------</td>
<td>-------------------</td>
<td>--------------</td>
<td>----------------------</td>
<td>-------------------</td>
<td>-------------</td>
</tr>
<tr>
<td>2020</td>
<td>Woody biomass</td>
<td>Syngas tar content</td>
<td>120</td>
<td>8/1</td>
<td>&gt;0.970</td>
<td>-</td>
<td>No significant differences between single and two hidden layer ANN</td>
<td>[48]</td>
</tr>
<tr>
<td>2020</td>
<td>Woody and herbaceous biomass, sewage sludge, MSW, plastics</td>
<td>Syngas composition (CO, CO₂, H₂, CH₄) and yield</td>
<td>203</td>
<td>9/1</td>
<td>&gt;0.940</td>
<td>-</td>
<td>Considered effect of bed material</td>
<td>[62]</td>
</tr>
<tr>
<td>2020</td>
<td>Simulated (Woody, animal, and herbaceous biomass)</td>
<td>Power production of downdraft gasifier</td>
<td>1032</td>
<td>11/1</td>
<td>0.999</td>
<td>0.496</td>
<td>Training data obtained from thermodynamic equilibrium model</td>
<td>[63]</td>
</tr>
<tr>
<td>2021</td>
<td>Woody biomass, Plastics</td>
<td>H₂ production</td>
<td>30</td>
<td>4/1</td>
<td>0.990</td>
<td>-</td>
<td>-</td>
<td>[64]</td>
</tr>
<tr>
<td>2021</td>
<td>Food waste</td>
<td>CO, CO₂, H₂, and CH₄ yields</td>
<td>40</td>
<td>3/1</td>
<td>&gt;0.980</td>
<td>&lt;0.300</td>
<td>-</td>
<td>[65]</td>
</tr>
<tr>
<td>2021</td>
<td>MSW</td>
<td>Syngas yield and LHV and LHV of other products</td>
<td>67</td>
<td>9/3</td>
<td>0.972-0.990</td>
<td>0.065-0.152</td>
<td>Ensemble method combines DT, XGB, RF, ANN, and SVM</td>
<td>[66]</td>
</tr>
</tbody>
</table>

**Pyrolysis**

<table>
<thead>
<tr>
<th>Year</th>
<th>Type</th>
<th>Biomass</th>
<th>Biochar mass yield</th>
<th>Kinetic constants</th>
<th>Char, gas, bio-oil yields, and bio-oil LHV</th>
<th>Temperature dependent mass loss</th>
<th>Coefficients</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>2016</td>
<td>Animal biomass</td>
<td>Biochar mass yield</td>
<td>33</td>
<td>5/1</td>
<td>0.804, 0.963</td>
<td>0.835⁻⁵, 0.365⁻⁵</td>
<td>SVM performed better than ANN</td>
<td>[67]</td>
</tr>
<tr>
<td>2017</td>
<td>Woody, animal, and herbaceous biomass</td>
<td>Kinetic constants</td>
<td>150</td>
<td>3/3</td>
<td>0.930-0.940</td>
<td>-</td>
<td>-</td>
<td>[68]</td>
</tr>
<tr>
<td>2018</td>
<td>Biomass (unspecified)</td>
<td>Char, gas, bio-oil yields, and bio-oil LHV</td>
<td>71⁻⁷⁻¹⁷⁵</td>
<td>9/1</td>
<td>0.800-0.932, 0.895-0.938</td>
<td>1.030-4.500, 0.980-3.340</td>
<td>SVM performed better than ANN</td>
<td>[69]</td>
</tr>
<tr>
<td>2018</td>
<td>Herbaceous biomass</td>
<td>Temperature dependent mass loss</td>
<td>1000</td>
<td>2/1</td>
<td>0.970-0.990</td>
<td>-</td>
<td>-</td>
<td>[70]</td>
</tr>
</tbody>
</table>
4.1 Artificial Neural Networks for Process Modelling

ANNs have arguably been the most popular type of ML approach used for the process modelling of gasification and pyrolysis. These thermochemical processes are extremely complex which calls for advanced models [76]. ANNs lend themselves to the modelling of these processes due to their capability to learn highly non-linear relationships between inputs and outputs.

In the early 2010s, various researchers observed that ANNs had scarcely been employed to predict gasification product yields and properties [17,76]. Puig-Arnavat et al. explored the potential of ANNs to model the thermochemical conversion of biomass. Models for a circulating fluidised bed and bubbling fluidised bed gasifier were presented. For the training of the two models only wood gasification at atmospheric pressure was considered to ensure high data homogeneity. However, the collected data sets were small containing data from only 18 and 36 experimental runs. Despite the proposed models achieving a high predictive
accuracy ($R^2 > 0.97$), a major drawback is their limitation to a single type of feedstock and the specific range of gasifier conditions used in model training [76].

Baruah et al. (2017) addressed the issue of other studies (e.g. [76,77]) associated with the consideration of only one type of feedstock by using experimental data for different types of woody biomass for model development. Furthermore, the study identified that fixed bed downdraft gasifiers in particular had received little attention when it comes to ANN-based modelling despite being one of the most commonly employed types of gasifiers for small-scale applications. It is stated that expanding the used data set is desirable to improve the range of cases to which the model is applicable [57].

This lack of generalisation capability in earlier ANN studies in the field of biomass gasification was also identified by George et al. For this reason, the authors chose to train their model on five different feedstocks to ensure generalisation. The model considered the feedstock’s carbon, hydrogen, oxygen, moisture, and ash content, as well as operating temperature and equivalence ratio as the key input parameters. However, it was acknowledged that a large number of parameters could be relevant and further exploration of factors such as the feedstock’s polymeric composition or reactor geometry was essential. Additionally, it is stated that predicting other critical factors, which are essential to our understanding of the gasification process, such as tar and char yields might be an interesting direction for future research [58].

An attempt at including additional input parameters which are relevant to the process was recently made by including the reactors bed material as a parameter for model training. The effect of different bed materials has widely been studied but was never considered in an ANN before. Serrano et al. simply implemented this using ordinal encoding [62]. This technique assigns an integer value to each unique bed material option. This simplistic approach may result in acceptable results in certain cases, but for many cases more advanced methods to encode categorical variables are called for. Especially, parameters which do not have a clear order or ranking (e.g. bed material, gasifier type, or gasifying agent) need to be treated with care. For example, one-hot encoding is a commonly used method, which has been employed in other fields, to handle these types of variables [78]. One-hot encoding transforms a variable, which can take on $n$ distinct categorical values, to $n$ binary variables. A value of 1 indicates the presence of the variable and a value of 0 the absence.
Many early studies used trial and error to decide network structure and layout \[24,67,71,79,80\]. However, choices on network structure, training algorithms, threshold functions, etc. can all have a significant effect on the ANNs performance. Serrano et al. compared the effects of different activation functions and network topologies on the predictive power of ANNs. They compared two ANN types (multi-layer feed forward and cascade forward network) and found that no single combination resulted in the best performance for all parameters \[62\]. In another work the performance of a single hidden layer model and a two hidden layer model was compared \[48\]. It was found that the potential performance improvement obtained from a two hidden layer model was not justifiable considering the increase in computational power required \[48\]. Results such as this are case specific and it is important to consider and compare a range of different options.

Pandey et al. chose Levenberg-Marquardt back-propagation as the training algorithm for their ANN \[49\]. This training algorithm has been used in many comparable studies which also found that it performs well \[19,24,48,49,60,79\]. Nonetheless, a lack of comparison between training algorithms becomes apparent and future research should aim to improve this. However, the study attempted to improve previous works which often used trial and error or empirical equations (e.g. \[58\]) to decide on the optimum ANN configuration (e.g. number of hidden layers and nodes in hidden layers) by approaching network hyperparameter tuning in a more systematic fashion. For this, a procedure employing 100 Monte Carlo runs with different initial guesses, data segmentations, etc. was implemented to decide on the best network structure \[49\].

As previously mentioned, the prediction of other factors than syngas composition and yield is important to fully map the gasification process and extend the capacity of model-based process design. As tar generation can be one of the limiting factors hindering industrial scale deployment of gasification by affecting downstream applications, some authors attempted to predict tar generation using ANNs \[48,49\]. Serrano and Castelló identified the heterogenous nature of tar generation data, as well as its scarcity, as key reasons for the limited development of tar prediction models \[48\]. In their study three different models were trained for the different tar sampling methods, as well as a fourth trained on the entire data set. A data set of 120 data patterns was used for the model development. In general, the proposed ANN models were found to predict the tar generation well, with coefficients of determination >0.97 for test and validation and relative errors below 20% for most samples. The models
behaved well in most of the operating region, with exceptions in the boundary regions where insufficient data was available for the model to learn the data structure well [48].

A point frequently made when talking about ANNs is their “black box” nature which limits interpretability [48,49]. This means the process linking inputs to outputs is opaque. This makes it challenging to draw conclusions about the fundamental mechanisms of a considered process from the network’s prediction. Many factors, such as heat and mass transfer effects, which are considered by e.g. kinetic models are not, and often cannot easily be, incorporated in ANNs [48]. There have been attempts to improve interpretability by evaluating the relative importance of impact factors. Garson’s equation has frequently been used for this purpose [48,57,60,76,81]. It returns the percentage contribution of any given independent variable on the considered dependent variable. For this the absolute weights between the hidden-to-output layer nodes are partitioned into components linked to each input neuron [81]. The equation is further described in Appendix B.

The performance of Garson’s equation for correctly identifying variable importance has previously been found to be lacking due to its use of absolute connection weight values [51,82]. It has been shown that different methods for quantifying variable importance may well result in different importance rankings [51]. For this reason, researchers should consider using a range of methods to be sure of their findings. One method that was found to perform well is the “Connection Weights” method introduced by Olden and Jackson [51,83]. Like Garson’s equation, the input-hidden and hidden-output connection weights are used for the calculation. However, importantly, the raw connection weights are used instead of absolute values [51,83]. Another approach to improve interpretability of results is the hybridisation of theory-based models, such as thermodynamic equilibrium models, with ANNs. This approach is discussed in more detail in the following section (Section 4.1.1).

4.1.1 Hybridised use of ANNs with existing thermodynamic equilibrium models

To improve interpretability, some authors attempted to combine thermodynamic equilibrium models with ANN methodology. In the approach taken by Guo et al., an ANN was used to fill in the gaps of a partial first principles model – i.e. the ANN was used as an estimator for parameters which could not be measured and proved challenging to model from first principles [84]. Whilst this approach is promising, this early study leaves open numerous questions. For example, inputs are matched with the corresponding outputs for most ANNs.
However, it was stated that the desired outputs were not measurable, making it unclear which parameters the inputs were matched with instead. Additionally, overfitting behaviour was identified but not further addressed. Finally, discrepancies between model and experimental results were identified but their size was not statistically quantified [84].

In a recent work [63], the role of ANN and thermodynamic equilibrium model was reversed as compared to the earlier work by Guo et al. [84]. The study identified that proper ANN model training required large amounts of data. To obtain the data, large-scale experiments are required which are both expensive and time-consuming. Hence, it was suggested that the data obtained from a thermodynamic equilibrium model should be used for ANN training [63,84].

The main benefits of this combined approach are simplicity and convenience. The approach allows for fast computation of many different input data sets once the model is sufficiently trained. This offers the user a convenient way to assess the effects of variations in for example feedstock composition due to different growing conditions or climatic differences on the systems net output power. Thus, intermediate calculation steps become obsolete. A very high $R^2 > 0.999$ was achieved for the training and test stage of the ANN. This is not surprising as the training data comes from the equilibrium model which uses the same underlying equations throughout the data set. It is unclear why a validation stage was not included, as the data set appears to be sufficiently large to do so. Finally, it needs to be stressed that the underlying model is still a thermodynamic equilibrium model. As such the hybrid model is constrained by the shortcomings and assumptions made within the equilibrium model [63].

### 4.1.2 Time-series approaches

Many early ML-based models adopted a time independent approach [61]. Whilst this may predict the final outputs of the process well, a time dependent model is required for on-line process control and optimisation. Kinetic and CFD models are generally not suitable for on-line process control or implementation as model predictive controllers due to their computational intensiveness. Equilibrium models, on the other hand, are far less computationally intensive and represent a valid option for on-line control purposes. However, they only capture a snapshot of the process due to their time independent approach. Thus, they are better suited for the analysis and optimisation of a static process at set operating conditions [61,77].
Early studies used conventional ANNs for time dependent modelling. More recent studies utilised autoregressive exogeneous neural networks (NARX) which are more catered towards time-series data [60,61]. NARX models contain a feedback mechanism which allows them to learn a time-series by using input/output pairs of previous time steps as inputs to the current time step. In addition, this type of model uses an exogeneous time-series.

In general, researchers found that time-series approaches are better suited for on-line control and model predictive control than equilibrium models which have conventionally been used. This is especially true for NARX which were found to learn a system’s dynamics well [60,61,77]. However, to train these types of models, all training data is obtained from experiments based on one specific reactor. The high homogeneity of the training data allows for greater accuracy, but also means that the model is only applicable to the specific reactor from which the training data has been obtained.

One strength of the NARX approach is its ability to easily implement real-time readings from sensors (e.g. thermocouples) installed throughout the reactor. For example, Yucel et al. [60] explored the effects of the temperature distribution throughout a fixed-bed downdraft gasifier on the syngas composition and HHV. It is generally accepted that the gasification temperature is one of the key parameters dictating the process. It was found that the temperature distribution within the gasifier accounted for 34.53% of the variation in the outputs and especially the temperatures of the reduction, combustion, and drying zones were found to be most influential [60].

Elmaz and Yücel compared a NARX with a simpler polynomial regression model [61]. It was found that the conventional validation methods used for ML applications, such as k-fold validation, might be suboptimal for a time-series approach. Other methods, such as rolling window analysis, may be better suited for time-series approaches to evaluate the stability and performance of the model [61].

In addition to choosing appropriate validation techniques future research considering time-series approaches needs to improve on previous researchers’ works by: (i) using formal statistical descriptors (e.g. $R^2$ and RMSE) to evaluate model accuracy, (ii) providing sufficient description of training data and how it has been obtained, and (iii) describing the network/model structure to an appropriate level of detail. Improving on these points is essential for allowing other researchers to understand the methods employed and reproduce findings if necessary.
4.2 Hybrid Machine Learning Models

The hybridisation of ML models with other ML techniques or advanced statistical methods has shown great potential in the wider energy sector [85]. More recently, researchers have also looked towards hybrid models to model thermochemical processes [74,86,87]. Compared to ordinary models, hybrid models generally have higher accuracy and generalisation ability at the cost of an increase in computational load. For instance, ensemble methods, such as gradient boosting, can turn many weak and poorly performing models into an effective one [88]. A recent study by Kardani et al. [66] nicely illustrated how an ensemble model could improve model robustness despite only limited data being available for model training. Finally, incorporating statistical methods, such as Monte Carlo simulation, can greatly improve the credibility of a model’s results by accounting for the related uncertainties [74]. Two frequently considered methods – particle swarm optimisation (PSO) for ANN training and dimensionality reduction algorithms – are reviewed in greater detail in Sections 4.2.1 and 4.2.2.

4.2.1 Use of particle swarm optimisation for network learning

As identified in Section 4.1, existing research often paid little attention to identifying the optimal network structure. As part of this, the effect of choosing the most suitable training algorithm has often been neglected. More recently, PSO has been considered as an advanced algorithm for model training [89]. PSO is a type of metaheuristic inspired by the movement of a fish school or flock of birds. As a metaheuristic, few or no assumptions are made about the problem which is to be optimised [90].

Chiñas-Palacios [86] explored the potential of a hybrid model combining PSO and ANN methodology to model a biomass gasification plant. The hybrid PSO neural network was compared to two more conventional networks: cascade forward propagation and feed forward back propagation. The optimal ANN configurations, for the various considered networks, were found after performing 215 simulation runs. The number of hidden neurons were varied between 3, 10, and 100 and the particle population for the PSO were varied between 10, 100, 600, and 1000. Intermediate values were not considered which might result in significant performance penalties. It was found that using PSO resulted in poor performance when using suboptimal particle populations. However, when using the optimal configuration, a mean squared error (MSE) reduction ranging from 11-37% was achieved for a range of parameters
when compared to the two more conventional ANN configurations. This highlights the potential performance improvements with PSO, as well as the importance of appropriate parameter choices [86].

In an earlier work, Aghbashlo et al. used a PSO algorithm for the tuning of a different type of neural network [71]. ANFIS methodology was used which combines the learning ability of neural networks with fuzzy logic principles. Upon using previously unseen biomass samples, their model was shown to be robust and adequately accurate with a $R^2$ value of $>0.91$ [71]. Obafemi et al. identified that there was a lack of comparison between different training algorithms [80]. In the past, many researchers simply chose the Levenberg-Marquardt algorithm for model training [49,58,62,91–93]. Future research needs to consider and compare different training options (e.g. Levenberg-Marquard algorithm, Bayesian regularisation, PSO, etc.) to find the most suitable one. Finally, PSO may also have the potential to automatically design an ANN by determining the most suitable hyperparameters [93]. This type of methodology may make choosing the optimal network structure and hyperparameters by trial and error obsolete.

### 4.2.2 Dimensionality reduction methods

Generally, the purpose of dimensionality reduction is the transformation of training data from a high- to low-dimensional space whilst retaining the data’s variation. This is often desirable for predictive models with a large number of observations. In practice, principal component analysis (PCA) is the most commonly employed method, but other methods such as kernel-based methods or autoencoder methodology do exist [94]. For a more in-depth, general review on the topic, the reader is referred to Van Der Maaten et al. (2009) [94].

Recently, Shahbeig and Nosrati used PCA to identify the principal reactions occurring during the pyrolysis of biological waste. The authors showed that PCA allowed for the use of high dimensional experimental data, such as differential thermogravimetric data, for ML model training [87]. Elmaz et al. trained four different ML models to predict biomass gasification products. The training data set consisted of an initial 16 features which were reduced to three using principal component analysis. High $R^2$ values of up to 0.944 were achieved for the best performing ML methods, ANN and RF [20].

Hosseinpour et al. successfully combined an ANN-based model with PCA to predict biomass HHV based on the feedstock’s proximate composition (i.e. fixed carbon, volatile matter, and
ash). Clearly, the initial data set already has low dimensionality. Thus, in this case, PCA was used to eliminate linear correlation between predictors before the data was used for ANN training [95].

It was found that linear techniques such as PCA do not always perform well with complex non-linear data. Some researchers showed that non-linear techniques outperformed linear techniques on selected artificial data sets. However, these performance improvements of non-linear techniques could not always be replicated on real-world data sets [94]. Nonetheless, non-linear techniques for dimensionality reduction may be a worthwhile direction to explore in the future for thermochemical process data sets.

4.3 Use of Other Machine Learning Methods

ML algorithms are commonly split into supervised and unsupervised learning. For this review, a further split by learning task (i.e. regression, classification, and clustering) is desirable. Identifying the learning task at hand allows the ML practitioner to select an appropriate ML algorithm. For gasification and pyrolysis modelling, most learning tasks are regression problems. A lot of the early research within the field considered solely ANNs (as reviewed in Section 4.1). However, more recently, other ML techniques have received increasing attention. The three most frequently employed methods beyond ANNs are discussed below in Sections 4.3.1-4.3.3.

4.3.1 Regression methods

A range of different types of regression analysis exist. Linear regression has been used for many years in statistics and is one of the simplest forms of analysis to assess the relationship between dependent and independent variables [45]. Like many other real-world phenomena, thermochemical processes are known to follow complex highly non-linear relationships. It is no surprise, therefore, that linear regression has been found to be inadequate for the modelling of thermochemical processes such as the pyrolysis of biomass [73].

However, regression methods are not limited to linear regression and other methods (e.g., polynomial regression, stepwise regression, and lasso regression) exist that are better suited for higher dimensionality data and the modelling of non-linear relationships [73]. One of the key benefits of regression-based methods compared to other ML methods is their lower
computational demands. Elmaz and Yücel compared a NARX model to a simpler polynomial regression model. The polynomial regression model did not perform as well achieving $R^2 > 0.80$ for all outputs as compared to $R^2 > 0.98$ for the NARX model outputs [61]. In a separate study, even larger performance differences were identified upon comparing quadratic and cubic polynomial regression with support vector regression, decision tree regression and an ANN [20]. However, a less accurate model may still have its merits especially when it displays a much lower complexity and computational cost. Importantly, the authors noted that the polynomial regression model was still able to predict trends in the data. This makes this type of model well suited for real-time model predictive control applications implemented with a conventional microcontroller. Ultimately, required model accuracy and computational demands need to be weighed against each other to find the most appropriate approach in the face of trade-offs.

4.3.2 Decision tree-based methods

In practice, tree-based methods, such as regression trees or more advanced ensemble methods, have seen less frequent use than ANNs for the prediction of gasification or pyrolysis product yields and properties. However, in a recent comparison between the ANN and regression tree methodology for the prediction of syngas composition and heating value, both methods were found to achieve similar prediction accuracy [20]. This highlights the importance of comparing different ML algorithms on a case-by-case basis. When comparing various ML techniques, it is key to initially select techniques which are suitable for the problem at hand. For example, a recent study by Tang et al. [73] compared linear regression to RF methodology for the prediction of the bio-oil yield and bio-oil hydrogen content from biomass pyrolysis. The well-known non-linear nature of biomass pyrolysis made linear regression a poorly suited approach to the problem and a comparison with ANN or SVM methodology seemed more worthwhile.

Whilst a simple decision tree is easy to follow and understand, ensemble methods suffer from the same black box nature as ANNs [45]. However, interpretability of tree-based methods can still exceed that of ANNs, as the feature importance is generally more easily extracted. For example, Tang et al. [73] found that the biomass composition generally has a larger effect than the pyrolysis conditions on the process outputs. On the other hand, studies by Cheng et al. [74] and Zhu et al. [72] found that pyrolysis temperature had a strong effect on the
production of biochar from a range of biomass feedstocks. Interestingly, the findings by Zhu et al. illustrated that the feature importance obtained from RF methodology could significantly differ from the rankings obtained using Pearson correlation coefficients [72]. Cheng et al. [74] proposed the novel integration of a RF-based predictive model for pyrolysis with life cycle assessment and economic analysis. The aim of their study was to achieve a comprehensive evaluation of a range of different pyrolysis feedstocks on a more holistic basis by considering environmental and economic factors. This type of approach shows the power of ML techniques which allow for the rapid estimation of a range of different scenarios without the need for expensive experiments. This type of approach is not limited to RF, and other ML techniques and thermochemical processes may also be considered for similar implementations in the future.

Some other advantages of tree-based methods are their capability to handle missing predictor values, as well as the easy implementation of categorical values. Many authors used existing experimental studies to collect a process database for model training [62,68,69,72]. However, due to low homogeneity in published literature it can be challenging to amass a sufficiently large database without any missing values. Many ML methods struggle with handling missing predictor values. Tree based methods, on the other hand, are well suited for handling missing predictor values without having to discard observations which could reduce the size of the training set [45]. Furthermore, categorical variables which may have a significant effect on the model outputs are easily implemented in the tree structure of such models.

### 4.3.3 Support vector machines

SVMs have been commonly used for classification tasks. However, recently a number of researchers have looked towards SVM as an alternative to ANN for the modelling of thermochemical processes [20,67,69,87]. Upon the comparison between SVM and ANN, both Cao et al. [67] and Chen et al. [69] found that SVM showed better performance, in terms of RMSE and $R^2$, at predicting pyrolysis product distributions and properties. However, it is important to note that these results cannot necessarily be generalised. The two studies used small data sets of 33 and 71/166/175 (for the prediction of char and gas yield, bio-oil yield, and bio-oil HHV, respectively) data samples, respectively. SVM are known to generally perform well in a high dimensional space with small to medium sized data sets [55,56]. Correspondingly, the larger data sets used in Chen et al.’s [69] study reduced the
performance difference between SVM and ANN. In contrast, Elmaz et al. [20] gave the edge to ANN. The authors found that a multilayer perceptron performed better than a SVM at predicting the syngas composition and HHV from biomass gasification. The key difference between this study and [67,69] is the significantly larger data set that consists of 4,826 time-dependent data samples.

For the case of small data sets, SVM can show better robustness to overfitting than ANN as suggested by Cao et al. [67] and Chen et al.’s [69] studies where the ANN models had higher coefficients of determination and lower RMSE during model training than SVM. However, the subsequent decrease in performance during testing indicated overfitting.

Selecting an appropriate kernel function is essential in creating a well performing model. Choosing a linear function results in similar results to linear regression, making more advanced non-linear functions generally more attractive. The radial basis function has widely been accepted as a good option for the modelling of non-linear processes [96]. All studies reviewed here selected the radial basis function as the kernel function [20,67,69,87]. In conclusion, SVMs represents an interesting alternative to ANNs or other ML techniques, especially for small, high-dimensional data sets.

4.4 Use of Machine Learning in Bioenergy-related Fields

Researchers in a vast number of different fields have been looking towards ML for simulation and modelling tasks. Bioenergy systems tend to be complex systems spanning a range of fields. Hence, developing comprehensive ML models for e.g. sustainable waste management schemes will likely require knowledge across different disciplines.

A thorough review on how ML has been employed in related fields is beyond the scope of this review. However, several authors published dedicated reviews on these topics. For example, Guo et al. published a review on the use of ML methods in the field of recycling and organic solid waste treatment [97]. Various treatment methods were discussed, among them incineration, gasification, and pyrolysis are highlighted. The authors noticed that ANN were the most employed method accounting for more than half of all considered studies. Furthermore, it was noted that combining different ML techniques in integrated models or ML techniques with other innovative methods is seen as promising for improved performance. Finally, the authors stressed the importance of demystifying the “black box” of many ML techniques by, for example, quantifying the contributions of input parameters [97].
Sewsynker-Sukai et al. reviewed the use of ANNs for the modelling and optimisation of biofuels production through biological methods [98]. Coupling genetic algorithms with ANNs was seen as very attractive due to their power to solve a vast array of optimisation problems. Additionally, the authors discussed several papers comparing ANNs to response surface methodology for the optimisation of biofuel production processes. ANNs were found to considerably outperform models based on response surface methodology due to their capability to represent highly non-linear processes without being limited to quadratic equations. Finally, ANN applications in real-time process monitoring and control were suggested as a potential direction for further research [98].

Mosavi et al. (2019) shifted the focus from process modelling/optimisation applications to an energy systems approach. In their thorough review, a vast range of ML techniques for numerous research areas was considered. Reviewed ML applications ranged from wind speed forecasting and building energy demand estimations to district heating system optimisation. However, thermochemical biomass and waste conversion technologies were not discussed by the review. Two methods that stand out are ensemble methods and hybrid ML models due to their improved accuracy and generalisation ability. As a closing remark, the study pointed out that the case-specific development of ML models for a particular application resulted in the best performance despite requiring more time and effort [99].

One of the earliest uses of ANN has been for the prediction of feedstocks’ heating values. Dong et al. predicted the LHV of MSW from its physical composition (i.e. weight fraction of different waste components). Upon comparing the proposed model to various conventional models based on the waste’s physical, ultimate, and proximate compositions, the ANN model was found to predict the LHV best. In this early work, the distinction between the training, validation, and test stages is not clear [100].

A similar approach was used for the prediction of the gross calorific value of Indian coal. Proximate and ultimate data was used, and the model was found to have an improved performance when compared to conventional linear models. This is likely due to the fact that some parameters exhibited a linear relationship with the gross calorific value while others did not [101].

Hosseinpour et al. considered various soft computing techniques for the estimation of biomass’ HHV using its proximate composition information [95]. All models performed well and had lower mean absolute percentage error scores than various empirical equations in the
literature. Upon comparing the various proposed models, the authors concluded that the advanced model combining ANN and partial least squares methodology performed best on the test data set ($R^2 = 0.9732$).

5. Challenges and Prospects

5.1 Challenges

Data availability for model development remains a significant challenge. Running experiments can be expensive and time consuming while usually a large amount of training data is required for developing ML-based models. Many studies collected experimental data from literature, but inconsistencies in how data is quoted can make this process challenging and subsequent comparison difficult. Furthermore, there is a trade-off between a model’s prediction accuracy and its generalisation capability related to the type of training data used. Using highly homogeneous experimental data from e.g. only one type of gasifier generally results in a model with high predictive accuracy for modelling the process of the particular type of gasifier. However, this means the model is only applicable for the narrow type of training data used. It will be valuable to build more diverse models with a lower, but still satisfactory prediction accuracy. Again, this would increase training data requirements as the data needs to span a wider range of parameters.

A problem previously pointed out is the black box nature of some ML algorithms which limits data and model interpretability. Whilst simple methods, such as linear regression, do not suffer from this problem they have also been shown to have non-satisfactory prediction accuracy [73]. ANNs which have been the most employed algorithm can make it challenging to draw valuable mechanistic conclusions from their findings. Efforts have been made at illuminating ANNs and other ML methods [51,83,102]. Section 4.1 described the popularity of Garson’s equation to determine the variable importance of input features. As this method has been found to be lacking, more recent approaches need to be considered to improve interpretability [51,82]. One such option is the use of a global surrogate model for which a simpler, more interpretable model is trained to approximate the behaviour of a more complex black box model [52]. Another option is feature permutation to assess the importance of different input parameters. This method shuffles the values of one feature at a time and computes the resulting increase in the prediction error.
A lack of clarity in published literature is another factor holding back the successful deployment of more ML models and the improvement of existing ones. For instance, a lack of clarity in how data is split for model training, validation, and testing has been identified. Additionally, some studies have been unclear on which stage their results refer to. The use of various statistical parameters to assess a model’s performance can make comparison between models challenging. Generally, $R^2$ and RMSE have been used, but some studies used, for instance $R$ [58] and MSE [49,58]. Not all studies quoted error values in normalised form [67]. Future studies should consider using $R^2$ (or adjusted $R^2$) and RMSE in normalised form to facilitate model comparison. Quoting error values as percentage errors (e.g. root mean squared percentage errors (RMSPE)) is another option which is generalisable and allows for an intuitive assessment of the error’s size. Finally, vast differences in training data make model comparison challenging.

5.2 Prospects

Further work on illuminating the black box of ML algorithms to enhance explainability is considered essential. This way new interconnections between a system’s inputs and outputs might be learned. The development of more comprehensive prediction models, capable of predicting a larger range of relevant factors, is essential for the creation of more holistic models. Understanding how the gasification/pyrolysis process ties into a larger scheme or system analysis will encourage deployment of these technologies by minimising uncertainties for stakeholders. For example, Cheng et al. used the results from a pyrolysis prediction model in a larger framework incorporating LCA and economic analysis [74]. The successful applications of ML-based methods for facilitating the design and optimisation of pyrolysis and gasification whole system will shape the direction of future research and development. Existing models may be improved by considering a wider range of training algorithms, approaching hyperparameter tuning in a more systematic fashion, and incorporating additional relevant input parameters such as categorical data into the model structure. Another promising avenue of research has been the combination of various ML methods or the combination of ML methods with other advanced methods. One such example is the use of PSO for model training and optimisation (Section 4.2.1). Since data sets for model training could often be limited in size, ensemble methods might be another good option to improve model robustness as illustrated by Kardani et al. [66].
For control purposes models with a low computational demand (e.g. regression models) and acceptable accuracy may allow for better real-time process control as compared to conventional models. Conversely, more demanding and accurate models such as NARX can also be used for process optimisation. Combining these could allow for system scale up and incentivise a more widespread deployment of the studied technologies. Importantly, future models need to find a balance between computational demands and accuracy to allow for their implementation through conventional microcontrollers.

6. Conclusions
ML methods have shown great potential towards modelling the gasification and pyrolysis processes and predicting the processes’ product yields and properties. Their predictive performance is already on a similar or even superior level to that of conventional models. Thus, it should not come as a surprise that the number of publications increased drastically over the past two decades. In the period from 2000-2009 a total of 70 papers have been published. On the other hand, 549 publications were found between 2010 and 2019 which represents an increase of 684%.

Whilst $R^2$ values can be difficult to compare, due to some studies having vastly different approaches and aims, it has generally been found that most studies achieved a high prediction accuracy with $R^2 > 0.90$. Despite their high accuracy, ML models do not lend themselves to interpretation, as for instance thermodynamic equilibrium models do, and it has thus been challenging to interpret modelling results at times. Developing more interpretable models is essential in improving the underlying understanding and design capacity of the processes.

Utilising the strong predictive performance of ML models by incorporating them as part of more comprehensive system models has the potential to encourage industrial scale deployment by minimising uncertainties for investors and policymakers. For this, the availability of sufficient training data is essential and considering the nature and availability of training data is key in deciding on the most appropriate ML method for any given use case. Finally, as data availability and computational power increase, new avenues for research become available. For instance, more complex models may be used for real-time process control and optimisation applications.
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