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ABSTRACT
When interacting with embodied agents, users often rely on a va-
riety of cues from the agent’s embodiment to form perceptions of
animacy and intelligence, including its appearance and behaviour.
Due to chatbots’ disembodiment, users’ perceptions of a chatbot’s
animacy and intelligence are mostly dependent on the textual prop-
erties of the dialogue. The current study aims to investigate the
mediating role of perceptions of chatbot’s intelligence and animacy
on users’ perceptions of the chatbot’s anthropomorphism. An on-
line experiment was conducted with a chatbot and a web platform.
Both systems asked users three basic questions for providing a
restaurant recommendation. By communicating the same content
via different modalities of communication (i.e., flowing dialogue
and traditional web interface); this study compares the differences
in these perceptions between chatbots to traditional web platforms.
The results of a mediation analysis entail that the chatbot was per-
ceived as more animate than the web platform, and accordingly, it
was perceived as more anthropomorphic than the web platform as
users’ perceptions of animacy fully mediated this effect. Also, there
is no evidence for differences in users’ perceptions of intelligence
between the chatbot and the web platform.

CCS CONCEPTS
• Human-centered computing → Empirical studies in HCI;
HCI theory, concepts and models; User studies; Text input;
Graphical user interfaces; • Applied computing → Psychol-
ogy; Online shopping.
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1 INTRODUCTION
Anthropomorphism, the attribution of human characteristics to
non-human entities [38], has been studied thoroughly in the set-
tings of human-robot interaction (HRI) (e.g., [5][7][13][17]). How-
ever, previous studies tend to focus on the role of "human-like"
visual and behavioural features when individuals anthropomor-
phise embodied agents (e.g., social robots and avatars) [26] as these
convey humane features clearly and explicitly [50]. Moreover, an-
thropomorphism in HRI is often situated within clear distinctions
of human and machine (e.g., [5][11][37]). Chatbots, also known
as conversational agents, are artificially intelligent computer pro-
grams that interact with users in a flowing dialogue by using natural
language [23], and are often designed to communicate in a human-
like way [45]. When interacting with chatbots online people tend
to anthropomorphise these agents [15][29][38] and often perceive,
describe, and evaluate these in a human-like manner [2][31]. Disem-
bodied conversational agents like chatbots utilize different aspects
in an interaction to convey a sense of anthropomorphism. These
tend to be features of the dialogue’s content, modality, the textual
and lexical properties of the dialogue and the appearance of it (e.g.,
[2][19][30][31][46][50]). While previous studies in HRI can clearly
state how different features of an embodied agent or an embod-
ied interaction effect the way users anthropomorphise it, there is
a literature gap regarding the effect of different disembodied di-
alogue features on online users anthropomorphic perceptions of
disembodied conversational agents (i.e., chatbots).

The current study aims to investigate the mediating role of per-
ceptions of a chatbot’s intelligence and animacy, on users’ percep-
tions of the chatbot’s anthropomorphism. Animacy is the agent’s
capability to demonstrate lifelike behavior, whereas intelligence
is the agent’s ability to acquire and apply knowledge and skills
[5]. While animacy is often observed from an individual’s appear-
ance and behaviour [4][5][44], intelligence is often observed from
an individual’s shared content and performance [4][47][48][52][5].
Thus, this study is particularly interested in further understanding
how these two contrasting, yet related features mediate anthropo-
morphic perceptions.

Perceptions of a speaker’s animacy and intelligence are estab-
lished by different social cues within the dialogue. However, when
interacting with artificial agents, previous studies reported that
these two perceptions are correlated [4]. When interacting with
embodied agents, users often rely on a variety of social cues from
the agent’s embodiment to form perceptions of animacy and in-
telligence, including its appearance, behaviour, and social role
(see [5][9][10][11][28][27][32][33]). Due to chatbots’ disembodi-
ment, users’ perceptions of a chatbot’s animacy and intelligence
are mostly dependent on the textual and lexical properties of the
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dialogue, and its content [50]. There is limited knowledge regarding
how features that are manifested from text can explain people’s
anthropomorphic perceptions of chatbots and other disembodied
conversational agents that relay mostly on textual dialogue. Hence,
this study is aimed at answering the following research question: To
what extent users’ perceptions of chatbot’s dialogue features, animacy
and intelligence, mediates users’ perceptions of chatbot’s anthropo-
morphism?

Two systems were developed for this study, a chatbot and a web
platform. Both systems asked users three basic questions for pro-
viding a restaurant recommendation. By communicating the same
content via different modalities of communication (i.e., flowing chat
dialogue and static traditional web graphic interface); this study
compares the differences in these perceptions between chatbots to
traditional web platforms. Therefore, this study is aimed at further
understanding the role of dialogue and natural language in forming
perceptions of intelligence and animacy, and in turn, perceiving
the system as more anthropomorphic.

2 THEORETICAL FRAMEWORK
2.1 Stimulating Perceptions of Animacy in a

Dialogue
The media richness theory (MRT) [12] explains that a communica-
tion medium’s ability to reproduce the information sent through it
is driven by its "richness", being its abilities to demonstrate or de-
liver social cues. Hence, interpersonal communication behaviours
would typically perform better when communicated via media with
the capacity to convey richer social cues, like gestures and body
language [8][12]. However, considering that disembodied informa-
tion systems (e.g., chatbots and web platforms) are limited from
demonstrating a range of behavioural social cues, these are depen-
dent on different textual and lexical properties of the dialogue [50].
Animacy is inherently related to human behaviour [4][5][44] and is
often observed from visual stimuli cues [35][36]. Nevertheless, ani-
macy can also be observed via grammatical and semantic features
[20]. By manipulating language, imitating human conversation,
and communicating via a dialogue, disembodied conversational
agents like chatbots can provide richer interactions [50] as a richer
medium [12]. Therefore, it is expected that users will perceive a
chatbot to be more animate than a web platform. Hence, the first
hypothesis of the study is: H1: Online users will perceive a chatbot
as more animate than a web platform.

2.2 Perceiving Intelligence Objectively and
Subjectively

Intelligence is often observed from the interplay of conventional,
formal and objective intelligence, with subjective aspects of intelli-
gence. The first is related to the interaction’s content (e.g., the intel-
lectual value of the interaction, logic, state of matters) [47][48][52]
and to the platform’s responsiveness and competence (i.e., the ca-
pacity to perform the required action) [4][5]. Subjective aspects of
intelligence are related to the social dimensions and capabilities of
the platform, as the capacity to demonstrate and respond to emo-
tions and social information, as well as to understand and react to
individual contexts [14][34][40][47][48]. Research into the theory

of mind processes posits that people ascribe mental capacities to
other entities — human and nonhuman — and then react to and eval-
uate these based on their moral judgments and values [15][22][53].
While artificial agents do not (yet) offer the same opportunities as
humans for social interactions [9], their cognitive architectures and
embodied cognition can nonetheless prime people’s perceptions
of these as socially present (e.g., [2][31][38][43]). Accordingly, it
is expected that users will read the chatbot’s demonstrated social
cues and will perceive it as more intelligent than the web platform.
Hence, the second hypothesis of this study is: H2: Online users will
perceive a chatbot as more intelligent than a web platform.

2.3 Anthropomorphizing Information Systems
Making anthropomorphic inferences during an interaction is an
intuitive and mindless task. Nevertheless, it requires cognitive ef-
forts and is more likely to be triggered when certain social cues
are present [1][6][28][53]. According to Epley and colleagues [16],
people are more likely to anthropomorphise when anthropocentric
knowledge is accessible and applicable. Moreover, people often
grant a social role to computers during interactions and perceive
them as social actors [38][39][42]. It is proposed by the computers
are social actors (CASA) paradigm [38][39][42] that humans are
mindlessly biased towards a media (e.g., computers, systems, and
for the scope of this study also conversational agents) social activity,
and when presented with social cues (for the scope of this paper,
like animacy and intelligence) people tend to anthropomorphize
the system or the agent and respond accordingly. Therefore, it is
expected that perceptions of animacy and intelligence will posi-
tively mediate users’ perceptions of the information system (i.e.,
the chatbot and the web platform) anthropomorphism. Accordingly,
the finally hypothesis for this study is: H3: Online users will per-
ceive a chatbot as more anthropomorphic than a web platform, via the
mediating role of (a) perceived animacy and (b) perceived intelligence.

3 METHODS
3.1 Population
A total of 163 participants were recruited using AmazonMechanical
Turk (MTurk). To minimize the influence of culture and language,
the sample was composed of U.S.-based participants who speak
English as their first language. Three participants were dropped
because of technical issues, resulting in a final sample of 160 partic-
ipants, with ages ranging between 20 and 65 years old (M = 35.58,
SD = 11.38), 46.9% identified as females, and with most participants
having completed a Bachelor’s degree (56.3%).

3.2 Design and Stimuli
The current study used an online experiment with a chatbot and
a web platform that were designed for this study. A two (chat-
bot vs. web platform) between-subjects factors online experiment
was conducted. The chatbot for the study was created using the
Conversational Agent Research Toolkit [3] as a disembodied con-
versational agent with a human name (“Emma”) that spoke using
first-person singular pronouns (e.g., "I am"). Emma communicated
with the participants via online chat, manipulating language and
dialogue while describing recommendations with nouns and adjec-
tives (e.g., “These restaurants should provide a lavish experience!”
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when describing expensive restaurants). Emma also used greetings
(e.g., “Hi”) and reacted to users’ statements (e.g., “My pleasure!”)(see
Figure 1).

The web platform utilized buttons, icons, and windows (e.g., a
“Go” button to submit values and a pop-up window to show rec-
ommendations), to stimulate the impression of a standard website
[49]. Recommendations were described with a passive voice and
common symbols and icons (e.g., “$” for describing budget)(see
Figure 2).

Both systems contained pre-defined lists of values that corre-
sponded to potential answers of the participants for providing
recommendations. For example, pasta is an item in an Italian food
list and "not much" is an item in a "small budget" list. Together
the system can retrieve potential recommendations that answer to
those values (i.e., an Italian restaurant for a small budget).

3.3 Measurements
Three scales by Bartneck et al. [5] were applied in the study: Per-
ceived Anthropomorphism (α = .93, M = 3.93, SD = 1.76), Perceived
Intelligence (α = .94, M = 5.14, SD = 1.42), and Perceived Animacy
(α = .91, M = 4.38, SD = 1.63).

3.4 Procedure
Participants were informed regarding their rights and were asked
to provide their informed consent; participants who consented
then began the experiment. First, participants answered a set of
demographic questions and an attention check. Then, they were
randomly assigned to one of the four groups and received corre-
sponding instructions. Using either a chatbot or a web platform,
participants answered three open-ended questions—disclosing a
favourite cuisine, their budget for a meal, and a preferable location
for a restaurant. Accordingly, the system provided a restaurant rec-
ommendation. Participants were informed that the manipulation
should not take more than three minutes.

After completing the task, participants evaluated the platform
in terms of the platform’s anthropomorphism, intelligence, and
animacy. The order of the questions and scales was randomized.
Once participants completed the experiment, they were debriefed
about the study and provided with researcher contact information.
The study received an ethics review board approval.

4 RESULTS
A mediation analysis was conducted using Model 4 of PROCESS
Macro 3.2.01 [24][25] to investigate the research hypotheses. The
model included the experimental conditions as a dichotomous bi-
nary predictor variable, perceived anthropomorphism as the out-
come variable, and perceived intelligence and perceived animacy
as mediators. Moreover, the model controlled for the confounding
influence of the participants’ age and identified gender.

4.1 Direct Effect of the experimental
conditions on Perceived
Anthropomorphism.

The results indicate that in step 1 of the mediation model, the chat-
bot was perceived to be significantly more anthropomorphic than

the web platform; R = .26, F (3, 156) = 3.60, p = .015, with the model
explaining 7% (R2 = .07) of the variance in perceived anthropomor-
phism. The regression of the experimental conditions variable on
perceived anthropomorphism was significant, β = .75, t(156) = 8.10,
p = .007, 95% CI [.21,1.29] when cancelling the mediators’ effect in
the model. Neither gender (β = .35, t(156) = 1.28, p = .204, 95% CI
[-.19,.89]) nor age (β = -.01, t(156) = -1.01, p = .313, 95% CI [-.04,.01])
had a significant effect on perceived anthropomorphism.

4.2 Direct Effect on Perceived Animacy.
Themodel explaining perceived animacywas found to be significant
(R = .23, F (3, 156) = 2.87, p = .038), explaining 5% (R2 = .05) of
the variance in perceived animacy. The chatbot was significantly
perceived as more animate compared to the web platforms, β = .67,
t(156) = 2.61, p = .010, 95% CI [.16,1.17]. Neither gender (β = .14,
t(156) = .55, p = .586, 95% CI [-.36,.64]) nor age (β = -.01, t(156) =
-1.18, p = .238, 95% CI [-.04,.01]) had a significant effect on perceived
animacy. Hence, H1 is supported.

4.3 Direct Effect on Perceived Intelligence.
Step 2 of the mediation model showed that the model explaining
perceived intelligence was not significant (R = .15, F (3, 156) = 1.23,
p = .338), explaining 2% (R2 = .02) of the variance in perceived
intelligence. The chatbot and the web platform were not perceived
differently in terms of perceived intelligence, β = .23, t(156) = 1.02,
p = .308, 95% CI [-.22,.68]. Neither gender (β = -.17, t(156) = -.74, p
= .461, 95% CI [-.62,.28]) nor age (β = -.01, t(156) = -1.45, p = .149,
95% CI [-.03,.01]) had a significant effect on perceived intelligence.
Therefore, H2 is not supported.

4.4 Direct Effect of the mediators on Perceived
Anthropomorphism.

Step 3 of the mediation model showed that the overall model was
significant; R = .84, F (5, 154) = 72.90, p < = .001), with the model
explaining 70% (R2 = .70) of the variance in perceived anthropo-
morphism. Controlling for the experimental conditions variable,
the mediator of perceived animacy (β = .84, t(154) = 13.48, b* = .78,
p < .001, 95% CI[.72,.96]) was found to be significant, while the
mediator of perceived intelligence, controlling for the experimental
conditions variable, was not significant (β = .08, t(154) = 1.13, b* =
.06, p = .261, 95% CI[-.06,.22]). Neither gender (β = .25, t (154) = 1.57,
b* = .07, p = .119, 95% CI [-.06,.55]) nor age (β = .00, t(154) = .02,
b* = .00, p = .985, 95% CI [-.01,.01]) had a significant effect on per-
ceived anthropomorphism when controlling for the experimental
conditions variable.

4.5 Indirect Effects.
Step 4 of the analyses revealed that, when controlling for the medi-
ators, the experimental conditions variable was not a significant
predictor of perceived anthropomorphism, β = .17, t (154) = 1.09, b*
= .10, p = .278, 95% CI[-.14,.49].

Mediation analyses based on 5000 bootstrapped samples us-
ing bias-corrected and accelerated 95% confidence intervals [41]
showed that the experimental conditions variable had a significant
total effect on the perceived anthropomorphism (c = .43, SE = .27, p
= .007, 95% CI[.21,1.29]), a not significant residual direct effect (c’ =
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.10, SE = .16, p = .278, 95% CI[–.14,.49]), and a significant indirect ef-
fect through perceived animacy (ab = .56, SE = .21, BCa CI[.15,.98]).
The indirect effect is significantly different from zero at p < .05.
Perceived animacy fully mediated the total effect between the ex-
perimental conditions variable and perceived anthropomorphism,
abcs = .32, SE = .12, BCa CI[.09,.56]. The results demonstrate that
the chatbot was perceived as more animate than the web platform,
and accordingly, it was perceived as more anthropomorphic than
the web platform. Therefore, H3a is supported whereas H3b is not.

5 DISCUSSION
This study was aimed at investigating how users’ perceptions of in-
telligence and animacy differ between a chatbot and a web platform.
Moreover, this study was focused on further explaining how percep-
tions of intelligence and animacy mediate users’ anthropomorphic
perceptions of the platform. The results of an online experiment
show that the chatbot was perceived as more animated than the
web platform, and accordingly, it was perceived as more anthropo-
morphic than the web platform as users’ perceptions of animacy
fully mediated this effect. In addition to these, there is no evidence
for differences in users’ perceptions of intelligence between the
chatbot and the web platform, and also no effect of perceptions of
intelligence on perceptions of anthropomorphism.

These findings are in line with the MRT framework [12] and
highlight the value of a communication medium demonstrating
and transmitting social cues and gestures. While it is not surpris-
ing, and not substantially novel, it is important and meaningful for
several reasons. Animacy is inherently related to human behaviour
[4][5][44] and is often observed from visual stimuli cues [35][36].
Nevertheless, this study’s results provide evidence for perceptions
of animacy in a textual dialogue. Animacy is rarely discussed in
the context of disembodied conversational agents [50] as it is often
addressed as an embodied feature to embodied agents (e.g., social
robots and avatars) due to their visual appearance [9][10][28][27].
The results of this study provides preliminary evidence for per-
ceptions of animacy in disembodied interactions, contribute to
the conceptualization of animacy within the context of disembod-
ied interactions as a feature of modality and verbal appearance.
Following this key finding, it can be assumed that socially and
emotionally oriented communication and behaviour triggers ani-
macy perceptions from textual and lexical properties in a dialogue.
Furthermore, the MRT framework [12] was originally concerned
with computer-mediated communication (CMC), and accordingly,
social cues within the MRT framework are bound to human origins.
This key result contributes to the dimensions of the framework,
demonstrating the possibility of extending the framework to CMC
interactions with artificial agents.

These findings also provide further evidence to the social and
cognitive frameworks of anthropomorphism in interactions with
artificial agents (e.g., three-factor theory [16], mind perception
[15][22][53], CASA [38][39][42]) while differentiating between fea-
tures of modality and content as accessible and applicable anthro-
pocentric knowledge. Intelligence, as a feature that is often observed
in an interaction from the interaction’s content [47][48][52] and
competence [4][5] is not mediating perceptions of anthropomor-
phism as would be expected within the field of artificial agents.

However, animacy as a feature of a dialogue’s modality [50] ex-
press a sense of behaviour in the dialogue [4][20][44] that is of
human-origins [10]. This key result suggests that in disembodied
interactions, textual and lexical parameters could convey a sense of
a "human-like" interaction, and affect the user to perceive a chatbot
in an anthropomorphic manner. This is in line with earlier results of
Go and Sundar [21] that found that high level of message interactiv-
ity, a feature of dialogue modality, compensates for the impersonal
nature of a chatbot that is low on anthropomorphic visual cues.
Hence, features of modality as animacy, interactivity, and even fea-
tures that are as broad as the agent’s medium of communication
(see [51]) can have a substantial impact on how users’ perceive the
agent beyond the domains of the feature.

Finally, these findings stress the attention users give to con-
ventional and objective intelligence over subjective intelligence
[47][48][52] when evaluating information systems. It seems that
users pay attention to the system’s competency and performance
when evaluating the system’s intelligence, and are not paying at-
tention to the system’ social capabilities. Future studies that aim to
evaluate users’ perceptions of chatbots’ intelligence should extend
from Bartneck and colleagues’ [5] measures of perceived intelli-
gence, and aim to capture both objective and subjective dimensions
of perceived intelligence. When applied to information systems,
people pay attention to cues of conventional and objective infor-
mation like the content of the interaction and the competence and
responsiveness of the system. Hence, information systems that
might not appear to be humane at all are still valued to be as in-
telligent if these perform in line with their expectations. Users’
relay on the communicated content and the systems’ competence
to complete the task, and as both systems demonstrated high com-
petence the evaluation of both was similar. This key finding support
previous research (e.g., [18][30][31]) that highlights the importance
of high quality content (e.g., quality of information, transparency,
providing adequate answers) in eliciting positive perceptions.

6 CONCLUSIONS
Perceptions of a Chatbot’s anthropomorphism are different from
perceptions of a web platform by being mediated through per-
ceptions of animacy and not by perceptions of intelligence. These
agents are being perceived as more human-like due to their animate
way of communicating information rather than due to the intelli-
gent value of the content they communicate or their performance
completing the task. Users do not perceive chatbots’ intelligence
differently from web platforms, and accordingly, it does not appear
as a significant source for users’ perception of chatbot’s anthro-
pomorphism. This study contributes to the conceptualization of
animacy within the context of disembodied interaction as a feature
of modality and verbal appearance. At the same time, it highlights
the universality of intelligence as a feature that is not limited to
humans, nor to non-human objects that appear to be human-like.
Information systems that might not appear to be humane at all
are still valued to be as intelligent based on their competence. In
disembodied interactions that are limited in social cues, socially
and emotionally oriented communication and behaviour serves as
an indicator for human animacy only, and not for intelligence when
evaluating information systems.
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