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Abstract—In this paper we show first-principles simulation
results of the three most commonly occurring types of planar
defects in Indium Phosphide (InP), which are Rotational Twin
Planes (RTPs) and two types of Stacking Faults (SFs). We have
found that only the two less common of these defects, the extrinsic
and intrinsic SFs, have an impact on the current flow in the
semiconductor. These two types of defects cause an increase in
the resistivity of the semiconductor and a remarkable decrease in
currents for low voltages. The most commonly occurring defect
type, RTPs, were revealed to have little to no effect on the
electrical properties of the semiconductor.

Index Terms—Density Function Theory (DFT), First-principles
simulation, Defects, III-V semiconductor, Indium Phosphide (InP)

I. INTRODUCTION

III-V semiconductors, such as Indium Phosphide (InP) and
its alloys, are widely researched due to their unique electrical
and optical properties, such as high carrier mobilities [1],
[2], direct and tunable band-gaps [3], [4] and low exciton
binding energies [5], [6]. These properties can be exploited
to improve on existing devices such as MOSFETs [7] and
PIN photodiodes [8] or to pioneer novel new devices such as
lasing microdisks [9] and topological photonics [10].
When growing III-V semiconductors with conventional growth
methodologies, a large number of planar defects such as Stack-
ing Faults (SFs) and Rotational Twin-Planes (RTPs) occur.
Growth processes which mitigate and control the formation of
these defects have been developed [11]–[14], as it has been
experimentally validated that these defects degrade device
performance. Specifically it was shown that RTPs reduce
mobility, carrier lifetime and quantum efficiency in III-V
nanowires [15]–[17]. Theoretical investigations have shown
that twin-planes acts as scattering centres in Silicon [18], but
also that in low densities, they have no effect on the current in
InP nanowires [19]. The work reported here is an attempt to
shine some more light on this complicated issue, using the
state-of-the-art simulation software Synopsys QuantumATK
[20]. Our aim is to calculate the resistance induced by the
defects, as well as their impact on the current-voltage (I-V)
characteristics of bulk InP for device usages.
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research and innovation program under grant agreement No 860095 MSCA-
ITN-EID DESIGN-EID.

II. SIMULATION METHODOLOGY

All calculations in this paper were performed using the
atomistic first-principles simulation methodology called Den-
sity Functional Theory (DFT), wherein the electron density
is treated as the fundamental variable [21]–[23]. Atoms are
treated explicitly through basis sets consisting of Linear Com-
bination of Atomic Orbitals (LCAO) and their corresponding
pseudopotential. In this work the ”High accuracy” version of
the PseudoDojo set [24], as implemented in QuantumATK,
were used. Exchange and correlation effects were approxi-
mated at the level of a Generalized Gradient Approximation
(GGA), especially made for solids by Perdew, Burke and Emz-
erhof (PBES) [25]. To simulate current transport, DFT was
combined with Non-Equilibrium Green Functions (NEGF), to
accurately describe electrodes at finite bias [26]. The Brillouin
zone were sampled with a k-point density of 300 Å in the
transport direction and 8 Å in the transverse directions. The
real space density mesh cutoff used were 85Ha.
To construct the systems of interest, first bulk InP in the Zinc-
Blende (ZB) phase were relaxed, until the forces between the
atoms were no larger than 0.05 eV/Å. The resulting lattice
constant of 5.890 Å agrees well with the experimental value
of 5.869 Å. The crystal were then cleaved along the [1 1 1]-
direction, in which the crystal has an ABC stacking sequence
of polarised layers, each layer having both a plane of Indium
and Phosphor atoms. For the semi-infinite electrodes, three
layers were used in order to repeat the stacking sequence. The
finite central region were built with 38 layers, corresponding
to 149 Å, to allow for any induced potential to be screened in
the electrodes. The simple unit cell were 4.165 Å wide in the
transverse directions, and periodic boundary conditions were
imposed to reproduce an infinite bulk. An n-type intrinsic
background doping, corresponding to 1× 1017 cm−3, were
added as compensation charges to all atoms in the system.

Six systems were inspected in total, a pristine InP system,
as reference, and five defect systems with the defects located
in the middle of the central regions. Both types of SF defects
were considered, the extrinsic SF, where a layer is missing
in the stacking sequence (ABC BCA), and the intrinsic SF,
where a layer is added (ABCBABC). Three RTP defect
systems were also considered, one with a single RTP, one
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with two RTPs seperated by 10 layers and finally two RTPs
back-to-back.

In literature the two terms RTPs or simply ”twins” and
SFs are often used interchangeably and referring to different
kind of defects, sometimes even in different crystallographic
phases. This necessitates a brief explanation of the terms used
in the current work. In this work, a SF is when a layer is either
removed or added to the [1 1 1] ZB stacking sequence, but the
sequence is otherwise uninterrupted and the added layer is
identical to other layers in the crystal, (see Fig. 1b & 1c).
RTPs on the other hand is a type of twin-plane wherein the
crystal is rotated 60° around the [1 1 1]-direction at the plane.
The resulting crystal appears as a mirror-image with the atomic
species swapped, (see Fig. 1a).
In a crystal where one species is much larger than the other,
such as InP, two RTPs back-to-back is indistinguishable from
an intrinsic SF, which explains the confusion of the terms
in the literature. The stacking sequence of a ZB crystal in
any 〈1 1 1〉-direction can be investigated by HR-STEM images
taken from the 〈1 1 0〉-directions. Two such examples can be
seen in Fig. 2, where in 2a the defects are clearly RTPs, since
the stacking changes direction after the defect, but in 2b it is
not clear whether the defect is an intrinsic SF or two RTPs.

III. RESULTS AND DISCUSSION

To investigate the defects’ perturbation of the system, the
Hartree difference potential was projected onto the transport
direction of the systems. The Hartree difference potential is the
electrostatic potential of the electron density, calculated from
the Poisson equation, except that the compensation charge
density, from the added doping, is subtracted. There was a
notable difference between the SFs and the RTPs potential, but
only small variations between the different RTP systems, thus
only one of each type is shown in Fig. 3. The rapid oscillations
in the potential is the inter-atomic potential between subse-
quent atomic layers. To better visualise the perturbation of
the potential, the envelope were also plotted. The perturbation
from a single RTP, seen in Fig. 3a, is insubstantial compared
to the periodic inter-atomic potential. In contrast the potential
barrier caused by the extrinsic SF, seen in Fig. 3b, is large
enough to severely hinder carrier transport.
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Fig. 1. Three types of planar defects in a ZB InP crystal.
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Fig. 2. HR-STEM images of InP in the zinc-blende phase, seen from the
〈1 1 0〉-direction, which allows vision of the stacking in the 〈1 1 1〉-direction.

To quantify how much the potential barriers, caused by
the defects, hinder current transport, a contact resistance was
calculated.

Rcontact = Rcent −Relec =
1

Gcent
− 1

Gelec
(1)

Where in (1) Rcent(elec) and Gcent(elec) is the resistance and
conductance of the central (electrode) region respectively.
The conductance is calculated in the usual fashion from the
transmission spectrum:

Gcent =

∫
Tcent(E)

(
−∂f(E)

∂E

)
dE (2)

where Tcent is the transmission spectrum and f(E) is the
Fermi-Dirac distribution. The contact resistance (1) was eval-
uated for all systems for various Fermi level shifts (i.e. doping
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Fig. 3. Hartree difference potential, ∆VH , along the transport direction. The
potentials’ envelopes are highlighted in solid red.
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Fig. 4. Specific contact resistance of the five defects and a pristine reference
system as a function of the Fermi level shift. ∆εF = 0 eV corresponds
to the n-type intrinsic background doping of 1× 1017 cm−3 and ∆εF =
0.17(−0.24) eV corresponds to a n(p)-type doping of 6× 1019 cm−3.

levels), the results are shown in Fig. 4. To interpret the shown
results, it is worth mentioning that a high p-type doping
of 6× 1019 cm−3 corresponds to a Fermi shift of −0.24 eV
whereas a similar high n-type doping corresponds to a Fermi
shift of 0.17 eV. We find an increase in resistance across all
defect systems as expected. Due to the large potential barrier
from the SFs, the specific contact resistance is increased by
four orders of magnitude for these systems, for intermediate
doping levels, with the extrinsic SF having a four times
higher resistance compared to the intrinsic SF. For the RTP
systems on the other hand, the resistance is only increased
three times compared to the pristine system for intermediate
doping levels. Interestingly there is no further increase in the
resistance from the additional RTP at these doping levels. At
high doping levels the resistance increase from the RTPs rises,
and especially for p-type doping we start to see a large effect
in comparison to the pristine system. Notably at high p-type
doping there is also a difference between the RTP systems,
with the RTP system with two RTPs back-to-back having the
larger increase in resistance.

To further investigate how much the defects perturb the
current flow, I-V curves for the systems were calculated for
a bias-range of 0V to 1.3V, these can be seen in Fig. 6.
Despite the triple resistance of the systems with RTPs as
compared to the pristine InP, we do not see any noticeable
difference in the current of these systems. All these systems
shows app. constant current values until the breakdown voltage
at app. 0.6V, after which they increase linearly on a log scale.
The breakdown voltage at 0.6V corresponds to the band gap
achieved with the used simulation parameters.

It is well known that DFT is notorious for underestimating
band gaps, but otherwise yields good results in agreement
with experiments. While there does exist methods to achieve
a better band gap, these methods are more computationally
expensive and does not improve on any achieved results that

are not directly related to the band gap. As this work is
an investigation of electrical properties, these methods were
not used and the value of the breakdown voltage should not
be considered seriously. The current in the SF systems are
strongly reduced, by several orders of magnitude even, for
low voltages. As the voltage is increased, the potential barriers
are slowly lowered compared to the conduction states, and
the current approaches that of the pristine and RTP systems.
The barrier still blocks out a few conduction states and as
such the current does not actually reach the pristine and RTP
systems. The intrinsic SFs current approaches the pristine
system quicker than the extrinsic SF, which fits with it having
a lower barrier to be overcome. Interestingly once it has been
overcome, the intrinsic SFs barrier actually blocks out more
conduction states than the extrinsic SF. Unfortunately despite
great efforts and much time spent on it, it was not possible to
converge the I-V curves for the SFs above app. 0.3V. We think
that this is due to the induced potential barrier, shown in Fig.
3b, not being completely screened out in the electrodes. To
visualise the conduction states and the SFs influence on these,
the projected Local Density Of States (LDOS), projected along
the transport direction, is plotted for all systems at zero bias,
these are shown in Fig. 5. The conduction and valence band
edges, marked by the yellow lines, are estimated automatically,
and due to the slightly coarse sampling of the LDOS, artefacts
appear as small sharp peaks that should be disregarded.
When comparing the LDOS of the pristine system in Fig. 5a
with the RTP systems in Fig. 5d, 5e and 5f, we see that the
RTPs barely disturbs the states of the systems. There is a slight
relocation of high- and low-energy states and a few of the
states in the conduction (valence) band disperses (congegrates)
near the RTP, causing a small area at the RTP (next to the RTP)
having less states for transport, which explains the three times
increase in the resistance.
The SFs seen in Fig. 5c and 5b on the other hand shows a
huge difference in the position of states. For the intrinsic SF,
some of the conduction and valence band states are shifted
upwards in energy, with the largest shift occurring at the SF.
The upwards shift of valence band states effectively reduces
the band gap, suggesting that breakdown voltage would have
occurred at lower voltages than for the pristine system, had the
I-V curve been converged to completion. The upward shift of
the conduction band states, lowers the current for low voltages
and explains the large increase in resistance calculated earlier.
Interestingly we here see a big difference between the extrinsic
and intrinsic SF, namely that for the extrinsic SF, several trap
levels occur in the band gap. In fact the amount of trap levels
and the gap between them almost makes the system metallic
at the SF. The conduction band states are also shifted more
in energy and further away from the SF as compared to the
intrinsic SF, which explains the higher resistance of this SF.

To estimate the likelihood of the formation of the planar
defects considered in this paper, we look at their formation
energies relative to the pristine InP system shown in Table I.
The SFs, which have large detrimental effect on the current
transport of the semiconductor, luckily also has relatively high
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formation energies, meaning that it is very unlikely that they
will ever form. Especially the extrinsic SF, which was the
more disruptive of the two, has a very high formation energy.
In contrast the formation energy of the single RTP is so low,
that it is very likely that it will form. In fact there seems to be
a negative formation energy for the systems with two RTPs,
suggesting that the true ground state of InP could be a twinning
super-lattice. More investigation than was done in this paper,
needs to be done for that result to be conclusive though. At
the very least we can say that RTPs will be very hard to avoid
forming, luckily as was shown in this paper, RTPs have almost
no influence on current transport, at least at low densities. Yet
more research needs to be done, to investigate the effect of

high densities of RTPs on current transport, to conclude that
RTPs are generally unimportant for electrical properties.

IV. CONCLUSION

In conclusion we have found that low densities of rotational
twin-planes, have little to no effect on the current flow in
undoped or lowly doped InP. Stacking faults of both the
extrinsic and intrinsic kind, have a huge detrimental effect
on current flow, but could perhaps be utilised in optical
applications for their band gap narrowing effects. Their high
formation energies mean that they will not occur naturally and
great effort would be needed to fabricate them and as such
optical applications seems unlikely.
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TABLE I
FORMATION ENERGIES

System
Intrinsic

SF
Extrinsic

SF 1 RTP 2 RTPs
2 separated
RTPs

Energy
[eV] 0.5449 1.1820 0.0037 -0.2443 -0.2454
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