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A B S T R A C T   

Organic Rankine cycle (ORC) power plants are considered as one of the most promising technologies to generate 
power from low temperature heat sources such as biomass combustion, industrial waste heat, geothermal heat, 
and solar thermal energy. A feed pump is a key component of an ORC power plant to circulate the working fluid 
within the system. Owing to the low boiling temperature of most organic fluids, the feed pumps of ORC power 
plants are more vulnerable to suffer from cavitation. Cavitation of the organic fluid in the feed pump in an ORC 
system can degrade the evaporator performance and cause instabilities in the system operation. Properly 
determining the required net positive suction head or subcooling for the pump is critical for the ORC system 
design and operation. Thus, this paper presents a systematic review of cavitation models with thermodynamic 
effect in simulations of cavitating flows. Methods for implementing thermodynamic effect were summarised. The 
features of the cavitation models were characterised and criticized, and their drawbacks were identified. A 
number of newly established cavitation models were explained and discussed in detail. Homogeneous mixture 
cavitation models have advantages such as less computational effort and easier implementation of thermody
namic effect in comparison with fully coupled multiscale models. However, when the thermodynamic effect is 
considered in the existing cavitation models, the cavitation regimes are not distinguished and applied properly. 
Nucleation cavitation models for organic fluids in ORC systems should be developed in terms of experimental 
nuclei profile and non-condensable gas concentration in future.   

1. Introduction 

The organic Rankine cycle (ORC) is a Rankine cycle that employs an 
organic fluid as working medium to generate power from lower tem
perature sources such as biomass combustion, industrial waste heat, and 
geothermal heat [1–5]. In an ORC system, a feed pump must be used to 
deliver the organic fluid to the evaporator, as shown in Fig. 1a. Although 
a laboratory-scale pumpless ORC system was tested [6,7] and thermo
fluidic feed pumps have been tested in laboratory ORC systems [8,9], 
mechanical feed pumps are still commonly employed in laboratory- or 
large-scale ORC systems [10,11] due to their simple constructure and 
easy operation. The feed pumps used in ORC systems are classified based 
on delivery method and illustrated in Fig. 1b. 

Since an improper mechanical feed pump can impair the perfor
mance of the evaporator, and, in turn, the performance of the expander 
in an ORC system, a number of studies have been conducted on me
chanical feed pumps in ORC systems to clarify pump performance and 
cavitation behaviour when delivering organic fluids. The pumping work 

in ORC systems was estimated analytically for 18 different organic fluids 
[12]; it was identified that the feed pump in ORC systems should 
develop high head (0.2–40 bar) and low mass flow rate (0.01–10 kg/s) 
[13]. There are currently two types of pumps which can meet these 
requirements: rotodynamic pumps and positive displacement pumps. 
The rotodynamic pump employs one or more rotating impellers to raise 
both liquid pressure and velocity continuously, while the positive 
displacement pump intermittently delivers a liquid by using periodically 
increased and decreased pumping chamber volumes. At the same head 
and flow rate, the positive displacement pump usually has better effi
ciency but higher maintenance costs and more complicated pipe systems 
in comparison with the rotodynamic pump. 

Rotodynamic pumps, such as multistage centrifugal pump [14,15], 
single-stage centrifugal pump [16], roto-jet pump [14], peripheral or 
regenerative pump [17] have been tested in ORC systems. Similarly, the 
axial piston pump [18], sliding vane pump [19,20], plunger pump [16], 
piston pump [21,22], diaphragm pump [14,23–26], and external gear 
pump [27] have been investigated experimentally in ORC systems. Even 
though all these pumps are examples of the positive displacement pump, 
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Nomenclature 

a constant in Eq. (42) 
b solution constant in Eq. (50) 
B dimensionless factor related to vapour volume fraction 

defined in Eq. (58) 
cmin minimum sound speed of mixture, m/s 
cpl specific heat capacity of liquid, J/kg K 
cpg, cvg specific heat capacities of non-condensable gas at constant 

pressure and constant volume, respectively, J/kg K 
C constant in Eq. (4) 
Ccon empirical constant for ṁcon, 
Cvap empirical constant forṁvap 

D thermal diffusivity of liquid, m2/s 
Dn rate that molecules strike the surface of the clusters with n 

molecules in Eq. (43) 
e internal energy of mixture, J/kg 
el internal energy of liquid, J/kg 
erf Gaussian error function 
ev internal energy of vapour, J/kg 
Fvap empirical constant for evaporation in Eq. (39) 
Fcon empirical constant for condensation in Eq. (39) 
h heat transfer coefficient across the bubble boundary, J/m2 

K 
J Jakob number defined as Eq. (44) 
k turbulent kinetic energy, m2/s2 

Kl→v rate of vapour generation, Eq. (8) 
Kv→l rate of vapour condensation in Eq. (8) 
lc cut-off distance characteristic 
L latent heat of liquid, J/kg 
m empirical power in Eq. (40) 
ṁ phase change rate, kg/m3 s 
ṁl liquid mass transfer rate, kg/m3 

ṁv vapour mass transfer rate, kg/m3 s 
M molecular mass of liquid, g/mol 
n number of molecules in Eq. (43) 
n polytropic index 
n0 number of vapour bubbles in a unit volume, 1/m3 

n* number of vapour bubbles atpmin = 0 
N population of vapour bubbles in critical size, 1/m3 s 
Nl population density of impurity particles or seeding nuclei 

in liquid, 1/m3 

p local pressure of mixture, Pa 
p1 pressure at pump inlet, kPa 
pg partial pressure of non-condensable gas in a bubble, Pa 
pg0 initial partial pressure of non-condensable gas in a bubble, 

Pa 
pl liquid pressure, Pa 
pmin minimum pressure in the throat of a nozzle, Pa 
pt pressure due to velocity turbulent fluctuation, Pa 
pv local vapour pressure, Pa 
pvortex pressure profile in a cavitating Rankine vortex, Pa 
r radial coordinate of the spherical or cylindrical coordinate 

system, m 
R vapour bubble radius, m 
Rcore central core radius of Rankine vortex, m 
R0 initial radius of vapour bubble, m 
R0max maximum initial nuclei size, m 
R0min minimum initial nuclei size, m 
Rg bubble radius of non-condensable gas in liquid, m 
Rg0 bubble initial radius of non-condensable gas in liquid, m 
Rgas universal gas constant, J/K mol 
R+ dimensionless vapour bubble radius defined in Eq. (51) 
sl specific entropy of liquid, J/kg K 

slv specific entropy of liquid and vapour mixture, J/kg K 
Sij time-averaged velocity deformation rate tensor in Eq.(73), 

1/s, i,j = 1,2,3 
Smax maximum shear rate in two-dimensional flow field in Eq. 

(75), 1/s 
t time, s 
t∞ mean time scale of liquid, s 
t+ dimensionless time defined in Eq. (51) 
Tl temperature of liquid, ℃, K 
T∞ temperature of liquid in far-field, ℃, K 
u net average velocity of vapor molecules in Eq. (11), m/s 
ui, uj time-averaged velocity components in the Cartesian 

coordinate system in i and j coordinate directions, m/s, i,j 
= 1,2,3 

u∞ free stream velocity of liquid, m/s 
vl specific volume of liquid, m3/kg 
vv specific volume of vapour, m3/kg 
v̇con condensation mass transfer rate, 1/s 
v̇vap evaporation mass transfer rate, 1/s 
W minimum work, J 
Wmin minimum work related to the cut-off distance 

characteristic lc at zero surface tension in Eq. (43), J 
xi Cartesian coordinates in a flow field, m, i=1,2,3 
y vapour mass fraction 
z number of nearest neighbouring molecules surrounding a 

single molecule in Eq. (43) 
Zf Zeldovich non-equilibrium factor in Eq. (43) 

Greek 
α0 initial nuclei volume fraction 
αl liquid volume fraction 
αnc nucleation site volume fraction in liquid 
αv vapour volume fraction 
γ surface tension of liquid, N/m 
Γ Rankine vortex circulation, m2/s 
δ geometrical parameter depending on vapour bubble shape 

in Eq. (42), ◦

Δp pressure width in Eq. (6), Δp=150 Pa for water 
Δpv pressure depression, Δpv=pv(T∞) − pv, Pa 
ΔT temperature depression, ΔT=T∞ − Tv, ℃, K 
ζ auxiliary variable in Eq. (24) 
η constant in Eq. (6) 
θ half angle of the bubble surface measured at the centre of 

the surface curvature in Eq. (42), ◦
ι auxiliary variable in Eq. (24) 
κ Boltzmann constant 
λ thermal conductivity of liquid, W/m K 
Λ factor considering deviation of velocity distribution of 

vapor molecules in the vicinity of the interface from the 
Maxwellian probability distribution in Eq. (11) 

μ dynamic viscosity of liquid, Pa s 
μt turbulent eddy viscosity, Pa s 
ν kinematic viscosity of liquid, m2/s 
ξ auxiliary variable in Eq. (24) 
ρ density of liquid, kg/m3 

ρg non-condensable gas density in liquid, kg/m3 

ρl liquid density, kg/m3 

ρv vapour liquid, kg/m3 

σ11 first principal stress in flow field, Pa 
υ auxiliary variable in Eq. (51) 
φ crank angle,◦

χ(R0) function of gas nuclei distribution in liquid 
ψ auxiliary variable in Eq. (51) 
ω rate of dissipation per unit turbulent kinetic energy, 1/s 
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the sliding vane pump and external gear pump belong to the sub-group 
of rotary pumps and the rest are reciprocating pumps, as summarised in 
Fig. 1b. In these experiments, the organic/inorganic fluids, namely R11, 
R113, R123, R134a, R404, R245fa, HEF-7100, and mixture NH3/H2O 
were used as working medium. 

In comparison with rotodynamic pumps, these studies confirmed 
that positive displacement pumps are more favourable for ORC systems 
in terms of exergy destruction rate, heat absorption rate, and thermal 
and exergy efficiencies. However, positive displacement pumps may be 
subject to a higher net positive suction head required (NPSHr) (0.24 bar) 

[23,24] or severer subcooling (4.4–20) ℃ [21–24]. NPSHr represents 
the suction performance of a feed pump when cavitation occurs in it at a 
low suction pressure. The lower the NPSHr, the better the suction per
formance, and the safer the pump operation. Essentially, cavitation is a 
boiling phenomenon in a liquid due to a reduced static pressure at nearly 
constant liquid temperature. Cavitation results in a cavity in the liquid, 
the cavity will shrink and collapse when the pressure rises to generate 
pressure shockwave and performance oscillation or even material 
damage. Cavitation often appears on the blade suction side near the 
blade leading edge in centrifugal and roto-jet pumps, in the suction port/ 

Subscripts 
i coordinate index of the Cartesian coordinate system, 

i=1,2,3 
j coordinate index of the Cartesian coordinate system, 

j=1,2,3 

Abbreviations 
1D one-dimensional 
2D two-dimensional 
3D three-dimensional 
CATUM Cavitation Technical University Munich 
CFD computational fluid dynamics 
DBM discrete bubble model 
EOS equation-of-state 

HFO hydrofluoroolefin 
LES large eddy simulation 
MOGA-II multi objective genetic optimization algorithm 
NPSH net positive suction head 
NPSHr net positive suction head required 
ORC organic Rankine cycle 
PDF probability density functions 
RBFNN radial basis function neural network 
SAO sequential approximate optimization 
SST shear stress transport 
UDF user-defined function 
VOF volume of fluid 
ZGB Zwart, Gerber and Belamri  

Fig. 1. The feed pumps used in existing ORC systems, (a) ORC test loop, (b) classification of feed pumps, (a) is after [29].  
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chamber in regenerative, axial piston, sliding vane, and gear pumps, in 
the suction valve in plunger, piston and diaphragm pumps, respectively. 
The locations of cavitating cavity in a specific diaphragm pump pre
dicted with computational fluid dynamics (CFD) simulation are illus
trated in Fig. 2, where the cavities appear in the gap between the seat 
and the valve, and on the valve surface. 

Since the phase change of liquid to vapour needs latent heat, a 
temperature difference or temperature depression (liquid temperature 
minus vapour temperature) exists across the boundary between the 
liquid outside the cavity and the vapour inside the cavity. The magni
tude of temperature depression depends on thermophysical property of 
liquid. The temperature depression in cavitation is considered as ther
modynamic effect. To characterise the thermodynamic effect in cavita
tion the following dimensional thermodynamic parameter Σ is defined 
as [28] 

Σ =
L2v2

l

Tlcplv2
v

̅̅̅̅̅̅
D

√ (1)  

where L is the latent heat of a liquid at liquid temperature Tl, vl is the 
specific volume of the liquid, cpl is the specific heat capacity of the 
liquid, D is the thermal diffusivity of the liquid, D = λ/ρlcpl, vv is the 
specific volume of the vapour, λ is the thermal conductivity of the liquid, 
ρl is the density of the liquid. In Fig. 3, the thermodynamic parameter Σ 
is plotted as a function of liquid temperature Tlfor the banned organic 
fluid R113, the organic fluids being phased out such as R123 and R134a, 
and the promising hydrofluoroolefin (HFO) organic fluid R1234yf. The 
thermodynamic parameter Σ of water and nitrogen is also included in 
the figure for reference. The thermodynamic parameter Σ is a 

proportional constant between the vapour bubble radius growth or 
collapse rate with time and the temperature depression. The larger the 
thermodynamic parameter, the smaller the radius growth or collapse 
rate at a constant temperature pression, and the more significant ther
modynamic effect in cavitation, or vice versa [28]. The thermodynamic 

Fig. 2. The geometrical model of the liquid end of a diaphragm pump for CFD simulation (a), the contours of vapour volume fraction (b), and the iso-surface of 
vapour volume fraction of 0.1 (c) at the inlet pressurep1 = 85.2 kPa and the crank angleφ = 106.2◦ as well as rotational speed of 480 rpm, the liquid end is 
symmetrical, thus a half model is adopted in the simulation, the spring for the valve is considered in the valve rigid body equation, the picture are . 
adapted from [36] 

Fig. 3. The thermodynamic parameter Σ curve versus liquid temperature Tl for 
water, R113, R123, R134a, R245fa, R1234yf and nitrogen. 
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parameter of the organic fluids presented in Fig. 3 is in between water 
(weakest thermodynamic effect) and nitrogen (strongest thermody
namic effect). This fact suggests that the thermodynamic effect exhibited 
in cavitation of organic fluids should be taken into account in deter
mining the cavitation performance of a pump when it is applied in an 
ORC system to deliver an organic fluid [29]. Determining NPSHr or 
subcooling of the pump during feeding an organic fluid is one important 
issue in the design and operation of ORC systems as it will significantly 
influence the stability of the system and impair the evaporator 
performance. 

CFD has been increasingly employed to study cavitation with ther
modynamic effect when thermo-sensitive liquids flow around hydro
foils, in nozzles and through centrifugal pumps. CFD simulations of 
cavitation in reciprocating pumps have been conducted in the absence of 
the thermodynamic effect using cold water [30–35]. However, there has 
been little CFD investigation into cavitation performance and flow de
tails in reciprocating pumps when the pumps delivering organic fluids 
with thermodynamic effect in ORC systems so far because this effect of 
organic fluids was not noticed considerably by researchers [36]. 

With this in mind, we will investigate unsteady cavitation flows of an 
organic fluid with thermodynamic effect in a reciprocating pump for 
ORC systems based on CFD simulations along with experimental ob
servations. The work includes cavitation model development with 
thermodynamic effect for organic fluids, CFD implementation, valida
tion and CFD simulations under various inlet pressure and rotative speed 
conditions. To help establish reliable cavitation models, a comprehen
sive survey of cavitation models for CFD is imperative. 

There have been excellent reviews of cavitation models in the liter
ature [37–41]. For example, the modelling and computational strategies 
for simulating cryogenic cavitation relevant to liquid rocket propulsion 
applications were reviewed in [37]. The homogeneous cavitation 
models and turbulence closure for unsteady cavitating flows were dis
cussed in [38]. The homogeneous cavitation models published after 
2010 were presented in [39]. The unsteady cavitating flow modelling 
and brief survey on cavitation models were devoted to hydraulic ma
chines and hydrofoils in [40] and [41], respectively. 

The research that had been covered by the review articles above will 
be omitted herein. This article will be focused on the new developments 
in cavitation models after 2016 and the previous cavitation models 
associated with thermodynamic effect. The review will form a frame
work of cavitation model selection, model generation and validation for 
CFD simulations of the cavitating flow of an organic fluid in the feed 
pumps of ORC systems. 

2. Classification of cavitation models 

Numerical simulation of cavitating flows has been a challenging 
subject since the 1960′s, much is still unknown about phenomena, such 
as compressible and incompressible flows, relative slip motion between 
the cavitating bubbles/cavity and the liquid, and phase change, coexist 
in a flow domain [42]. Cavitation models are crucial in the numerical 
simulation of cavitating flows. Based on the feature of cavitation models 
in mathematics, the cavitation models can be classified into determin
istic models and stochastic models at first. The deterministic models are 
divided into three categories: (1) interface tracking models, (2) homo
geneous two-phase mixture models, and (3) multiscale models, ac
cording to their feature in physics. In the interface tracking models, 
there is no sub-class but are five models. In the homogeneous two-phase 
mixture models, there are five sub-classes such as equation-of-state 
(EOS), arbitrary mass transfer rate, evaporation and condensation, 
Rayleigh-Plesset equation-based, and nucleation model groups. In the 
EOS model class, further eight sub-classes, namely liquid–vapour ther
modynamic variable table, first-order differential equation of density, 
barotropic law curve without vapour volume fraction transport equa
tion, sinusoidal barotropic law without vapour volume fraction trans
port equation, sinusoidal barotropic law with vapour volume fraction 

transport equation, stiffened gas law without vapour volume fraction 
transport equation, stiffened gas law with vapour volume fraction 
transport equation, and Gibbs free energy for phase mixture. There are 
not sub-classes in the arbitrary mass transfer rate, evaporation and 
condensation model groups. In the Rayleigh-Plesset equation-based 
model group, Schnerr-Sauer model, full cavitation model, ZGB model, 
unified model, cavitation models with liquid viscosity, Rankine vortex 
cavitation model, cavitation models with bubble–bubble interaction, 
cavitation models with bubble breakup in cavity cloud, and cavitation 
models with first principal stress can be divided further. In the nucle
ation cavitation models, five sub-classes i.e., nuclei number density 
distribution of power function, nuclei number density distribution of 
exponential function, vapour nucleation theory with Rayleigh-Plesset 
equation, vapour nucleation theory with empirical function of nuclei 
number density distribution and vapour nucleation theory with existing 
simplified cavitation models in CFD package appear. In the multiscale 
models, one-way and two-way coupling model groups exist. In the one- 
way coupling cavitation model group, four sub-classes such as model for 
cavitation inception, fully developed cavitation model in still liquid, 
fully developed cavitation model in flowing liquid and Euler-Lagrange 
sheet and bubble cavitation model are present. In the two-way 
coupling cavitation models, there is one class only, e.g., the Euler- 
Lagrange fully developed cavitation model. Since the stochastic model 
is newly developed, it is not classified further, and has one model only. 

This proposed classification of cavitation models is elucidated in 
Fig. 4. A detailed classification of cavitation models is illustrated in 
Table 1. The classification method in this article can deal with most 
existing cavitation models in the literature. In the following sections, the 
cavitation models presented in Table 1 will be reviewed and discussed. 

2.1. Interface tracking models 

In interface tracking models, the cavity and liquid interface is 
tracked based onpv = constant condition in two-dimensional (2D) or 
axis-symmetrical steady inviscid flows [43–46], where pv is the vapour 
pressure of a liquid. The model was expanded to 2D viscous flows by 
solving 2D incompressible Navier-Stokes equations [47] and energy 
equation with artificial compressibility algorithm and introducing 
thermodynamic effect in cavitation [48,49]. Particularly, thermody
namic effect is involved by using the heat balance equation across the 
interface and implemented in the energy equation as a boundary 
condition-temperature gradient in the interface normal direction. In the 
cavitation model, pv, and ρv/ρl are treated as temperature-dependent 
parameters [49], where ρv and ρl are vapour and liquid densities, 
respectively. The interface tracking model has been challenged in 
dealing with three-dimensional (3D) cavitation problems. 

2.2. Homogeneous two-phase mixture models 

In homogeneous two-phase mixture models, the fluid is either a 
liquid or a variable density homogeneous two-phase mixture of the 
liquid and its vapour. In a homogeneous mixture, the liquid and vapour 
are in mechanical and thermal equilibrium and share the same velocity 
and pressure. In the homogeneous two-phase mixture models, the con
tinuity equation, momentum equations, transport equation for the 
number of bubbles or vapour/liquid volume fraction and energy (tem
perature) equation (for cavitation with thermodynamic effect) need to 
be solved simultaneously. The EOS model, arbitrary mass transfer rate 
model, Rayleigh-Plesset equation-based mass transfer rate model and 
nucleation model are four common cavitation models in this category. 

In EOS models, a vapour void fraction transport equation can be 
included. In doing so, the cavitation process is reflected by the mass 
transfer source terms in the equation, or the process is represented by 
the vapour void fraction which determined with the EOS models 
themselves. However, a vapour volume fraction transport equation is 
not needed in most EOS models. 
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In homogeneous two-phase mixture models, non-condensable gas in 
a liquid can be included. In that case, the non-condensable gas yields the 
ideal gas law (isothermal process) or polytropic law and shares the same 
velocity and pressure with the rest phase but doesn’t have phase change. 
The methods for accounting for non-condensable gas in cavitation 
models are interpreted in the discussion section. 

2.2.1. EOS models 
In EOS models, the liquid or the mixture of the liquid and its vapour 

is steady, inviscid and barotropic (ρ = ρ(p), where ρ is the density of the 
mixture), and thus dismisses the necessity for an energy equation [50]. A 
phase change model was developed for the cavitation with thermody
namic effect where the vapour mass fraction y depends on the liquid 
entropy gradient dsl/dpv, entropy of mixture slv and the difference be
tween the vapour pressure pv and local pressure p. This is defined in Eq. 
(2) [50]: 

y =

(
dsl

dpv

)(
pv − p

slv

)

(2)  

where y is related to the mixture density ρ as p < pv by Eq.(3) 

ρ =
1

1
ρl
+ y
(

1
ρv
− 1

ρl

) =
1

1
ρl
+

(
dsl
dpv

)(
pv − p

slv

)(
1
ρv
− 1

ρl

) (3)  

where ρ = ρl as p ≥ pv. This is the first phase change model for cavitation 
with thermodynamic effect. Based on a known table of saturated liq
uid–vapour thermophysical properties, the density of the liquid–vapour 
mixture can be determined at a temperature and pressure with Eq.(3). 
This EOS model is called liquid–vapour thermodynamic variable table- 
based model or density-based model. Similar models can be found in 
[51,52]. With the density-based model, the software, named CATUM 
(Cavitation Technical University Munich) for solving 3D, unsteady, 
compressible, various Mach numbers, cavitating flows with time-step as 
short as a nanosecond was developed to capture the shockwave gener
ated by vapour bubble collapse in [52]. In this model, the vapour vol
ume fraction transport equation is not needed. 

Another EOS model for isothermal cavitation was established by 
using a first-order differential equation of liquid–vapour mixture for 
axisymmetric unsteady viscous flows [53] and for 2D unsteady flows 
around a hydrofoil [54]. In the model, the change rate of the two-phase 
mixture density dρ/dt is assumed to be proportional to the difference 
between the local pressure p and the vapour pressure pv as: 

dρ/dt = C(p − pv) (4)  

where C is a constant depending on Reynolds number [54]. The model 
does not require the vapour volume fraction transport equation. 

The barotropic law curve is an important EOS model for cavitation. 
In the model, the density of water-vapour mixture was plotted as a 
function ρ = f(p) with four parameters ρv, ρl, pv and minimum sound 
speed cmin [55–57]. The curve can be fitted by using a sine function as 
[58]: 

ρ =
ρl + ρv

2
+

ρl − ρv

2
sin

⎛

⎝ p − pv

c2
min

ρl − ρv
2

⎞

⎠, and αv =
ρl− ρ

ρl − ρv
(5)  

where cmin is adopted to control the slope of the curve, and the value of 
the sine function is in the range of [− 1, 1]. If ρ is known, the vapour 
volume fraction or vapour void fraction αv is calculated more easily. This 
model does not need the vapour void fraction transport equation and 
was implemented in the CFD software-FINE TURBO [56–58]. 

A sinusoidal barotropic law was proposed in [59,60]. The mixture 
pressure is expressed by vapour void fraction in the model based on Eq. 
(5) when the pressure is in the range of [pv − Δp,pv + Δp]: 

p = pv + c2
min

ρl − ρv

2
sin− 1[η(1 − 2αv)] (6)  

where sin− 1() represents the inverse function of sin(), Δp is the pressure 
width of the law, Δp=150 Pa for water [60], the model constants cmin 
and η are determined with the continuity conditions of the pressure and 
the speed of sound between the liquid and the mixture at p = pv +Δp 
[59]. From Eq. (6), the speed of sound of the mixture can be calculated 
by taking dp/dρ. This model does not request the vapour void fraction 
transport equation essentially. 

The sinusoidal barotropic law Eq.(6) was used together with a 
vapour void fraction transport equation which includes the mass 
transfer source terms for vaporization and condensation in cavitation 
[61–65]. Eq.(6) is nothing more than supplying an analytical relation
ship between pressure and density for a liquid–vapour mixture. 

Water can be considered compressible in cavitation, especially in 
vapour bubble collapse stage. Thus, the relationship of pressure with 
density and internal energy can be described by using stiffened (convex) 
EOS (its second derivative is nonnegative in its entire domain), i.e., 
stiffened gas law, which is usually for gas. Since both water and its 
vapour are compressible, the numerical procedure is simplified, and the 
numerical solution converges easily. A stiffened gas law of the EOS 
model was deduced in [59,66]. Firstly, the stiffened gas law was built for 
each phase (the liquid phase is subject to low Mach number pre
conditioning). Then the thermodynamic variables of the mixture were 
deduced from the thermal and mechanical equilibrium as an analytical 
function of vapour void fraction. Particularly, the vapour void fraction is 
determined simply by the internal energy of each phase at saturation 
[59]: 

αv =
ρe − ρlel

ρvev − ρlel
(7)  

where e, el and ev are the internal energy of the mixture, liquid and 
vapour, respectively. The vapour void fraction transport equation is not 
required. 

The stiffened gas law could also be employed along with the vapour 
void fraction transport equation like the sinusoidal barotropic law Eq. 
(6). In this case, the mass transfer source terms for vaporization and 
condensation in cavitation are involved [61,62,67]. 

These EOS-based models take the most dominant advantage that the 
thermodynamic effect in cavitation can enter the model as long as the 

Fig. 4. The proposed classification of cavitation models.  

W. Li and Z. Yu                                                                                                                                                                                                                                 



Thermal Science and Engineering Progress 26 (2021) 101079

7

Table 1 
Classification, contributor, and feature of existing cavitation models for CFD simulations.  

First-class Second-class Third-class Fourth-class Contributor (year) Number 
of 
models 

Feature Source 

Deterministic Interface 
tracking 

No No Brennen (1969); 
Lemonnier & Rowe 
(1988); Pellone & 
Rowe (1988); 
Deshpande, Feng & 
Merkle (1994); Liu, 
Li & Feng (2006) 

4  1. 2D fluid flows;  
2. Cavity and liquid interface is 

tracked with pv = constant.  

[43–47] 

Homogeneous 
two-phase 
mixture 

Equation-of- 
state models 

Liquid-vapour 
thermodynamic 
variable table 

Cooper (1967); 
Ventikos & Tzabiras 
(2000); Schnerr, et al 
(2008) 

3  1. Thermophysical variables of liquid 
and vapour in saturation are known 
in a table in terms of pressure and 
temperature.  

2. Vapour volume fraction is 
interpolated or calculated with 
known thermophysical variables of 
mixture from governing equations 
and those of liquid and vapour in 
the table. 

[50–52] 

First-order 
differential 
equation of density 

Chen & Heister 
(1995); Okita & 
Kajishima (2002) 

2  1. It is assumed dρ/dt = C(p − pv).  
2. Density or vapour volume fraction 

is calculated from that equation.  

[53,54] 

Barotropic law 
curve without 
vapour volume 
fraction transport 
equation 

Delannoy & Kueny 
(1990); Coutier- 
Delgosha, Reboud & 
Delannoy (2003); 
Reboud, Coutier- 
Delgosha, Pouffary, 
et al (2003) 

3  1. Density curves of water-vapour 
mixture are plotted against pres
sure at minimum sound speed cmin 

= 0.5, 2 m/s.  
2. Vapour volume fraction isαv =

(ρ − ρv)/(ρl − ρv).

[55–57] 

Sinusoidal 
barotropic law 
without vapour 
volume fraction 
transport equation 

Goncalves & Patella 
(2009); Decaix & 
Goncalves (2013) 

3  1. p = pv +
(ρl − ρv

2

)
c2

minsin− 1 [A(1 − 2αv)].  

2. Vapour volume fraction isαv =

(ρl − ρ)/(ρl − ρv).

[59,60] 

Sinusoidal 
barotropic law 
with vapour 
volume fraction 
transport equation 

Goncalves & Patella 
(2011); Goncalves 
(2013); Goncalves 
(2014); Goncalves & 
Charriere (2014); 
Goncalves & Zeidan 
(2017) 

5  1. p = pv +
(ρl − ρv

2

)
c2

minsin− 1(1 − 2αv).  

2. Vapour volume fraction is 
determined by solving its transport 
equation.  

[61–65] 

Stiffened gas law 
without vapour 
volume fraction 
transport equation 

Goncalves & Patella 
(2009, 2010) 

2  1. Thermophysical variables of 
mixture are calculated by stiffened 
gas law of each phase.  

2. Vapour volume fraction is 
calculated with internal energy of 
each phase in saturation. 

[59,66] 

Stiffened gas law 
with vapour 
volume fraction 
transport equation 

Goncalves & Patella 
(2011); Goncalves 
(2013); Goncalves 
(2014); Charriere, 
Decaix & Goncalves 
(2015) 

4  1. Thermophysical variables of 
mixture are calculated by stiffened 
gas law of each phase.  

2. Vapour volume fraction is 
estimated by solving its transport 
equation. 

[61–63,67] 

Gibbs free energy 
for phase mixture 

Vortmann, Schnerr & 
Seeleck (2003) 

1  1. Based on phase change model of 
shape memory alloys.  

2. Cavitation occurrence depends on 
Gibbs free energy of the phase 
mixture. 

[68] 

Arbitrary mass 
transfer rate 
models 

No Merkle, Feng & 
Buelow (1998); 
Kunz, Boger, 
Stinebring, et al 
(2002); Senocak & 
Shyy (2004) 

4  1. Cavitation mass transfer rate is 
proportional to p − pv.  

[69–71] 

Vapor-liquid 
interface 
evaporation 
and 
condensation 
model 

No Saito, Takami, 
Nakamori, et al 
(2007); Liu, Li, 
Zhang, et al (2008); 
Ochiai, Iga, Nohmi, 
et al (2010); 
Gnanaskandan & 
Mahesh (2015); Le, 
Okajima & Iga 

6  1. Evaporation and condensation 
occur on liquid–vapour interface.  

2. Both depend on pressure and 
temperature of two phases, yield 
Schrage’s formula. 

[81–86] 

(continued on next page) 

W. Li and Z. Yu                                                                                                                                                                                                                                 



Thermal Science and Engineering Progress 26 (2021) 101079

8

Table 1 (continued ) 

First-class Second-class Third-class Fourth-class Contributor (year) Number 
of 
models 

Feature Source 

(2019); Yang & 
Habchi (2020) 

Rayleigh- 
Plesset 
equation-based 
mass transfer 
rate model 

Schnerr-Sauer 
model 

Schnerr & Sauer 
(2001); Yuan, Sauer 
& Schnerr (2001); 
Kanfoud, Lamloumi 
& Zgolli (2010) 

3  1. Relation of αv to n0 and R is correct.  
2. dR/dt is determined with Rayleigh- 

Plesset equation.  

[89,91,98] 

Full cavitation 
model 

Singhal, Athavale, Li, 
et al (2002); De 
Giorgi, Bello & 
Ficarella (2010); 
Tsuda, Tani & 
Yamanishi (2012); 
Zhang, Wu, Xiang, et 
al (2013) 

4  1. Relation of αv to n0 and R is 
approximate.  

2. dR/dt is determined with Rayleigh- 
Plesset equation.  

3. R is determined by Weber number.  

[103–106] 

ZGB model Zwart, Gerber & 
Belamri (2004) 

1  1. Relation of αv to n0 and R is 
approximate.  

2. dR/dt is determined with Rayleigh- 
Plesset equation.  

3. R is initial nuclei size R0.  

[109] 

Unified model Kinzel, Lindau & 
Kunz (2017) 

1  1. Mass transfer rate equation is with 
more exponents and coefficients.  

2. Different exponents and 
coefficients correspond to different 
Rayleigh-Plesset based cavitation 
models. 

[121] 

Cavitation models 
with liquid 
viscosity 

Yu, Luo, Ji, et al 
(2014); Pang, Li, 
Yang, et al (2018) 

2  1. Based on ZGB model.  
2. dR/dt is determined by Rayleigh- 

Plesset equation with liquid viscos
ity.  

[201,202] 

Rankine vortex 
cavitation model 

Zhao, Wang & Huang 
(2016) 

1  1. Cavity is the core of Rankine vortex.  
2. Core size yields Rayleigh-Plesset 

equation. 

[204] 

Cavitation models 
with 
bubble–bubble 
interaction 

Ye & Li (2016); Ye, 
Zhu, Lai, et al (2017) 

2  1. Based on ZGB model.  
2. dR/dt is determined with Rayleigh- 

Plesset equation with bub
ble–bubble interaction.  

[212,213] 

Cavitation models 
with bubble 
breakup in cavity 
cloud 

Du, Wang, Liao, et al 
(2016); Du, Wang, 
Huang, et al (2017) 

2  1. Based on full cavitation model.  
2. Mass transfer rate in condensation 

is modified by considering bubble 
breakup in cavitation cloud. 

[215,216] 

Cavitation models 
with first principal 
stress 

Asnaghi, Feymark & 
Bensow (2017); 
Hong, Gao, Liu, et al 
(2018) 

2  1. Based on Schnerr-Sauer model.  
2. First principal stress is used as 

cavitation criterion.  
3. The criterion is for 2D turbulent 

flows only. 

[219,220] 

Nucleation 
cavitation 
models 

Nuclei number 
density 
distribution of 
power function 

Kumar and Brennen 
(1993); Wang (1999) 

2 Nuclei size profile was fitted by initial 
nuclei volume fraction, minimum and 
maximum initil nuclei sizes and power 
function of R0.  

[129,130] 

Nuclei number 
density 
distribution of 
exponential 
function 

Liu and Brennen 
(1998) 

1 Nuclei size profile was fitted by three 
constants and exponential function of 
R0.  

[127] 

Vapour nucleation 
theory with 
Rayleigh-Plesset 
equation 

Takemura & 
Matsumoto (1994); 
Ito, Wakamatsu & 
Nagasaki (2003); Ito 
(2008), Ito, Zheng & 
Nagasaki (2019); 
Delale, Okita & 
Matsumoto (2005) 

5 Classical nucleation theory is involved 
in vapour bubble mass conservation 
equation as a source term. 

[140–144] 

Vapour nucleation 
theory with 
empirical function 
of nuclei number 
density 
distribution 

Li, Liu, Wei, et al 
(2018) 

1  1. Empirical function of nuclei 
number density distribution and 
vapour nucleation theory are 
combined.  

2. Non-condensable gas concentration 
and partial pressure are considered.  

3. dR/dt is determined with Rayleigh- 
Plesset equation.  

[145] 

2 [147,148] 

(continued on next page) 
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thermophysical property constants are expressed as a function of tem
perature or the vapour pressure is updated with a linear relationship 
between pressure depression Δpv (=pv(T∞) − pv) and temperature 
depression ΔT (=T∞ − Tv) Δpv = (dp/dT)ΔT [61,63,65,66]. Here, T∞ is 
far-field liquid temperature, where dp/dT is calculated from a barotropic 
law above, Tv is the vapour temperature. One disadvantage of these 
models is that there are too few adjustable parameters to fit experi
mental data. As a result, the models may lose the applicability to a 

variety of cavitating flows. 
Recently, a Gibbs free energy function-based isothermal cavitation 

model was provided in terms of the original concept of deformation for 
shape memory alloys. The phase change rate equation is expressed as 

dy/dt = (1 − y)Kl→v − yKv→l (8)  

where y is vapour mass fraction, Kl→v is the rate of vapour generation 
and Kv→l is the rate of vapour condensation. The rates depend on the 

Table 1 (continued ) 

First-class Second-class Third-class Fourth-class Contributor (year) Number 
of 
models 

Feature Source 

Vapour nucleation 
theory with 
existing simplified 
cavitation models 
in CFD package 

De Giorgi, Ficarella 
& Fontanarosa 
(2019, 2020) 

Vapour nucleation theory is coupled 
with Schnerr-Sauer cavitation model 
with vapour volume fraction. 

Multiscale One-way 
coupling 

Model for 
cavitation 
inception 

Kodama, Take, 
Tamiya, et al (1981); 
Meyer, Billet & Holl 
(1992); Hsiao, 
Chahine & Liu 
(2003); Oweis, van 
der Hout, Iyer, et al 
(2005); Hsiao & 
Pauley (1999); 
Farrell (2003); Hsiao 
& Chahine 
(2004,2005) 

7  1. Flow field is known.  
2. Nuclei trajectory is tracked by using 

Corrsin and Lumley equation.  
3. Nuclei size is determined with 

Rayleigh-Plesset equation. 

[149–152,154–157] 

Fully developed 
cavitation model 
in still liquid 

Okuda & Ikohagi 
(1996); Matsumoto 
& Yoshizawa (2005); 
Ochiai & Ishimoto 
(2017,2020); 
Johnsen & Colonius 
(2008,2009) 

4  1. Vapour bubble array or single 
bubble is in still liquid.  

2. Mixture of liquid-bubble is 
compressible.  

3. Bubble collapse is modelled. 

[159–164] 

Fully developed 
cavitation model 
in flowing liquid 

Nohmi, Ikohagi & 
Iga (2008); Ochiai, 
Iga, Nohmi et al 
(2013); Khojasteh- 
Manesh & Mahdi 
(2019) 

3  1. Flow of mixture of vapour and 
liquid is calculated.  

2. Vapour bubble trajectory is 
tracked.  

3. Bubble size is determined with 
Rayleigh-Plesset equation.  

4. Pressure field near solid wall is 
reanalysed and damage rate to the 
wall is predicted. 

[165,167,169] 

Euler-Lagrange 
sheet and bubble 
cavitation model 

Li, Wang, Li, et al 
(2021) 

1  1. Flow of mixture of vapour and 
liquid is simulated.  

2. Vapour bubble trajectory is 
calculated.  

3. Bubble size is decided with 
simplified Rayleigh-Plesset 
equation.  

4. Total vapour volume fraction is 
equal to sum of those obtained in 1 
& 2 simulations. 

[179] 

Two-way 
coupling 

Euler-Lagrange 
fully developed 
cavitation model 

Kubota, Kato & 
Yamaguchi (1992); 
Ishimoto & Kamijo 
(2003); Giannadakis, 
Gavaises & 
Arcoumanis (2008); 
Abdel-Maksoud, 
Hanel & Lantermann 
(2010); Ma, Hsiao & 
Chahine 
(2015,2017); Hsiao, 
Ma & Chahine 
(2017); Hammerl & 
Wall (2015); Peters 
& el Moctar (2020) 

8  1. Flow of mixture of vapour and 
liquid is calculated.  

2. Vapour bubble trajectory is 
tracked.  

3. Bubble size is determined with 
Rayleigh-Plesset equation.  

4. Three processes are coupled. 

[171–178,180] 

Stochastic Stochastic field No No Dumond, Magagnato 
&Class (2013) 

1  1. Rayleigh-Plesset equation and a 
probability density function of 
bubble size are used.  

2. Stochastic field method is 
employed. 

[207]  
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Gibbs free energy function [68] for axisymmetric inviscid unsteady 
flows. The vapour void fraction transport equation needs to be solved in 
the model. 

2.2.2. Arbitrary mass transfer rate models 
An arbitrary mass transfer rate model was proposed for the liquid 

volume fraction transport equation in terms of p − pv in [69] for 
isothermal cavitation as done in [51]. In this model, the transport 
equation is expressed as 

dαl

dt
= v̇vap + v̇con, v̇vap =

Cvapmax(p − pv, 0)(1 − αl)

t∞
(
0.5ρlu2

∞

) , v̇con

=
Cconρlmin(p − pv, 0)αl

ρvt∞
(
0.5ρlu2

∞

) (9)  

where αl is liquid volume fraction,v̇vap is evaporation volume transfer 
rate, v̇con is condensation volume transfer rate, Ccon and Cvap are the 
empirical constants for v̇con and v̇vap, t∞ is mean time scale of liquid, u∞ is 
free stream velocity of liquid. Its updated version can be found in [70] 
with an updated v̇vap expression and non-condensable gas volume frac
tion used in [71]. 

Eq.(9) was applied to predict the cavitating flows with thermody
namic effect around a hydrofoil [72–77] and an inducer [78], by solving 
the energy equation and allowing thermophysical property constants to 
depend on liquid temperature. 

2.2.3. Vapor-liquid interface-based evaporation and condensation models 
When a liquid and its own vapour contact with each other, the liquid 

evaporates, or the vapour condenses depending on the pressure and 
temperature of the two phases. Usually, the process of vaporization is 
simpler than condensation, the well-known net mass transfer rate across 
the liquid–vapour interface is calculated by using Schrage’s formula for 
non-equilibrium condensation [79] 

ṁ =

̅̅̅̅̅̅̅̅̅̅̅̅̅
M

2πRgas

√ (
pl
̅̅̅̅
Tl

√ − Λ
pv
̅̅̅̅̅
Tv

√

)

(10)  

where ṁ is cavitation mass transfer rate, M is the molecular mass of a 
liquid, Rgas is the universal gas constant,pl and Tl are the liquid pressure 
and temperature,pv and Tv are the vapour pressure and temperature, 
respectively, Λ is a factor accounting for the deviation of the velocity 
distribution of the vapor molecules in the vicinity of the interface from 
the Maxwellian probability distribution, and reads as 

Λ = exp
(

−
Mu2

2πTv

)

−

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
πM

2RgasTv

√

uerf

( ̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
πM

2RgasTv

√

u

)

(11) 

where u is a net average velocity of the vapor molecules, erf is 
defined as the Gaussian error function. Eq.(11) is initially used as a 
cavitation model of water when a single vapour bubble collapses in 
water in [80]. 

For water and its vapour flows, a compressible viscous two-phase 
mixture flow model was proposed in [81,82]. The speed of sound is an 
analytical expression of vapour void fraction. The phase change rate per 
unit area at the interface between the two phases is based on Eq.(10) 
with the simplification of Λ = 1 and Tv = Tl. As a result, the phase change 
rate for the vapour mass fraction equation is written as 

ṁ =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

Cvapα2
v(1 − αv)

2 ρl

ρv

pv − p
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
2πRgasTl

√ , if p < pv

Cconα2
v(1 − αv)

2 p − pv
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
2πRgasTl

√ , else
(12)  

where Cvap and Ccon are empirical constants for evaporation and 
condensation of water, αv is vapour volume fraction. This model was 
adopted in the numerical method proposed by [83] and applied to CFD 

simulations of liquid hydrogen cavitating flow around a hydrofoil in a 
tunnel [84], where the cavitation model Eq.(12) is modified into the 
following form 

ṁ =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

Cvap[αv(1 − αv) ]
2/3 pv − p

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
2πRgasTl

√ , ifp < pv

Ccon[αv(1 − αv) ]
2/3 p − pv

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
2πRgasTl

√ , else
(13) 

Additionally, the compressible viscous two-phase mixture flow 
model in [81,82] was updated in [85] by considering and including 
dissolved non-condensable gas. The cavitation inception process in a 
nozzle was then investigated with the model based on large eddy 
simulation (LES). 

Another simplification of Eq.(10) can be found in [86], and the 
corresponding mass transfer rates are listed as the following 

ṁ =

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

Cvap
3
(
1 − αv − αg

)

R

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
M

2πRgasTl

√

(pv − p), ifp < pv

Ccon
3αv

R

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
M

2πRgasTl

√

(pv − p), else

(14)  

where αg is the volume fraction of the non-condensable gas in water, R is 
the vapour bubble radius. Eq.(14) was applied to CFD simulation of 
unsteady cavitating flows around a hydrofoil whenαg = 0 was held and 
the thermodynamic effect on R was considered [87,88]. Note that the 
model in Eq.(12) or (14) is for water only. 

2.2.4. Rayleigh-Plesset equation-based mass transfer rate models 
Rayleigh-Plesset equation-based mass transfer rate models are the 

cavitation models that are derived explicitly from the Rayleigh-Plesset 
equation for vapour bubbles. The first Rayleigh-Plesset equation-based 
mass transfer rate model was established by [89]. In the model, vapour 
bubbles are spherical, and in uniform size without interaction between 
them, and flow with the liquid at the same velocity. The vapour volume 
fraction αv is defined in a mesh cell, and expressed as [89] 

αv =
n0

4
3R

3

1 + n0
4
3R3 (15) 

where n0 is the number of vapour bubbles in a unit volume, R is the 
radius of the bubbles. The vapour mass transfer rate is then calculated 
with the following equation [89] 

dαv

dt
=

⎛

⎜
⎝

n0

1 + n0
4
3R3

⎞

⎟
⎠

d
dt

(
4
3

R3
)

=

⎛

⎜
⎝

n04πR2

1 + n0
4
3πR3

⎞

⎟
⎠

dR
dt

(16) 

The general Rayleigh-Plesset equation which governs the dynamics 
of a spherical vapour bubble in an infinite body of incompressible fluid is 
written as [90] 

R
d2R
dt2 +

3
2

(
dR
dt

)2

=
pv + pg − p

ρl
−

4ν
R

dR
dt

−
2γ
ρlR

(17)  

where p is the liquid pressure outside the vapour bubble, γ is the liquid 
surface tension, and ν is the liquid kinematic viscosity. pg is the partial 
pressure of non-condensable gas in the bubble. After the 2nd-order term, 
surface tension, liquid viscosity and non-condensable gas are ignored, 
the bubble radius growth rate dR/dt should be determined by the 
following equation 

dR
dt

=

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
2
3

pv − p
ρl

√

(18) 

Putting Eqs.(16) and (18) together, the cavitation model is derived as 
follows [89] 

W. Li and Z. Yu                                                                                                                                                                                                                                 



Thermal Science and Engineering Progress 26 (2021) 101079

11

dαv

dt
=

⎛

⎜
⎝

n0

1 + n0
4
3R3

⎞

⎟
⎠

d
dt

(
4
3
R3
)

=

⎛

⎜
⎝

n04πR2

1 + n0
4
3πR3

⎞

⎟
⎠

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
2
3

pv − p
ρl

√

(19) 

However, Eq.(16) is incorrect because the term n0
4
3πR3 in the de

nominator has been neglected when the first derivative of Eq.(15) was 
taken with respect to t. Fortunately, the expression for the derivative 
was corrected by the same group in [91], and is presented in the 
following equation 

dαv

dt
= (1 − αv)

⎡

⎢
⎢
⎢
⎣

n04πR2

(

1 + n0
4
3πR3

)2

⎤

⎥
⎥
⎥
⎦

dR
dt

=
3ρl

ρ
(1 − αv)αv

R

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
2
3

pv − p
ρl

√

(20) 

The corresponding vapour volume fraction transport equation is as 
the following 

∂(αvρv)

∂t
+

∂(αvρvui)

∂xi
=

3ρvρl

ρ
(1 − αv)αv

R

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
2
3

pv − p
ρl

√

(21)  

where the vapor bubble radius is determined from Eq.(15) with the 
known αv and n0, R =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
3αv/[4πn0(1 − αv) ]

3
√

. This is the known Schnerr- 
Sauer cavitation model. The cavitation model in Eq.(21) has been 
embedded in Fluent 6.1 and in STAR-CCM + . 

Eq.(21) was modified with temperature-dependent thermophysical 
property constants and convective heat transfer model, the corre
sponding energy equation was solved to consider the thermodynamic 
effect in cavitation [92–97]. 

A notable updated version of the cavitation model Eq.(21) was pre
sented in [98], where the second-order derivative and liquid surface 
tension terms in the Rayleigh-Plesset equation remain to derive dR/dt 
expression, namely 

dR
dt

=

⃒̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
⃒
⃒
⃒

(
2
3

pv − p
ρl

)(

1 −
R3

0

R3

)

−
2γ
ρlR

(

1 −
R2

0

R2

) ⃒
⃒
⃒
⃒

√

(22) 

From Eq.(15), the R in Eq.(21) is expressed with αv by 

R =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
3

n04π
αv

1 − αv

3

√

(23) 

Then, Eq.(21) was updated in the follow form 
⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

∂(αvρv)

∂t
+

∂(αvρvui)

∂xi
= 3.3

̅̅̅̅̅̅̅
n0π3

√ ρvρl

ρ ι
̅̅̅̅̅
|ζ|2

√
sign(ζ)

ι = (1 − αv)
2
(n0ξ)2/3

, ξ =
αv

n0(1 − αv)

ζ =

(
2
3

pv − p
ρl

)(

1 −
4R3

0

ξ

)

−
3γ

ρl

̅̅̅
ξ3

√

(

1 −
2.5R2

0̅̅̅̅̅
ξ23

√

)

(24)  

where R0 is the initial radius of vapour bubbles. This model was applied 
to simulate unsteady cavitating flow over 2D hydrofoils [98]. The 
simplified version of Eq.(22) without liquid surface tension term can be 
found in [99,100]. Actually, Eq.(22) was derived in [101] as early as in 
the 1970′s. 

Interestingly, based on the hydrodynamic similarity of cavitation, n0 
varies with the pressure difference pv − pmin [102], namely 

n0 = n*

(
pv − pmin

pv

)3/2

(25)  

where pmin is the minimum pressure in the throat of a nozzle considered, 
n* is the number of vapour bubbles atpmin = 0. 

In [103], the second Rayleigh-Plesset equation-based mass transfer 
rate model, called full cavitation model, was devised for isothermal 

cavitation. The vapour mass fraction transport equation, where the 
cavitation model was attached as source term, was solved. The deriva
tion process of the model is essentially similar to the Schnerr-Sauer 
cavitation model, Eq.(20), but there are a few differences, such as:  

(1) αv = n0
4
3πR3 = yρ/ρv, 1/ρ = y/ρv + (1 − y)/ρl, y is vapour mass 

fraction;  

(2) the vapour bubble radius is determined by the balance between 
aerodynamic drag and surface tension found in the literature;  

(3) non-condensable gas/air in the liquid is taken into account. 

Additionally, the mass transfer/change rate was developed in an 
approximate manner. The following is the vapour mass fraction trans
port equation during bubble growth or condensation [103] 

∂(αvρv)

∂t
+

∂(αvρvui)

∂xi
= ṁ (26)  

where ui are fluid velocity components in the Cartesian coordinate 
system, xi are the Cartesian coordinates in a flow field, i=1,2,3, which 
are the coordinate index, ṁ is cavitation mass transfer rate, considered 
as the product of vapour density and velocity divergence, namely ṁ =

ρv∂ui/∂xi. The continuity equation of the vapour and liquid mixture in 
non-conservative form is employed to determine ṁ: 

∂ρ
∂t

+
∂(ρui)

∂xi
=

dρ
dt

+ ρ ∂ui

∂xi
= 0 (27)  

where ρ is the density of the mixture, ρ = αvρv + (1 − αv)ρl. From Eq. 
(27), the velocity divergence can be expressed with dρ/dt as such 

∂ui

∂xi
= −

1
ρ

dρ
dt

(28) 

Since 

dρ
dt

=
d
dt
[αvρv +(1 − αv)ρl ] = (ρv − ρl)

dαv

dt
(29) 

Then, we have 

ṁ = ρv
∂ui

∂xi
= ρv

(

−
1
ρ

dρ
dt

)

= ρv
(ρl − ρv)

ρ
dα
dt

≈
ρvρl

ρ
dαv

dt
(30)  

where the term ρ2
v has been neglected. 

Because of dαv/dt = d
(

n0
4
3πR3

)/

dt =
(
n04πR2)dR/dt, the vapour 

volume fraction transport equation Eq.(26) is rewritten as 

∂(αvρv)

∂t
+

∂(αvρvui)

∂xi
= (n04π)1/3

(3αv)
2/3ρvρl

ρ

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
2
3

pv − p
ρl

√

(31) 

or 

∂(αvρv)

∂t
+

∂(αvρvui)

∂xi
=

3αv

R
ρvρl

ρ

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
2
3

pv − p
ρl

√

(32) 

Note that Eq.(32) serves as the working transport equation in [102]. 
The vapour bubble radius R varies in both evaporation and condensa
tion. However, it was treated with a constant that is proportional to the 
ratio of the liquid surface tension to the relative velocity between bub
bles and liquid. This can be a flaw of the model. If Eq.(31) is adopted in 
the model, R will not appear explicitly in the equation. 

Eq.(31) was adopted in the cavitation model in [104]. In this case, 
the vapour bubble radius R no longer emerges explicitly in the model, 
thus the flaw disappears. Moreover, the energy equation was activated 
to allow the thermodynamic effect in cavitation to be considered. 

That flaw was tackled in [105] as well by making use of R∝1/|pv − p|. 
Furthermore, the vapour pressure was reduced by subtracting the 
pressure depression Δpv of B factor related to allow the model to deal 
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with cavitation with thermodynamic effect. In this case, the energy 
equation does not need to be activated and the liquid thermophysical 
property constants are assumed to be independent of temperature. 

The classical thermodynamic phase-change theory was applied to 
determine vapour bubble R in Eq.(31), the energy equation was acti
vated and temperature-dependent thermophysical property constants 
were input into Fluent to include the thermodynamic effect in cavitation 
[106]. 

The thermophysical property constants of liquid in the original full 
cavitation model were changed into temperature-dependent and the 
energy equation was solved in Fluent to predict the thermodynamic 
effect in cavitation [107,108]. 

In [109], the third Rayleigh-Plesset equation-based mass transfer 
rate model, called ZGB cavitation model, was proposed. Actually, it is a 
simplified version of the full cavitation model for isothermal cavitation. 
For convenience, one of the phasic continuity equations was derived as 
the sum of the liquid and vapour continuity equations divided by their 
individual densities as follows: 

1
ρv

[
∂(αvρv)

∂t
+

∂(αvρvui)

∂xi
− ṁv

]

+
1
ρl

{
∂[(1 − αv)ρl ]

∂t
+

∂
[
(1 − αv)ρlui

]

∂xi
− ṁl

}

= 0
(33)  

where ṁv is the vapour mass transfer rate, ṁl is the liquid mass transfer 
rate, particularly,ṁv = − ṁl = ṁ. Eq.(33) can then be rewritten as 

1
ρv

[
∂(αvρv)

∂t
+

∂(αvρvui)

∂xi

]

+
1
ρl

{
∂[(1 − αv)ρl ]

∂t
+

∂
[
(1 − αv)ρlui

]

∂xi

}

= ṁ
(

1
ρv

−
1
ρl

)

(34)  

where the right-hand side source term should be equal to Eq.(28). In this 
context, the following equation should be held 

ṁ
(

1
ρv

−
1
ρl

)

=
∂ui

∂xi
= −

1
ρ

dρ
dt

=
(ρl − ρv)

ρ
dαv

dt
(35) 

Finally, the vapour mass transfer rate ṁ can be expressed in the 
following form 

ṁ =
ρlρv

ρ
dαv

dt
(36) 

This expression is the same as Eq.(30). Therefore, the vapour volume 
fraction transport equation is the same as Eq.(31) or (32). The ZGB 
cavitation model shares the same physical basis as the full cavitation 
model, and it is one simplified version of the latter. 

Substituting dαv/dt =
(
n04πR2)dR/dt into Eq.(36), the vapour mass 

transfer rate is related to pv − p as follows 

ṁ =
ρlρv

ρ
3αv

R

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
2
3

pv − p
ρl

√

(37) 

Eq.(37) is applicable to vapour condensation directly. However, 
owing to the simplification of αv = n0

4
3πR3, it fails to reflect the fact that 

the nucleation site density will decrease during evaporation with 
increasing αv. Thus, Eq.(37) has to be modified with 1 − αv for the 
evaporation 

ṁ =
ρlρv

ρ
3αnc(1 − αv)

R

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
2
3

pv − p
ρl

√

(38)  

where αnc is the nucleation site volume fraction in liquid. Considering 
ρl ≈ ρ and R=R0 = constant in cavitation, the following form comes for 
the ZGB cavitation model 

ṁ =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

Fvap
3αnc(1 − αv)ρv

R0

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
2
3

pv − p
ρl

√

, if p < pv

Fcon
3αvρv

R0

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
2
3

p − pv

ρl

√

, else

(39)  

where Fvap and Fcon are empirical constant, R0 is the initial radius of 
vapour bubbles or the radius of nucleation sites. In ANSYS CFX, the 
default values of these model constants are: Fvap=50, Fcon=0.01, 
R0=10− 6m, αnc=5 × 10− 4 for isothermal cavitation of water. 

The ZGB cavitation model has been extended into the cavitation 
modelling with thermodynamic effect. There are two methods for taking 
the thermodynamic effect into account. The first method is dR/dt 
correction, while the second method uses temperature-dependent ther
mophysical property constants. In the first method, the unsteady 
[110–114] or steady [115–117] heat transfer equation is established in 
the interface between a spherical vapour bubble and the liquid to 
calculate dR/dt correction caused by liquid temperature depression. 
Additionally, the thermophysical property constants in the model are 
changed into temperature-dependent state, and the energy equation is 
activated. The model empirical factors Fvap and Fcon are calibrated 
against experimental data of cavitation with thermodynamic effect. In 
the second method, the thermophysical property constants in the model 
are changed into temperature-dependent state, and the energy equation 
is solved to calculate temperature field in the fluid domain along with 
calibrated factors Fvap and Fcon [118–121]. 

Later, the so-called unified cavitation model, i.e., the fourth 
Rayleigh-Plesset equation-based mass transfer rate model, was proposed 
in [122]. The model can be simplified to Eqs.(9), (21), (32) and (37), 
respectively, when its right hand side term is assigned with different 
coefficients and exponents. 

2.2.5. Nucleation cavitation models 
Experimental observations have suggested that cavitation is initiated 

by foreign gas or solid particles (cavitation nuclei) with a spectrum of 
10–200 µm size in a liquid, as documented in the literature since the 
1970′s [123–128]. These observations indicate that cavitation should 
involve a nucleation mechanism of nuclei in different sizes. 

Cavitation nuclei have been taken into account in cavitating flow 
modelling as cavitating clouds with a nuclei number density distribution 
function since the 1990′s. There are four types of cavitation models to 
tackle cavitation nucleation, including:  

(1) empirical function of nuclei number density distribution with the 
Rayleigh-Plesset equation but without thermodynamic effect;  

(2) vapour nucleation theory with the Rayleigh-Plesset equation;  
(3) vapour nucleation theory with empirical function of nuclei 

number density distribution;  
(4) vapour nucleation theory with existing simplified cavitation 

models in CFD package. 

In the first nucleation cavitation model as listed above, the experi
mental spectrum of 10–200 µm of gas nuclei was best fitted by using the 
following empirical function in terms of three constants and one power 
function of initial nuclei size R0 

χ(R0) =
3α0

4π(1 − α0)ln(R0max/R0min)Rm
0

(40)  

where α0 is the initial nuclei volume fraction, m is the empirical power, 
m=3.5 [128], orm = 4.0 [129]; R0max and R0min are the maximum and 
minimum initial nuclei sizes, respectively. Based on Eq.(40), the number 
of nuclei per unit liquid volume with initial size between R0 andR0 + dR0 
is χ(R0)dR0, the Rayleigh-Plesset equation for single vapour bubble 
without thermodynamic effect was modified. The response behaviour of 
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a vapour bubble cloud to transient pressure was clarified in [129]. 
Similarly, when a vapour bubble cloud flows through an artificial 
convergent-divergent nozzle, the vapour bubble growth and collapse 
properties were investigated numerically [130]. 

The second nucleation cavitation model was given by [127] based on 
experimental data. The nuclei size profile was best fitted with an 
exponential function and three model constants. Since there are more 
model constants underdetermined, this model is inconvenient in 
applications. 

The vapour nucleation theory was proposed in the 1920′s to deal 
with the vapour bubble growth when the vaporization of liquid mole
cules at the interface into the bubble is taking place. In the theory, the 
vaporization of liquid molecules is decided by vapour bubble nucleation 
rate, i.e., the population of vapour bubbles in critical size in the liquid. 
The vapour bubble critical size is related to the minimum work needed 
to create a vapour bubble, which includes the work to create the bubble 
surface and the maximum work done by the expanding vapour. The 
minimum work can be calculated with the bubble mechanical equilib
rium equation, i.e., the Rayleigh-Plesset equation without transient and 
viscous terms. The population of vapour bubbles in critical size is 
assumed to be an exponential function of the work [131] 

N = Nlexp( − W/κTl) (41)  

where Nl is the population density of impurity particles or seeding nuclei 
in the liquid, W is the minimum work, κ is the Boltzmann constant. For 
homogeneous (spherical) vapour bubbles and heterogeneous vapour 
bubble (lens-shaped or partially spherical or conical cavity/bubble fixed 
on wall), W/κTl is the normalized Gibbs activation energy [132]. The 
population of vapour bubbles in critical size is written as [133,134] 

N = N2/3
l

(
1 − cosθ

2

)(
2γ

πδacosθ

)1/2

exp

(

−
16πγ3δ

3κTl(pv − pl)
2

)

(42)  

where θ is the half angle of the bubble surface measured at the centre of 
the surface curvature, δ is a geometrical parameter depending on vapour 
bubble shape, δ =

(
2 − 3cosθ+cos3θ

)/
4, a is constant, γ is liquid surface 

tension, pv is vapour pressure, pl is the liquid pressure outside the bub
ble. Molecular dynamics simulations of the Lennard–Jones fluid under 
negative pressure were performed in [135] to calculate nucleation rate 
when cavitation occurred by reducing liquid pressure, it was shown that 
the predicted cavitation nucleation rate was larger than that estimated 
with Eq.(42) by eight orders, suggesting that Eq.(42) should be used 
carefully in cavitation inception prediction. 

Recently, the classical theory of vapour bubble was advanced in 
[136–138] by considering surface energy of liquid molecule clusters, 
thermodynamics and nucleation kinetics of the clusters. The proposed 
nucleation rate of vapour bubbles is written as [138] 

N = NlDnZf exp
(

−
Wmin

κTl

)

(43)  

where Dn is the rate that molecules strike the surface of the clusters with 
n molecules, Zf is the Zeldovich non-equilibrium factor, Zf =
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

( − 1/2πκTl)
[
∂2Wmin/∂n2

]√

, the minimum work Wmin is related to the 
cut-off distance characteristic lc at zero surface tension (critical point), 
the number of nearest neighbouring molecules surrounding a single 
molecule z, Wmin = zlcn2/3/6. The detailed formulas for N can be found 
in [136–140] and thus are omitted here. It should be noted that this 
model is a homogeneous model for spherical vapour bubble in a liquid. 
In this context, it was applied to analyse a laser-induced cavitation 
problem by combining it with the governing equations of fluid and heat 
flows around bubbles [139]. 

The third cavitation model is based on the vapour nucleation theory 
with the Rayleigh-Plesset equation. In this model, the classical nucle
ation theory expressed with Eq.(42) is introduced into the vapour bubble 

mass conservation equation as a source term, and it is solved along with 
the Navier-Stokes equations and Rayleigh-Plesset equation as well as 
conductive heat transfer equation. As a result, the cavitating flows with 
thermodynamic effect were tackled [140–143]. A similar but one- 
dimensional (1D) cavitating flow with the classical nucleation theory 
without thermodynamic effect was treated in [144], where the non- 
condensable gas was considered. 

In the fourth nucleation cavitation model, the empirical function of 
nuclei number density distribution Eq.(40) and vapour nucleation the
ory expressed Eq.(42) are combined, and the non-condensable gas 
concentration and partial pressure are considered as well. The mass 
transfer rates are similar to the ZGB model [145]. 

In the fifth nucleation cavitation model, the vapour nucleation the
ory is expressed with Eq.(42). The nucleation rate of the water flow 
through a divergent-convergent nozzle was simulated in Fluent solver 
with user-defined function (UDF) subroutine [146]. The UDF subroutine 
handles Eq.(42) and solves the bubble mass conservation equation by 
using the quadrature method of moments. In fact, the cavitation model 
in Fluent was not activated [146]. In [147,148], the nucleation theory 
with Eq.(42) or (43) was coupled with the Schnerr-Sauer cavitation 
model with vapour volume fraction. Once again, the bubble mass con
servation equation was solved with the quadrature method of moments 
and thermodynamic effect was included in the energy equation. These 
equations were simulated along with the Navier-Stokes equations and 
k − ω turbulence model in an open-source code-OpenFOAM Version 
3.01. 

2.3. Multiscale models 

Vapour bubble inception and collapse are critical in cavitation since 
they are relevant to cavitation occurrence and cavitation damage to a 
solid wall. Bubble inception and collapse are in microscale actually, but 
also affected by the local macroscale flow field around a hydrofoil or in 
an impeller. Typically, cavitating flows are multiscale problems in 
physics. 

For cavitation inception, a one-way multiscale cavitation model was 
developed in [149–152]. In the model, the macroscale incompressible 
flow in or around a device is known in advance based on experimental 
measurement [149,150] or analytical solution of a Rankine vortex [151] 
or Lamb-Oseen vortex [152]. A number of spherical nuclei are then 
released at the inlet to the flow field and their trajectory is tracked by 
using the Corrsin and Lumley equations of motion of particles [153] 
with the obtained flow field information. In the meantime, the bubble 
radius is estimated by means of the Rayleigh-Plesset equation to identify 
bubble location and size. This is the initial one-way multiscale cavitation 
inception model. Currently, the model is updated by using the macro
scale incompressible turbulent flow field which was obtained by solving 
the Reynolds time-averaged Navier-Stokes Equations [154–157]. 

Vapour bubble collapse near a solid boundary may occur in a sta
tionary or flowing liquid. In the former case, e.g., ultrasound-induced 
cavitation, the liquid is still and its flow during bubble collapse can be 
considered as potential flow around a bubble. The bubble deformation 
in the collapse is treated with the boundary element method and the 
Rayleigh-Plesset equation, as summarised in an existing review [158]. 
Recently, the bubble or its cloud collapse in a stationary liquid 
(computational domain is in a few mm2 area or a few mm3 volume) is 
modelled with compressible homogeneous two-phase flow models pro
posed by [81], for example, those in [159–162] or the flow model by 
using a high-order accurate shock- and interface-capturing scheme 
[163,164]. A systemic review of this issue is devoted to [165]. 

When vapour bubble collapse appears near a boundary in a flow 
system, the equations of motion and Rayleigh-Plesset equation for 
bubbles were involved in the compressible homogeneous two-phase 
flow models in [81] to form a one-way multiscale fully developed 
cavitation model [166]. The transient liquid pressure applied to the 
hydrofoil wall by the bubbles during their collapse was captured. 
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This model was expanded to estimate cavitation damage rate to a 
wall when bubbles collapse near the wall in [82,167]. To achieve this 
goal, the collapse process of a spherical bubble near the wall was ana
lysed based on the model proposed by [168], where the bubble yielded 
the Rayleigh-Plesset equation and the liquid around the bubble was 
compressible and spherically symmetrical and described with a poten
tial function. In [169], the homogeneous incompressible turbulent two- 
phase mixture flow in a nozzle was calculated by using the known 
Schnerr-Sauer cavitation model, then a series of bubbles was released at 
the nozzle inlet, the bubble trajectories were determined by making use 
of the equations of motion of bubbles, and the bubble sizes were 
calculated by means of the Rayleigh-Plesset equation. The impact 
pressure generated by bubble collapse was predicted with the method in 
[170]. Finally, the cavitation erosion rate was simply estimated with the 
impact pressure. Once again, these are one-way multiscale cavitation 
models. 

A few multiscale or Euler-Lagrange fully coupled cavitation models 
were developed in [171–178]. In the first multiscale cavitation model 
proposed in [171], the cavitating bubbles are spherical with uniform 
radius locally and are separated without interactions between the bub
bles or between the bubbles and the liquid phase. The number of bubbles 
is in conservation as well. There is no slip between the bubbles and the 
liquid. The radius of the bubbles in a mesh cell yields the unsteady 
Rayleigh-Plesset equation without liquid surface tension, viscosity 
damping effect and non-condensable gas under isothermal condition. 
The Rayleigh-Plesset equation, Navier-Stokes equations and pressure 
Poisson’s equation were coupled in the numerical procedure. 

Note that the multiscale cavitation model in [173] has been the most 
advanced model because the vapour bubble breakup and coalescence 
have been considered. 

A four-way coupled multiscale cavitation model was reported by 
using a variational multiscale method preliminarily and the bubble 
interaction is modelled with a soft sphere contact model in [176]. This 
seems to be a promising model for simulating cavitation in future. 

In the multiscale cavitation modelling method described in [178], 
cavitating flows can be treated as multiscale problems. The multiscale is 
at three levels such as macroscale, microscale, and inter-scale in be
tween. The macroscale cavitating flow represents large bubbles, cavities 
and air pockets in a flow field and is handed with ordinary continuum- 
based phase averaged two-phase mixture flow model along with a level 
set method. The mixture flows are described by the incompressible 
Navier-Stokes equations and the level set method is employed to capture 
the interfaces between the cavities and the liquid. The microscale flow is 
discrete vapour bubbles. The motion of a bubble is determined by 
solving the equation of motion of the bubble and the pressure inside the 
bubble is calculated by using the Rayleigh-Plesset equation updated 
with a term of the relative velocity of the bubble to the liquid. The inter- 
scale flow reflects bubble merging, shrinking and breaking up, which is 
decided by using information from the macroscale and microscale so
lutions. Since the solutions in the macroscale and microscale should be 
coupled, this multiscale cavitation model is two-way coupling and very 
time-consuming, and might be hard in applications. Additionally, the 
interaction between bubbles doesn’t seem to be involved in the model. 

Very recently, a simple version of the multiscale model was proposed 
in [179]. The macroscale flow field is simulated with the incompressible 
Navier-Stokes equations, shear stress transport (SST) turbulence model 
and Schnerr–Sauer cavitation model. The cavity shape is calculated by 
using volume of fluid (VOF) method. The vapour bubble size is tracked 
by employing a discrete bubble model (DBM) in the Lagrange formu
lation in the known pressure field just obtained in the macroscale 
simulation. The simplified Rayleigh-Plesset equation without liquid 
viscosity, surface tension, non-condensable gas and term Rd2R/dt2 is 
used to calculate uniform individual bubble radius in the DBM. Basi
cally, this is one-way coupling multiscale cavitation model only. 

A multiscale cavitation model was developed to predict erosion due 
to cavitation in [180]. It can capture large scale vapour volume in the 

Eulerian reference frame and treat small scale vapour volume as 
spherical bubbles in the Lagrange reference frame. Interactions between 
the vapour bubbles and the liquid phase are handled with a two-way 
coupling scheme. 

3. Implementation of thermodynamic effect 

3.1. Vapour bubble growth rate 

The thermodynamic effect on growth and collapse of vapour bubbles 
has been concerned since the 1930′s based on the Rayleigh-Plesset 
equation and conductive heat transfer equation for phase change 
[181–192]. In these studies, spherical vapour bubbles were considered, 
the Rayleigh-Plesset equation was linearised with the Clausius- 
Clapeyron relation, then coupled with the 1D conductive heat transfer 
equation to obtain the asymptotic growth rate of vapour bubble radius 
under various thermodynamic conditions. A comprehensive review of 
this subject is referred to [193]. 

Recently, these equations are solved numerically to cover a wide 
range of Jakob number [194–197]. The Jakob number J is defined as the 
ratio of the sensible heat to the heat absorbed for evaporation and 
expressed by [195] 

J =
ρlcpl(Tl − Tv(p) )

ρvL
(44)  

where cpl is liquid specific heat, Tl and p are liquid temperature and 
static pressure in far-field, Tv(p) is liquid saturation boiling temperature 
at p, L is the latent heat of evaporation of liquid, the temperature dif
ference Tl − Tv(p) reflects the superheat generated artificially in the fluid 
field. For hydrodynamic cavitation, there is no superheat provided, 
Tl − Tv(p) should be replaced with the local difference of the liquid 
temperature Tl from the vapour temperature Tv, i.e., Tl − Tv. 

Based on Eq.(17), the Rayleigh-Plesset equation with neglected 
liquid viscosity, surface tension and non-condensable gas for a spherical 
vapour bubble with radius R in an incompressible liquid is written as 
[195] 

R
d2R
dt2 +

3
2

(
dR
dt

)2

=
pv − p

ρl
−

2γ
ρlR

(45)  

where γ is liquid surface tension. In the equilibrium state, the unsteady 
term Rd2R/dt2 and inertial term dR/dt vanish, the bubble is in equilib
rium between the surface tension and the transmural pressure with the 
equilibrium radius R0 = 2γ/(pv − p) by the Young-Laplace equation. Eq. 
(45) has two analytic asymptotic solutions under two conditions: (1) 
inertia controlled bubble growth; and (2) heat-diffusion controlled 
bubble growth. 

Under the inertia controlled growth condition, the unsteady term 
Rd2R/dt2and surface tension γ are assumed to be zero, and the solution 
of Eq.(45) has been expressed by Eq.(18), which had been applied in the 
existing cavitation models. The Clausius-Clapeyron relation at a point 
close to the saturation point of a liquid reads as 

pv − p
Tv − Tl

≈
dpv

dTl
≈

Lρv

Tl
(46) 

After the difference pv − p is substituted with Eq.(46), the vapour 
bubble growth rate is as a function of liquid thermodynamic parameters 
such as 

dR
dt

=

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
2
3

Tv − Tl

ρl

Lρv

Tl

√

(47) 

Eq.(47) demonstrates that if pv is expressed as a function of Tl and the 
heat transfer is coupled, the cavitation models Eq.(18) can cope with the 
thermodynamic effect in cavitation as long as their empirical constants 
have been calibrated properly with sufficient experimental data. 
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Under the heat-diffusion control condition, the vapour bubble 
growth is fully controlled by superheat. In 1930, Bosnjakovic proposed a 
model of vaporization process at uniform superheat. The temperature 
drop across a vapour bubble boundary occurs suddenly in a thin 
boundary layer which surrounds the bubble. Based on the energy bal
ance, a relation between the bubble growth rate, the temperature drop, 
and the heat transfer coefficient is obtained as follows [186] 

Lρv
dR
dt

= h(Tl − Tv) (48)  

where h is heat transfer coefficient across the bubble boundary. Unfor
tunately, this equation was not coupled with Eq.(45) to look for the 
vapour bubble growth rate. 

Instead, the 1D conductive heat transfer equation, i.e. the energy 
balance equation in the liquid around a vapour bubble, which is written 
as the following form in a spherical coordinate system, was coupled with 
Eq.(45) along with proper initial and boundary conditions on the vapour 
bubble boundary and in the far-field: 

ρlcpl
∂Tl

∂t
= λ

1
r2

∂
∂r

(

r2∂Tl

∂r

)

(49)  

where λ is liquid thermal conductivity, r is the radial coordinate of the 
spherical coordinate system. The general solutions of vapour bubble 
growth rate are complex and cannot be expressed analytically. After 
they are simplified, the leading term of the growth rate is in the simplest 
form [186] 

Lρv
dR
dt

=
bλ
̅̅̅̅̅̅̅̅̅̅
πD t

√ (Tl − Tv) (50)  

where D is thermal diffusivity of liquid, b is solution constant, e.g., 
b=

̅̅̅
3

√
[181], π/2 [190]. It is found that b = π/2 can better fit the 

experimental data [186]. 
Eqs.(47) and (50) provide the vapour bubble growth rates in the two 

extreme cases only. The vapour bubble growth rate between the extreme 
cases was worked out in [188], and the corresponding dimensionless 
vapour bubble radius R+ is written as 
⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

R+ =
2
3

[
(t+ + 1)3/2

− (t+)3/2
− 1

]

R+ = Rυ/ψ2, t+ = tυ2/ψ2

υ2 =
2Lρv(Tl − pv)

3ρlTv(p)
,ψ = (12D /π)1/2J

(51) 

Eqs.(47) and (50) can be integrated with respect to time t, then are 
written as a function of R+ and t+, yielding Eq.(51), as shown in Fig. 5. It 
is seen that Eq.(51) fills the gap between two extreme cases properly. Eq. 
(47) for the inertia-controlled condition will overpredict the vapour 
bubble radius growth rate under the superheat-controlled condition; 
while Eq.(50) will underpredict it. Since Eq.(51) is valid in various 
thermal conditions, it potentially can be adopted in a cavitation model 
in future. 

3.2. Methods for implementing thermodynamic effect 

The methods for implementing thermodynamic effect in existing 
cavitation models are listed in Table 2. The first method is modifying the 
vapour pressure of liquid with its pressure depression Δpv calculated by 
B-factor [105]. The B-factor was related to vapour volume fraction and 
temperature depression. The temperature depression depends on liquid 
temperature and thermophysical property constants only [198]. In this 
context, the energy equation is not needed, and the liquid thermo
physical property constants can be independent of liquid temperature. 
The studies in [116,117] fall into this class, too. 

The second method for implementing thermodynamic effect in the 
existing cavitation models related to Eq.(18) or (47) is allowing the 

vapour pressure, liquid and vapour specific heats etc to be a function of 
liquid temperature, while activating the energy equation to obtain the 
liquid and vapour temperature fields. Since Eq.(18) or (47) is for the 
inertia-controlled condition, the model constants in the existing cavi
tation models have to be calibrated to fit the experimental data associ
ated with thermodynamic effect. The contributions in 
[36,72–78,92,93,96,106–108,118–121] belong to this category. 

The third method is an approach based on the correction of dR/dt. In 
this method, the vapour bubble growth rate calculated from Eq.(18) and 
the rate calculated from Eq.(50) are put together as an arithmetic sum, 
and the total growth rate is then adopted in the existing cavitation 
models. Additionally, the thermophysical property constants of the 
liquid and its vapour are made temperature-dependent and the energy 
equation is activated. The studies in [97,110–112] fall into this category. 
However, this method is questionable because the bubble growth rates 
calculated from Eq.(18) and Eq.(50) are in different cavitation regimes 
and cannot be simply put together. 

The fourth method is an approach based on cavitation regime tran
sition. In [199], a cavitation model for vapour bubble growth in a su
perheated liquid was developed. The vapour bubble growth rate is 
initially determined with Eq.(18) under the inertia-controlled condition, 
and it then goes into the superheat-controlled condition immediately 
without any intermediate cavitation regimes. The growth rate in the 
superheat-controlled condition was determined by the spherical vapour 
bubble growth rate proposed in [184]. It is the accurate asymptotic 
solution of the coupled equations of the Rayleigh-Plesset equation 
(without viscous, inertia, surface tension terms) with the conductive 
heat transfer equation in a binary solution and the heat balance equation 
Eq.(48). The heat transfer coefficient was calculated with the empirical 
correlations of Nusselt number in terms of Jakob number and Péclet 
number founded in the literature. The Péclet number accounts for the 
slip in velocity between the vapour bubble and the liquid. Since the 
model was not validated against any experimental data, the reliability 
and applicability of the model has been unknown so far. 

In the fifth method, the Bosnjakovic evaporation model Eq.(48) is 
integrated with the Rayleigh-Plesset equation to form an updated 
Rayleigh-Plesset equation. The vapour bubble growth is then solved 
from the updated equation [104,115,198]. However, the heat transfer 
coefficient h around the vapour bubble becomes a model parameter 
inevitably. The effects of heat transfer coefficient on hydrogen cavi
tating flows in a venturi were investigated numerically and an optimal 
range of [105,106] was suggested for the heat transfer coefficient [200]. 

Although the vapour bubble growth rate due to the thermodynamic 

Fig. 5. Dimensionless vapour bubble radius R+ is plotted as a function of 
dimensionless time t+ for three bubble growth rate solutions, the symbols 
denote the test data. 
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effect was calculated in [115], the rate was simply added to the growth 
rate determined by Eq.(18) rather than including the rate into the 
Rayleigh-Plesset equation to generate an updated Rayleigh-Plesset 
equation. Furthermore, the vapour pressure in Eq.(18) should be con
stant rather than a variable local pressure which has contributed to the 
Clausius-Clapeyron equation. Based on these two drawbacks, the model 
proposed in [115] is improper apparently. 

The vapour bubble growth rate in Eq.(48) was used directly in the 
cavitation model without coupling with the Rayleigh-Plesset equation in 
[201]. The corresponding cavitation model was applied to predict the 
cavity of water at 21, 30 and 50℃ in a sharp-edged orifice. It was shown 
that the model underestimated the cavity length in comparison with the 
full cavitation model of [103]. 

Compared with the other cavitation models, the ZGB cavitation 
model is more widely applied to simulate cavitating flows and involve 
the thermodynamic effect. 

3.3. Cavitation models with liquid viscosity 

In all the cavitation models mentioned above, liquid viscosity has 
been ignored. The liquid viscosity varies with liquid temperature when 
the thermodynamic effect takes place in cavitation. In [202], based on 
the following simplified Rayleigh-Plesset equation 

3
2

(
dR
dt

)2

+
4ν
R

dR
dt

=
pv − p

ρl
(52)  

where ν is kinematic viscosity of liquid. The vapour bubble growth rate 
is obtained as 

dR
dt

=
1
3

⎡

⎣

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

6
pv − p

ρl
+

(
4ν
R

)2
√

−
4ν
R

⎤

⎦ (53) 

Finally, the ZGB cavitation model expressed by Eq. (39) is updated as 
follows after set R=R0 

ṁ =

⎧
⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

Fvap
αnc(1 − αv)ρv

R0

⎡

⎣

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

6
pv − p

ρl
+

(
4ν
R0

)2
√

−
4ν
R0

⎤

⎦, if p ≤ pv

Fcon
αvρv

R0

⎡

⎣

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

6
p − pv

ρl
+

(
4ν
R0

)2
√

−
4ν
R0

⎤

⎦, else

(54) 

The cavitating flows of water at 25, 70 and 150℃ around the 
NACA0015 hydrofoil were simulated in ANSYS CFX under the condi
tions of variable vapour saturation pressure, 5◦ angle of attach and a 
cavitation number of 1.5. The corresponding results agree with the 
experimental data, Unfortunately, the values of the model constants Fvap 

and Fcon remain unknown [202]. 
A similar cavitation model with both liquid viscosity and thermo

dynamic effect is found in [203]. Similar to Eq.(52), the simplified 
Rayleigh-Plesset equation is expressed as [203] 

3
2

(
dR
dt

)2

+
4ν
R

dR
dt

=
pv(T∞) − p

ρl
(55)  

here pv(T∞) is the vapour pressure based on the liquid temperature in the 
far-field. pv(T∞) − p can be split into two parts: 

pv(T∞) − p
ρl

=
pv − p

ρl
+

pv(T∞) − pv

ρl
(56)  

where pv is the vapour pressure based on local liquid temperature. 
pv(T∞) − pv is the vapour pressure depression owing to liquid tempera
ture difference T∞ − Tv. As the first-order approximation, there is a 
relationship between the two depressions: 

Table 2 
Thermodynamic effect implement in existing cavitation models.  

Method Contributor(year) Feature Source 

B-factor method Tsuda, Tani & Yamanishi (2012); Li, Yang, Shi et al 
(2018); Shao, Zhang & Zhou (2020)  

1. Vapour pressure of liquid with its pressure 
depression Δpv is calculated by B-factor 
directly.  

2. Energy equation of fluid flow is no need to 
solve.  

[105,116,117] 

Temperature-dependent 
thermal properties 

Hosangadi & Ahuja (2005); Shi &Wang (2012); Chen, 
Huang, Wang, et al. (215); Chen, Wang, Huang, et al. 
(215); Sun, Wei & Wang (2016); Tseng & Shyy (2010); 
Hosangadi, Ahuja & Ungewitter (2007); Zhang, Wu, 
Xiang, et al (2013); Zhao, Zhang & Shao (2011); 
Zhang, Qiu, Qi, et al (2008); Zhu, Chen, Zhao, et al 
(2015); Zhu, Zhao, Xu, et al (2016); Xue, Ruan, Liu X, 
et al (2017); Zhu, Wang, Qiu, et al (2018); Wang, 
Zhang, Hou, et al (2019); Song & Sun (2020); Xu, 
Feng, Wan, et al (2020); Li & Yu (2021)  

1. Vapour pressure, liquid and vapour 
specific heats etc are a function of liquid 
temperature.  

2. Energy equation of fluid flow is activated 
to gain liquid and vapour temperature 
fields. 

[36,72–78,92,93,96,106–108,118–121] 

Vapour bubble growth rate 
correction 

Zhang, Luo, Ji, B et al (2010); Tang, Bian, Wang, et al 
(2013); Huang, Wu & Wang (2014); Liu, Li, Wang, et 
al (2020), Liu, Li, Lin, et al (2021)  

1. Vapour bubble growth rates under inertia 
and heat-diffusion conditions are summed.  

2. Thermophysical property constants of the 
liquid and vapour are temperature- 
dependent.  

3. Energy equation is activated. 

[97,110–112,114] 

Cavitation regime transition Colombet, Goncalvès Da Silva & Fortes-Patella (2017)  1. Vapour bubble growth rate is decided 
initially under inertia controlled condition, 
then under superheat-controlled condition.  

2. Bosnjakovic evaporation model and 
Rayleigh-Plesset equation are coupled. 

[199] 

Combination of Bosnjakovic 
evaporation model and 
Rayleigh-Plesset equation 

De Giorgi, Ficarella & Fontanarosa (2017), De Giorgi, 
Bello & Ficarella (2010); Zhang, Li & Zhu (2018); 
Franc & Pellone (2007)  

1. Bosnjakovic evaporation model and 
Rayleigh-Plesset equation are coupled to 
have an updated Rayleigh-Plesset 
equation. 

2. Solve the updated Rayleigh-Plesset equa
tion for vapour bubble growth rate. 

[95,104,115,198]  
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pv(T∞) − pv

ρl
=

1
ρl

dpv

dTl
(T∞ − Tv) (57)  

where T∞ − Tv is liquid temperature depression. The depression is 
calculated with the B-factor-based formula [198] 

T∞ − Tv = B
ρvL

ρlCpl
,B =

αv

1 − αv
(58)  

where L is liquid latent heat, cpl is liquid specific heat. 
Putting Eqs.(57)-(58) into Eq.(56), and pv(T∞) − p is expressed with 

local transmural pressure pv − p and temperature depression explicitly 

pv(T∞) − p
ρl

=
pv − p

ρl
+

1
ρl

dpv

dTl

αv

1 − αv

ρvL
ρlCpl

(59)  

and the simplified Rayleigh-Plesset equation is rewritten as 

3
2

(
dR
dt

)2

+
4ν
R

dR
dt

=
pv − p

ρl
+

1
ρl

dpv

dTl

αv

1 − αv

ρvL
ρlCpl

(60) 

Likewise, the vapour bubble growth rate is expressed by 

dR
dt

=
1
3

⎡

⎣

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

6
(

pv − p
ρl

+
1
ρl

dpv

dTl

αv

1 − αv

ρvL
ρlCpl

)

+

(
4ν
R

)2
√

−
4ν
R

⎤

⎦ (61) 

As a result, the ZGB cavitation model Eq. (34) is modified as the 
following after setting R=R0   

Eq.(62) is the cavitation model proposed by [203]. Unfortunately, 
the model fails to handle the thermodynamic effect at all, although the 
local transmural pressure and temperature depression are included. It is 
incorrect because a constant pv(T∞) is used in Eq.(55). Although the 

temperature-dependent pv and temperature depression are included, 
they cancel each other out. Using Eq.(59), the cavitation model Eq.(62) 
should be in the following form: 

ṁ =

⎧
⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

Fvap
αnc(1 − αv)ρv

R0

⎡

⎣

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

6
pv(T∞) − p

ρl
+

(
4ν
R0

)2
√

−
4ν
R0

⎤

⎦, if p ≤ pv

Fcon
αvρv

R0

⎡

⎣

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

6
p − pv(T∞)

ρl
+

(
4ν
R0

)2
√

−
4ν
R0

⎤

⎦, else

(63) 

Obviously, Eq.(63) contains nothing about the thermodynamic effect 
in cavitation, although it has included the liquid viscosity. 

The right way of allowing a cavitation model to have temperature 
depression is to adopt the simplified Rayleigh-Plesset equation Eq.(52) 
as the fundamental equation. The pressure depression term will occur by 
adding and subtracting pv(T∞), namely 

3
2

(
dR
dt

)2

+
4ν
R

dR
dt

=
pv(T∞) − p

ρl
−

pv(T∞) − pv

ρl
(64) 

After Eqs.(57) and (58) being considered, the simplified Rayleigh- 
Plesset equation is recast as 

3
2

(
dR
dt

)2

+
4ν
R

dR
dt

=
pv(T∞) − p

ρl
−

1
ρl

dpv

dTl

αv

1 − αv

ρvL
ρlCpl

(65) 

The corresponding vapour bubble growth rate and cavitation model 
are derived as 

dR
dt

=
1
3

⎡

⎣

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

6
[

pv(T∞) − p
ρl

−
1
ρl

dpv

dTl

αv

1 − αv

ρvL
ρlCpl

]

+

(
4ν
R

)2
√

−
4ν
R

⎤

⎦ (66)  

and   

In fact, the model Eq.(67) is essentially identical to the model Eq. 
(54), but inferior to the latter, since dpv/dTl cannot be estimated accu
rately, and αv/(1 − αv)→∞, if αv→1. 

ṁ =

⎧
⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

Fvap
αnc(1 − αv)ρv

R0

⎡

⎣

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

6
(

pv − p
ρl

+
1
ρl

dpv

dTl

αv

1 − αv

ρvL
ρlCpl

)

+

(
4ν
R0

)2
√

−
4ν
R0

⎤

⎦, ifp ≤ pv

Fcon
αvρv

R0

⎡

⎣

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

6
(

p − pv

ρl
+

1
ρl

dpv

dTl

αv

1 − αv

ρvL
ρlCpl

)

+

(
4ν
R0

)2
√

−
4ν
R0

⎤

⎦, else

(62)   

ṁ =

⎧
⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

Fvap
αnc(1 − αv)ρv

R0

⎧
⎨

⎩

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

6
[

pv(T∞) − p
ρl

−
1
ρl

dpv

dTl

αv

1 − αv

ρvL
ρlCpl

]

+

(
4ν
R0

)2
√

−
4ν
R0

⎫
⎬

⎭
, if p ≤ pv

Fcon
αvρv

R0

⎧
⎨

⎩

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

6
[

p − pv(T∞)

ρl
−

1
ρl

dpv

dTl

αv

1 − αv

ρvL
ρlCpl

]

+

(
4ν
R0

)2
√

−
4ν
R0

⎫
⎬

⎭
, else

(67)   
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3.4. Other cavitation models and issues 

3.4.1. Rankine vortex cavitation model 
Simulations of unsteady cavitating flow over a hydrofoil can be 

challenging because the cavity is subject to a periodic process including 
formation, breakup, shedding and collapse [204]. To address this chal
lenging, a Rankine vortex cavitation model was initiated in [205]. In the 
model, a cavity is assumed to be trapped in a Rankine vortex in a viscous 
fluid and the spherical cavity size is identical to the central core size of 
the vortex. The cavity is carried downstream by the moving vortex and 
experiences a formation-breakup-shedding-collapse cycle. The pressure 
profile in a cavitating Rankine vortex pvortex is expressed by 

pvortex =

⎧
⎪⎨

⎪⎩

pv, incentralcore (r ≤ Rcore)

p −
ρlΓ2

8π2
1
r2, outsidethecore (r ≥ Rcore)

(68)  

where Rcore is the central core radius, p is the pressure outside the vortex, 
while Γ is vortex circulation depending on the rotating function of a flow 
in terms of the Galilean-invariant, which is the ratio of the shear rate to 
the vorticity magnitude. The core size has been decided by Eq.(68) with 
the condition pv = p − ρlΓ2

8π2
1

R2
core

and is demonstrated by 

Rcore =
Γ
2π

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
1
2

ρl

p − pv

√

(69) 

Based on Eq.(18) the vapour bubble growth rate as a function of Rcore 

can be determined. Based on Eq.(37), with an approximation ρl ≈ ρ, the 
corresponding mass transfer rate can be calculated by 

ṁ =
3αvρv

Rcore

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
2
3

p − pv

ρl

√

= 2
̅̅̅
3

√
(

2π
Γ

)
αvρv(p − pv)

ρl
(70) 

Like Eq.(39), the cavitation model based on Eq. (70) is written as 

ṁ =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

Fvap

(
2π
Γ

)
(1 − αv)ρv(pv − p)

ρl
, if p ≤ pv

Fcon

(
2π
Γ

)
αvρv(p − pv)

ρl
, else

(71)  

where Fvap and Fcon are calibrated coefficients for evaporation and 
condensation, respectively; 2π/Γ is the rotating function depending on 
local shear rate and vorticity, and a curve of the function can be found in 
[205]. Compared with the cavity cycle predicted using the ZGB model, 
this model exhibits an ability to capture vapour bubble breakup process. 
Furthermore, the power spectrum curve predicted is close to the 
experiment. Compared with Eq.(9), Eq.(71) seems to provide physical 
evidence for the arbitrary mass transfer rate model. 

3.4.2. Bubble-bubble interaction 
In the cavitation models above, even though nucleation theories of 

vapour bubbles are taken into account in the cavitation inception stage, 
the interaction of bubbles in a vapour bubble cloud/cluster has not been 
considered. The interaction between bubbles is important in the bubble 
collapse period and it has been studied experimentally and analytically 
since the 1980′s [129]. Initially, the case where there are two vapour 
bubbles in a fixed position was studied. In this case, there are Bjerknes 
forces due to the superposition of the potential functions induced by 
neighbouring bubbles. Then, the Bjerknes forces between small cavita
tion bubbles are taken into account in the Rayleigh-Plesset equation. 
Finally, the equation was solved numerically to decide bubble radius 
and internal pressure in response to liquid transient pressure. Some 
typical studies of this nature can be found in [206–208]. In parallel, a 
few studies [209,210] were devoted to considering the case with more 
than two bubbles, i.e., a cloud/cluster of bubbles, by using the pertur
bation method in the Rayleigh-Plesset equation. Although a two-phase 

flow model for a cloud of vapour bubbles was proposed in 1984 
[211], it has found few applications to analyse the interaction between 
vapour bubbles so far [212]. 

Recently, the Rayleigh-Plesset equation for two vapour bubbles with 
fixed position in [207,208] was employed to develop a new cavitation 
model for CFD with the interaction between bubbles [213]. The phase 
change rates deduced are slightly more complex than Eq.(37), which has 
five empirical constants or correlations. The experimental nuclei num
ber density was included in the model. When the model was used to 
predict the head-NPSH (net positive suction head) curve of an experi
mental centrifugal pump, it failed to demonstrate a better accuracy 
against the observations than the ZGB cavitation model in ANSYS CFX 
does [214]. Nevertheless, more validation work on the model is needed 
in future. 

In [215], a theoretical model of gas bubble breakup in a liquid 
isotropic turbulent flow was proposed. The evolution of the probability 
distribution density of bubble radius was determined using turbulence 
energy distribution over different length scales. The situation of vapour 
bubble breakup downstream cavity was considered as the same as that 
of gas bubble breakup in a turbulence flow [216], while the number of 
vapour bubbles in collapse was estimated with the model of [215]. The 
mass transfer rate in the full cavitation model in condensation was then 
replaced with a new formula where the bubble radius was expressed by 
the number of bubbles and vapour volume fraction, but the mass transfer 
rate in evaporation remains unchanged [215]. LES of cavitating flow 
was conducted on a cubic bubble cloud with lattice bubble distribution 
arranged and a semi-empirical formula for the condensation process was 
developed [217] to improve computational accuracy. The collapse 
pressure predicted with this model is slightly higher than the full cavi
tation model. Note that the bubble–bubble interaction doesn’t seem to 
be considered explicitly. 

Recently, a mutual interaction model between two spherical vapour 
bubbles in different sizes was derived. Two vapour bubbles are fixed in 
their positions in water, and the water in the far-field is stationary, while 
the water near the bubbles is in potential flow induced by the radius 
growth or collapse of two bubbles. The mass and momentum conser
vation equations, coupled with the local flow divergence, were solved to 
obtain the evolution of the bubble radii and local pressure. However, the 
model shows that the bubble–bubble interaction plays a primary role in 
cavitation inception [218]. Therefore, it remains unclear whether the 
bubble–bubble interaction should be taken into account in cavitation 
models. 

3.4.3. Cavitation models with first principal stress 
Cavitation is similar to fracture in solid materials. It can take place in 

liquid if the tensile stress in one direction is beyond a threshold. Thus, 
the cavitation threshold in a flowing liquid should be the maximum 
tensile stress that the fluid can sustain. In this context, the cavitation 
criterion is expressed as [219] 

σ11 ≥ − pv (72)  

where σ11 is the first principal stress in a flow field. For 3D turbulent 
flows, the first principal stress σ11 is expressed by [220] 

σ11 = − p+(μ+ μt)
̅̅̅̅̅̅̅̅̅̅̅̅
2SijSij

√
and Sij =

1
2

(
∂ui

∂xj
+

∂uj

∂xi

)

(73)  

where μ is liquid dynamic viscosity, μt is turbulent eddy viscosity, Sij are 
time-averaged velocity deformation rate tensor, ui and uj are time- 
averaged velocity components in the Cartesian coordinate system 
along the i and j coordinate directions, respectively, i,j = 1,2,3. 

Ignoring turbulence contribution to the threshold, the cavitation 
criterion in terms of the first principal stress for 3D turbulent flows is 
expressed as 

− p+(μ+ μt)
̅̅̅̅̅̅̅̅̅̅̅̅
2SijSij

√
≥ − pv (74) 
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Eq.(74) was combined with the Schnerr-Sauer cavitation model Eq. 
(21) to establish a cavitation model. The model was then implemented 
in OpenFOAM to compute cavitating flows over a 3D hydrofoil [220]. 

For 2D turbulent flows, the first principal stress σ11 is simplified as 
[221] 

σ11 = − p+(μ+ μt)Smax (75)  

where Smax is the maximum shear rate. 
Likewise, when the turbulence effect on the pressure threshold is 

taken into account, the cavitation criterion in terms of the first principal 
stress is written as [221] 

(pv + pt)+ (μ+ μt)Smax − p ≥ 0 (76)  

where pt = 0.47ρk,ρ is mixture density, k is turbulent kinetic energy. 
Based on Eq.(76), the cavitation model with the first principal stress 

was proposed in [221] on basis of the Schnerr-Sauer cavitation model 
[90]. The corresponding mass transfer rates read as\  

where ρg is non-condensable gas density in a liquid. The model has been 
applied to simulate unsteady turbulent cavitating flows of water around 
a 2D Clark-Y hydrofoil. The better lift and drag coefficients were ob
tained against the experimental data in comparison with the ZGB cavi
tation model. 

3.4.4. Stochastic-field cavitation model 
Essentially, cavitation is a stochastic process from nuclei size, 

inception, development to collapse. These elementary processes can be 
described with probability density functions (PDF) and their transport 
models. In [222], a stochastic-field cavitation model was developed 
based on the Rayleigh-Plesset equation and a PDF of bubble size for the 
stochastic field method in [223]. The model was validated with the 
experimental cavitating flows in venturi and fluidic diode. 

3.4.5. Methods for model constant calibration 
In the cavitation models summarised above, there are two constants 

for evaporation and condensation. These empirical constants need to be 
calibrated against experimental data of cavitating flow prior to a specific 
application. It is noted that the model constants in the full cavitation 
model, ZGB and Kunz models were optimized based on the pressure 
coefficient profile of cavitating flow over NACA66 (6◦ incidence, 1.08, 
1.25, 1.48 and 1.79 cavitation numbers, 2 × 106 Reynolds number) and 
NACA009 (2.5◦ incidence, 0.75, 0.81 and 0.90 cavitation numbers, 2 ×
106 Reynolds number) in water tunnels [224]. ANSYS CFX is used to 
obtain a pressure coefficient profile, and the profile was read into 
optimizer-modeFRONTIER to decide the model constants. This proced
ure is repeated until the predicted profile in agreement with the 
experimental one in an allowable small error. The multi-objective ge
netic optimization algorithm (MOGA-II) was employed in search for the 
optimum solution. 

An even more general method for optimizing the model constants in 
the ZGB cavitation model was designed in [225]. Firstly, sampling 
points of two model constants were generated by using optimal Latin 
hypercube design in a domain, and the pressure coefficient profiles of 

the cavitating flows over the hydrofoil NACA66 in a wide range of flow 
conditions (incidence and cavitation number) were obtained by using 
OpenFOAM. Secondly, a surrogate model was built so the optimum 
model constants were determined by means of the sequential approxi
mate optimization (SAO) method for each of flow conditions. Finally, 
the optimum model constants for a specific flow condition can be 
interpolated from those optimized model constants array by making use 
of the radial basis function neural network (RBFNN) in MATLAB. A very 
similar work on optimization of the model constants in the Kunz cavi
tation model was reported in [226] against experimental data on a hy
drofoil and hemispherical head-form. A machine learning method has 
been employed to optimize the model constants in the Kunz cavitation 
model against the experimental cavity size in a propeller [227]. 

4. Discussion 

The working fluids in ORC systems have a more notiably thermo- 
sensitive property in cavitation due to their lower boiling temperature 

compared with water. Hence, these fluids require a higher suction 
pressure and a smaller NPSH than water. A higher suction pressure adds 
the cost of equipment, while the smaller NPSH can reduce the elevation 
level of the fluid container installation, reducing costs. Since the vapour 
pressure of these working fluids decreases with temperature, subcooling 
the liquid working fluid before entering a feed pump can be used to 
suppress cavitation within the pump. Nonetheless, the subcooling may 
be cost-effective. To reduce the cost of the working fluid feeding system 
in ORC systems, some cavitation may be allowable in the feed pump. 
However, the cavitation might result in instabilities of fluid flow exiting 
the feed pump, ultimately induce oscillations in the system operation. 
Therefore, cavitating flows of working fluids in ORC systems need to be 
investigated extensively. 

CFD simulations are one of the most promising methods for dealing 
with cavitating flows of working fluids in ORC systems. Unfortunately, 
this sort of CFD simulations has little been seen in the literature so far. 
Firstly, the existing CFD packages such as ANSYS CFX or Fluent or STAR- 
CCM + or OpenFOAM or even CATUM can be used to model cavitating 
flows, provided that the constants in their cavitation models have been 
calibrated with available experimental data of similar organic fluids in 
advance. 

Secondly, we can develop our own cavitating models with thermo
dynamic effect. In fact, a number of cavitation models with the effect 
have emerged, the cavitation regime shown in Fig. 5, however, has not 
been considered and implemented properly. Potentially, Eq.(51) can be 
employed to determine vapour bubble growth rate for cavitation models 
in various cavitation regimes. For this purpose, the article [228] has 
provided an excellent review. 

Thirdly, as mentioned in Section 2.1, the interface tracking model 
has a difficulty in treating 3D cavitating flows. Recently, a VOF method 
combined with pool boiling and cavitation inception models was 
developed to track 3D interface between liquid and vapour [229]. The 
VOF method for pool boiling problem is originated from [230] and 
[231], and the cavitation inception model is descripted in [105]. The 
cavitating flow of the mixture of liquid and vapour is unsteady, 
compressible and laminar and described by using the Reynolds-averaged 

ṁ =

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

3
(
αv + αg

)
ρlρv

R0
[
ρ + αg

(
ρl − ρg

) ]

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
2[pv + pt + (μ + μt)ṡmax − p ]

3ρl

√

, if p ≤ pv + pt + (μ + μt)Smax

−
3
(
αv + αg

)
ρlρv

R0
[
ρ + αg

(
ρl − ρg

) ]

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
2[p − pv − pt − (μ + μt)ṡmax ]

3ρl

√

, else

(77)   
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Navier-Stokes equations. This approach likely can be applied to cavi
tating flows with thermal effect in future. 

Fourthly, an extension to the classical homogeneous nucleation 
theory in Section 2.2.5 was presented in [232] to explain the discrep
ancy between theoretical prediction and experimental observation of 
nucleation rates in water at normal temperature. The thermodynamic 
fluctuation theory was used to derive the model for the formation of 
bubble nucleus. The non-equilibrium effects in nuclei formation were 
considered with correction coefficients determined experimentally. This 
framework may be useful to build the thermodynamic model for 
nucleation rate in organic fluids in future. 

Working fluids in ORC systems may be operated in subcooled con
ditions to avoid cavitation in feed pumps. The subcooling degree needs 
to be determined numerically or experimentally. The vapour bubble 
growth and collapse have been investigated analytically in [186]. 
Currently, cavitation models in subcooled liquids are unavailable. 
Recently, vapour bubble growth during subcooled nucleate boiling on a 
vertical heater was tested and it turned out that existing bubble growth 
models cannot account for the heater surface characteristics extensively 
[233,234], which suggests that developing a cavitation model for sub
cooled liquids is challenging and more efforts are needed. 

Nucleation cavitation models for organic fluids in ORC systems 
should be based on non-condensable gas and solid particles nuclei. The 
non-condensable gas concentration should also be included in the 
models, too. For example, at total pressure (air plus vapour) 1 atm, air- 
saturated R114 contains about 140 ppm (mg/kg liquid) non- 
condensable gas at 0℃, and about 1000 ppm at –32℃ [235]. For 
comparison, the non-condensable gas concentration is 22 ppm in water 
at 25℃ and 1 atm. 

The non-condensable gas in a liquid can play an important role in a 
cavitating flow. Firstly, the gas shares the same velocity with the liquid, 
and the gas mass flow rate remains unchanged in the flow field, but the 
gas pressure, volume or temperature may vary in ideal gas law 
(isothermal process) or polytropic law (adiabatic process), depending on 
specific situations. Secondly, the non-condensable gas serves as cavita
tion nucleation sites. Nonetheless, the gas partial pressure raises the 
pressure threshold for cavitation inception. To properly consider the 
effect of non-condensable gas on cavitation, we must propose a process 
law for such a gas, and include its volume fraction in the mixture density 
and reflect the gas partial pressure in the Rayleigh-Plesset equation Eq. 
(17). When the non-condensable gas is assumed to be in spherical 
bubbles, a general process law has been proposed for the gas in [90], 
which is described by 

pg = pg0

(
Rg0

Rg

)3n

(78)  

where pg0 and Rg0 are initial partial pressure and bubble radius of the 
non-condensable gas in a liquid, respectively; n is polytropic index, n=1 
for isothermal cavitation (isothermal process),n = cpg/cvgfor cavitation 
with thermodynamic effect (adiabatic process), cpg and cvg are specific 
heat capacities of the gas at constant pressure and constant volume, 
respectively. 

In [85,103,111,236–238], the non-condensable gas was taken into 
account in the mixture density and liquid phase volume fraction only. In 
[145,239,240], however, the gas was presented in the Rayleigh-Plesset 
equation alone in terms of partial pressure. The effect of non- 
condensable gas is not included in the mixture density, the liquid 
phase volume fraction, and the threshold for cavitation inception in 
terms of partial pressure in the literature at the same time. If the non- 
condensable gas is adopted in the mixture density and liquid phase 
volume fraction, the gas will appear in the liquid prior to the vapour 
with decreasing suction pressure in a centrifugal pump, exhibiting 
pseudo-cavitation phenomenon [241]. The pseudo-cavitation effect of 
nitrogen (non-condensable gas) in fuel through diesel injector nozzles 
was simulated by using three-components (nitrogen, liquid isooctane 

plus vapour isooctane) mixture model and the Schnerr-Sauer cavitation 
model [242]. It was demonstrated that as the pressure stabilizes at a 
pressure higher than the saturation pressure, the pseudo-cavitation ef
fect takes over vapour cavitation. In a reciprocating pump, the non- 
condensable gas occurs on the plunger surface at first in suction stroke 
[243]. Obviously, these studies have laid a solidary basis for considering 
non-condensable gas in cavitating flow simulations of organic fluids. 

Diaphragm reciprocating pumps are commonly applied to circulate 
the organic fluid in ORC systems. The transient cavitating flow can 
appear through the gap between the moving suction valve and the valve 
seat in the pump liquid end, as shown in Fig. 2. The flow can involve 
vortex formation, breakup and shedding processes to carry vapour 
cavities downstream. To better capture large to medium-small-scale 
flow structures in these processes, LES presented in [244–249] is 
worth being attempted in computation of the cavitating flow in a dia
phragm pump in future. 

5. Conclusions 

A systematic review of cavitation models with thermodynamic effect 
potentially applied to CFD simulations of cavitating flows in feed pumps 
in organic Rankine cycle systems has been presented. The existing 
cavitation models are classified and listed methodically and compre
hensively. The characteristics of those cavitation models are identified 
and critically analysed in terms of mathematical formula, fluid me
chanics, or heat transfer. Methods for implementing thermodynamic 
effect in cavitation models are clarified and demonstrated. Additionally, 
a few newly developed cavitation models such as cavitation models with 
liquid viscosity, Rankine vortex cavitation model, cavitation models 
with bubble–bubble interaction, and cavitation models with bubble 
breakup in the cavity cloud are explained. Discussion about and the 
prospect of cavitation models are provided. Compared with fully 
coupled multiscale cavitation models, homogeneous mixture cavitation 
models require much less computational resources, and the thermody
namic effect can be easily implemented in them. Although the thermo
dynamic effect has been implemented in the existing cavitation models, 
the cavitation regimes, namely inertia-controlled, heat-diffusion 
controlled and intermediate states in between, have not been applied in 
a proper way. Nucleation cavitation models for organic fluids in organic 
Rankine cycle power plants should be proposed based on the measured 
nuclei and non-condensable gas concentration in organic fluids. 
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