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HIGHLIGHTS  GRAPICHAL ABSTRACT 

• A transfer learning routine is proposed 

to reduce workload in the R&D of 

vehicle controllers. 

• Fuzzy learning and Gaussian process 

regression are incorporated to build the 

transferable representation model. 

• The controller built with fuzzy learning 

achieves 27% higher control utility 

than a neural network. 

• The ‘deeper’ architecture achieves 34% 

higher control utility than the ‘broader’ 

architecture. 

• Real-time control functionality is 

verified by hardware-in-the-loop 

testing. 
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Electric vehicles (EVs), including plug-in hybrids, will dominate road transportation in the 

future. Energy management control is a critical functionality of EVs, which is usually 

developed in the model-based routine. The routine is conventionally costly and time-

consuming and is hard to meet the increasing market competition in the digital era. This paper 

studies an innovative transfer learning routine that aims to reduce the development workload 

for the energy management controller. A new transferable representation control model is 

proposed by incorporating two promising artificial intelligence technologies, adaptive neural 

fuzzy inference system and Gaussian process regression. The adaptive neural fuzzy inference 

system is developed to implement dynamic programming result for real-time control. It is built 

using a global k-fold fuzzy learning method, which applies k-fold cross validation in the fuzzy 

learning process. A Gaussian process regression model is developed and connected to the 

adaptive neural fuzzy inference system with a ‘deeper’ architecture to transfer the offline 

optimization knowledge learnt at source domain to new target domains. By introducing a 

concept of control utility (CU) that evaluates vehicle energy efficiency with a penalty on usage 

of battery energy, experimental evaluations based on the hardware-in-the-loop testing platform 

are conducted. Competitive real-time CU values (as much as 90% of offline benchmarking 

results) can be achieved by the proposed control method. They are over 27% higher than that 

achieved by the neural-network-based model.  

 

 
 

 
1* Corresponding Author: Prof H. M. Xu (h.m.xu@bham.ac.uk), University of Birmingham, B15 2TT, UK 

(The short version of the paper was presented at virtual CUE2020, Oct 10-17, 2020. This paper is a substantial extension of the short version of the conference paper.) 

mailto:h.m.xu@bham.ac.uk


 2 

1. Introduction 

The hybrid electric vehicle (HEV), as a mainstream ultra-low 

emission solution, will account for more than 60% of the world 

passenger market share by 2030 according to predictions of the 

International Energy Agency (IEA) [1]. The energy management 

system (EMS) is one of the most important systems within the 

HEV, and it controls the energy flows between power units (e.g., 

engine and battery) within the hybrid system. The optimization of 

energy efficiency in the EMS is among the most challenging 

decision-making tasks because of uncertainties and constraints in 

real-world driving [2,3]. 

The control strategy of the EMS should be optimized to allow 

vehicles to comply with regulations in fuel consumption and 

emissions. New European Driving Cycle (NEDC) for road 

vehicles has been replaced by the Worldwide-harmonized Light-

duty Testing Cycle (WLTC), in which an increasing number of 

transient operation points are included to evaluate energy 

efficiency and emissions [4]. New vehicle legislation 

encompassing real-world driving emissions (RDE) have been 

enacted [5,6] and they will bring more workload for the R&D of 

advanced EMSs. Therefore, advanced EMSs that have the 

capability of self-learning are in urgent demand to help 

automakers comply with legislation and improve their customer 

satisfaction. 

Thanks to growing developments in artificial intelligence (AI) 

and the Internet-of-Things (IoT), learning-based energy 

management techniques have been shown to be significantly 

superior to the conventional rule-based and model-based methods 

[7]. Reinforcement learning (RL), which has the capability of 

online learning in real-world driving [8], is recognized as a 

promising technology for EMS. It is plant-model-free [9] and 

updates its knowledge base (Q table or deep Q network, DQN) 

using reinforcement information obtained in real-world 

interactions [10]. The effectiveness of RL has been demonstrated 

in various vehicle control applications [11]. Remarkable 

improvements in vehicle energy efficiency have been achieved by 

RL methods, e.g. Q-learning [12], deep Q-learning [13], double 

Q-learning [14], double deep Q-learning [15], and multiple-step 

Q-learning [8]. Most research on RL-based power management 

control focuses on learning from scratch [16,17], which requires 

a long time to develop a proper control policy and therefore is not 

practically acceptable [18].  

Transfer learning (TL), which builds a robust representation 

model (RM) in a source domain and trains a smaller scale 

compensation model (CM) for target domains, is an emerging and 

promising technology that can significantly reduce the learning 

cost and time. Because TL is new to automotive engineering, only 

a few studies in TL-based energy management have been reported. 

Lian et al. transferred the control policy (of a DQN-based EMS) 

among four different HEV topologies by introducing an internal 

RM within the DQN, which can accelerate the RL process and 

save at least 40% time to obtain a proper control model [19]. Guo 

et al. proposed a speed classifier to enable TL of a bi-level energy 

management system, where the first level selects one of the RMs 

with the speed classifier, and the second level optimizes the 

associated CM with RL [20]. By evaluating the vehicle’s fuel 

economy on a hardware-in-the-loop (HiL) testing platform under 

an author-defined driving cycle, the RL+TL method can save 

more than 9% fuel compared to the RL-only method [20].  

RMs are important for knowledge transfer, and an ideal RM 

of HEV energy management strategy should achieve competitive 

real-time performance under a given driving cycle (usually 

defined by vehicle regulations) compared to the benchmark result 

obtained in offline dynamic programming (DP) [21]. However, 

the conventional DP-based control development is time 

consuming and expensive because new experiments are usually 

needed for benchmarking under different regulations [10,22]. 

This motivates the present work to develop a new transferable 

RM that can be adaptive to regulations in different countries 

worldwide without tedious DP-based benchmarking. To achieve 

this, advanced AI techniques are needed to address the challenges 

in two aspects: 1) an explainable and robust baseline RM is 

required to precisely implement DP result for real-time control; 

and 2) an effective knowledge transfer method is in demand to 

enable the RM to be adaptive to different regulations worldwide. 

To address the first challenge, AI models are usually 

developed by artificial neural networks (ANN) or fuzzy inference 

systems (FIS), where the former is a backbox model with strong 

data-driven learning capability [23] while the later is explainable 

by linguistic logics [24]. Meta-heuristic algorithms, e.g. particle 

swarm optimization (PSO) [25,26] and genetic algorithms (GA) 

[27,28], are commonly used for AI modelling and can be used to 

optimize the real-time control model to achieve the minimum 

root mean square error (RMSE) based on the DP result. Adaptive 

neural fuzzy inference system (ANFIS) is a new explainable AI 

technique [29]. With the advantages of NN and FIS, ANFIS is 

promising for real-time control because it implements data-

driven learning in building interpretable rules/logics and is 

capable to assist decision making in vehicle controller. Therefore, 

this paper builds the baseline RM based on an ANFIS to 

implement the DP result for real-time control. 

On the other hand, the performance of AI models heavily 

depends on quantity and quality of data. Khayyam et al. modelled 

a fuzzy logic power management controller using 5 groups of 30k 

data sets [28]. Xing et al. used 10k data pairs to train recurrent 

neural networks for driver behavior prediction [30]. To make 

breakthrough upon the above studies that are based on big volume 

of data, cross-validation provides an efficient tool for modelling 

with limited data [31]. K-fold cross-validation is widely used for 

learning with labelled data [31]. Lv et al. applied a five-fold 

method to train a neural network for driver intention prediction 

[32]. Tivive et al. used a ten-fold method to train a convolutional 

neural network for pattern recognition [33]. However, using K-

fold cross-validation to build real-time representation control 

models has not yet been reported. 

Transferable knowledge and topologies of the learning 

system are the keys to address the second challenge. The 

transferable knowledge includes characteristics [34], extracted 

features [35], model parameters [36], and relational information 

[37]. The transferable knowledge can be modelled by both 

parametric and non-parametric methods. ANN [38] and fuzzy 

systems [39] are normally developed for the parametric modeling. 

With significant superior representation capability than the 

parametric methods, the emerging Gaussian process regression 

(GPR) has been recognized as a promising non-parametric 

method [40]. It treats the input-to-output mapping as a random 
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function with a probability density defined based on a Gaussian 

process hypothesis. Several published works have shown the 

advantage of using GPR-based transfer learning for battery state 

estimation [41,42], driver behavior prediction [43,44], and robot 

control [45]. However, the research that applies GPR for transfer 

learning in controller development is lacking.  

Regarding the topologies of transfer learning systems, 

‘broader’ and ‘deeper’ architectures are usually adopted to 

transfer the knowledge from source domain to new target 

domains. Deng et al. proposed a ‘broader’ architecture for robot 

control, where the control outputs are selected from an empirical 

model (developed in source domain) or an adaptive model (learnt 

in target domain) [45]. Zou et al. enables fuzzy regression transfer 

learning in a ‘deeper’ architecture, where the knowledge transfer 

model is connected in the front of a baseline fuzzy model [46]. 

According to the ‘no free lunch’ theory [47], there is no confirmed 

optimal system architecture for the newly proposed transferable 

RM of energy management control. 

To address the two challenges while contributing innovative 

ideas to the research community of electric vehicle engineering, 

this paper proposes a new transferable representation modelling 

scheme for the development of PHEV energy management 

controller. A new RM is proposed by incorporating ANFIS and 

GPR, where ANFIS is used to implement the DP result in source 

domain and GPR transfers the knowledge to allow optimal 

control in target domains. The work has two original 

contributions: 1) a global k-fold fuzzy learning (GKFL) scheme 

is proposed, which applies k-fold cross validation to obtain the 

ANFIS model in knowledge implementation, and the optimal 

setting of fold numbers are investigated; 2) GPR is deployed for 

knowledge transfer across different driving cycles, and a hybrid 

network with a ‘deeper’ architecture is selected as a unified 

topology for the transferable RM. 

The rest of the paper is organized as follows: Section 2 

formulates the studied problem by introducing the vehicle system 

and driving cycles. Section 3 proposes the transferable 

representation control modelling scheme for the PHEV energy 

management. Section 4 presents the results from experimental 

evaluations, and Section 5 summarizes the conclusions. 

2. Problem Formulation 

This section formulates the transfer learning problem based 

on mathematic modelling of the hybrid electric powertrain, which 

is managed by a fuzzy inference system. Standard driving cycles, 

proposed by the legislations in different countries, are also 

introduced to define the source domain and target domains. The 

source domain is defined as the driving cycle used for offline 

benchmarking, and the target domains are defined as the new 

driving conditions that have not employed the control strategy for 

offline optimization.  

2.1. The hybrid electric powertrain 

The studied vehicle is a plug-in HEV with a series topology, 

and has two power units to meet the power demand of a 125kW 

motor for vehicle operation. The power units include a 36.6kW 

generator powered by a 0.65L engine and a 360V/22kWh high-

voltage battery package. The key specifications of the studied 

vehicle are summarized in Table I. 

Table I Key specifications of the studied vehicle. 

Specification Value Unit 

Vehicle Mass 1315 kg 

Wheel rolling radius 0.35 m 

Front Area 2.38 m2 

Drag coefficient 0.30 - 

Rolling resistance 0.001 - 

The power flows across the power units are shown in Fig. 1, 

where 𝑃dem is the power demand for vehicle operation; 𝑃ppu is 

the power output from the battery pack; the battery is discharging 

when 𝑃ppu > 0, and is charging when 𝑃ppu < 0; 𝑃apu  is the 

power output from the engine-generator. The battery package 

works as the primary power unit of the PHEV. The engine-

generator is used as the alternative power unit for maintaining the 

battery’s state-of-charge (SoC) to allow longer driving distance. 

 
From the perspective of energy transmission, the power flow 

in the PHEV is expressed as 

𝑃dem(𝑡) = 𝑃ppu(𝑡) + 𝑃apu(𝑡) .  (1) 

The power losses of the battery and the engine-generator can 

be modelled by 

𝑃ppu_loss(𝑡) = 𝑅loss(𝑆𝑜𝐶) ∙ 𝐼batt(𝑢batt(𝑡))2

𝑃apu_loss(𝑡) = 𝑚ሶ 𝑓൫𝑢𝑒𝑔𝑢(𝑡)൯ ∙ 𝐻𝑓 − 𝑃apu(𝑡)
},  (2) 

where 𝑅loss  is the battery internal resistance; 𝐼batt  is the 

battery current; 𝑢batt  is the battery control signal; 𝑢egu  is the 

engine-generator control signal; 𝑚ሶ 𝑓 is the fuel mass flow rate; 

and 𝐻𝑓 is the heat value of the fuel.  

The primary objective of power management is to maximize 

the vehicle’s energy efficiency: 

𝜂 =
∑ 𝑃dem(𝑡)∙∆𝑡

𝑡𝜏
𝑡=𝑡0

∑ 𝑃dem(𝑡)∙∆𝑡
𝑡𝜏
𝑡=𝑡0

+∑ 𝑃loss(𝑡)∙∆𝑡
𝑡𝜏
𝑡=𝑡0

,  (3) 

where 𝑡0 and 𝑡𝑡 are the start and terminate of a driving cycle; 

∆𝑡  is the sampling time; and 𝑃loss(𝑡) = 𝑃ppu_loss(𝑡) +

𝑃apu_loss(𝑡) is the total power loss. 

Maintaining the battery SoC is a critical constraint in power 

management. The battery SoC at time 𝑡𝑙 is calculated by 

𝑆𝑜𝐶(𝑡𝑙) = 𝑆𝑜𝐶(𝑡𝑙−1) −
𝐼batt(𝑢𝑏𝑎𝑡𝑡(𝑡𝑙))

𝑄batt
∙ ∆𝑡,  (4) 

where 𝑄batt  and 𝐼batt  are the battery’s capacity and current, 

respectively. 

To achieve the maximum vehicle energy efficiency while 

maintaining the battery SoC, a control utility (CU) function is 

Fig. 1 Power Flow of a Hybrid Powertrain System 
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defined by introducing a penalty for degrading the battery SoC, 

𝛽 ∙ 𝑒𝛼∙(𝑆𝑜𝐶(𝑡)−𝑆𝑜𝐶+−𝑆𝑜𝐶−)[48], to the denominator of Eq. (3) as 

𝒰 =
∑ 𝑃dem(𝑡)∙∆𝑡

𝑡𝜏
𝑡=𝑡1

∑ 𝑃dem(𝑡)∙∆𝑡
𝑡𝜏
𝑡=𝑡1

+∑ (𝑃loss(𝑡)∙∆𝑡+𝛽∙𝑒𝛼∙(𝑆𝑜𝐶(𝑡)−𝑆𝑜𝐶+−𝑆𝑜𝐶−))
𝑡𝜏
𝑡=𝑡1

, (5) 

where 𝑆𝑜𝐶+ and 𝑆𝑜𝐶− are the higher and lower boundary of 

battery SoC for the hybrid power mode, respectively. 

2.2. Energy Management with Fuzzy Inference 

The energy management strategy determines the power ratio 

of the engine-generator 𝑢egu(𝑡) by [7,8,14]:  

𝑢egu(𝑡) = ℳ(𝑃dem(𝑡), (𝑆𝑜𝐶 𝑡), ℂ)  (6) 

where ℳ(∙) can be a FIS that projects the inputs of 𝑃dem(𝑡) 

and 𝑆𝑜𝐶(𝑡) to the relevant control command 𝑢egu(𝑡); and ℂ is 

a vector of parameters.  

The FIS, ℳ(∙), is developed based on a Takagi-Sugeno (TS) 

model because the TS model is easy to implement in data-driven 

learning [48]. It includes one input layer, three hidden layers and 

one output layer, as shown in Fig. 2.  

 

The input layer collects the battery SoC and power demand 

from the PHEV with an input vector 𝒙 = [𝑆𝑜𝐶(𝑡), 𝑃dem(𝑡)]T . 

The output layer implements the control command 𝑢egu(𝑡) = 𝑦 

based on the computing results from hidden layers. The hidden 

layers calculate 𝑦 using 𝒙.  

The first hidden layer fuzzifies the inputs with triangular 

membership functions, 𝐹1,𝑖 and 𝐹2,𝑖 , as 

𝐹1,𝑖൫𝒙𝟏, 𝒗𝟏,𝒊൯ = 𝐦𝐚𝐱 (𝐦𝐢𝐧 (
𝒙𝟏−𝒗𝟏,𝒊(𝟏)

𝒗𝟏,𝒊(𝟐)−𝒗𝟏,𝒊(𝟏)

𝒗𝟏,𝒊(𝟑)−𝒙𝟏

𝒗𝟏,𝒊(𝟑)−𝒗𝟏,𝒊(𝟐)
) , 𝟎)

𝐹2,𝑗൫𝒙𝟐, 𝒗𝟐,𝒋൯ = 𝐦𝐚𝐱 (𝐦𝐢𝐧 (
𝒙𝟐−𝒗𝟐,𝒋(𝟏)

𝒗𝟐,𝒋(𝟐)−𝒗𝟐,𝒋(𝟏)

𝒗𝟐,𝒋(𝟑)−𝒙𝟐

𝒗𝟐,𝒋(𝟑)−𝒗𝟐,𝒋(𝟐)
) , 𝟎)

}

 (7) 

where 𝑥1 and 𝑥2 are the elements in the input vector 𝒙; 𝐹1,𝑖 is 

the 𝑖-th membership function for the first input; n is the total 

number of membership functions for the first input; 𝐹2,𝑗 is the 

𝑗-th membership function for the second input; m is the total 

number of membership functions for the second input; and 𝒗(𝑘), 

𝑘=1,2,3, is the 𝑘-th element of the parameter vector 𝒗. 

The second hidden layer connects the outputs of the input 

membership functions based on fuzzy rules. Each fuzzy rule 

applies the following linguistic logic: 

If 𝒙(1) is 𝐹1,𝑖(𝒙(1), 𝒗𝟏,𝒊) and 𝒙(2) is 𝐹2,𝑗(𝒙(2), 𝒗𝟐,𝒋),   

 then 𝒚 is 𝑳(𝒙, 𝑎𝑖,𝑗),    

𝑖 = 1,2, … , 𝑛; 𝑗 = 1,2, … , 𝑚  (8) 

where 𝐿(𝒙, 𝑎𝑖,𝑗) is the output membership function in a constant 

type for this study as in [23]; and 𝑎𝑖,𝑗  is a scale in an output 

membership function.  

The third hidden layer uses a vector 𝑾 =

[𝑤1.1, 𝑤1.2, … , 𝑤1.𝑛, 𝑤2.1, … , 𝑤2.𝑛, … , 𝑤𝑚.1, … , 𝑤𝑚.𝑛]  to scale the 

outputs of fuzzy rules, 

𝒚 = ∑ ∑ {min (𝐹1,𝑖(∙), 𝐹2,𝑗(∙)) ∙ 𝑳൫𝒙, 𝑎𝑖,𝑗൯ ∙ 𝑤𝑖.𝑗}𝑛
𝑖=1

𝑚
𝑗=1  (9) 

where 𝑤𝑖.𝑗 ∈ [0,1], 𝑖 = 1,2, … , 𝑛, 𝑗 = 1,2, … , 𝑚. 

Optimization of the energy management controller is to find 

the optimal setting of the parameter vector  

ℂ = [𝑽𝟏, 𝑽𝟐, 𝑨, 𝑾]    (10) 

where 𝑽1 = [𝑣1,1, 𝑣1,2, … 𝑣1,𝑛]  and 𝑽2 = [𝑣2,1, 𝑣2,2, … 𝑣2,𝑚] 

are the parameter vectors of the inputs membership functions; 

𝑨1 = [𝑎1,1, … , 𝑎1,𝑛, 𝑎2,1, … , 𝑎2,𝑛 , … 𝑎𝑚,𝑛1, … , 𝑎𝑚,𝑛]  is the 

parameter vector of the output membership functions. 

2.3. Source Domains and Target Domains 

In this paper, five selected driving cycles built on the 

standard cycles will be used to testify the control models based 

on five-fold cross validation. In each fold, one of these cycles will 

be defined as the source domain for model learning and the others 

will be defined as target domains for validations. The profiles of 

the standard cycles are summarized in Table II.  

Table II  Profiles of the studied driving cycles 

Cycle name Abbreviation Country/ Region 

Federal Test Procedure 

(hot soak period included) 

FTP75 US 

Japanese Cycle JC08 Japan 

Aggressive Standardized 

Random Test  

RTS95 Proposed for RDE 

Urban Dynamometer 

Driving Schedule 

UDDS US 

Worldwide-harmonized 

Light-vehicles Test Cycles 

WLTC UN, EU 

* US: United States; RDE: Real-world Driving Emission (Evaluation); UN: 

United Nation; EU: European Union 

To ensure each domain has equal sample size, the studied 

five driving cycles are generated by running the standard cycles 

repeatedly for 2474s (with a sampling time of 1s) which is equal 

to the cycle length of the longest cycle (FTP75). To make it easy 

to follow, ‘extended’ is added to the original names of the 

standard cycles to name the generated cycles (e.g., extended 

WLTC, Ex-WLTC for short) for the rest of this paper. The source 

domain is defined as one of the driving cycles that is selected for 

Fig. 2 Takagi-Sugeno fuzzy model for energy management 
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optimization of the energy management strategy with dynamic 

programming (DP). The target domains are the driving cycles 

where the HEV is controlled by the strategy optimized in the 

source domain while applies transfer learning for control strategy 

adaptation.  

The power demands (shown in blue solid lines) of the PHEV 

under the five given driving cycles and the respective battery SoC 

trajectories (shown in red dashed lines) obtained by DP are 

compared in Fig. 3. Battery SoC was used as the state variable in 

the DP algorithm, and its value at the end of each cycle was 

limited to 0.30. For demonstration, this paper introduced a finite 

element state space, {0.3,0.301,0.302, … 0.399,0.40} , for 

battery SoC. The size of the state space is adjustable for different 

use cases, and it affects the optimality and computational efforts. 

Following the power demands at each time step, DP determines 

the optimal control signal to achieve the maximum CU value for 

each driving cycle.  

 

3. Methodology 

A transfer learning routine (TLR) as shown in Fig. 4 is 

proposed to enable rapid development of the representation 

control model for real-time energy management of PHEV. 

Following the conventional model-based controller development 

routine, the TLR includes five main steps.  

• Step 1.Vehicle data, including energy flow and components’ 

states (e.g., battery SoC), is collected from the chassis 

dynameter testing system at Tsinghua University under the 

selected driving cycle (source domain).  

• Step 2. Digital vehicle model is developed using the vehicle 

data. 

• Step 3. Dynamic programming (DP) is then carried out for 

offline benchmarking (OLB) of the ideal optimal signals 

under the source domain.  

• Step 4. With the control parameters calibrated based on the 

OLB results, a fuzzy logic controller is developed for online 

implementation (OLI) of the energy management strategy. 

Step 5. Real-time control (RTC) functionality is verified in 

hardware-in-the-loop (HiL) testing. 

The transferable representation control model (TRCM) is the 

core of the TLR to reduce the need for intensive physical testing 

and computationally-costly DP-based benchmarking. It is built 

on ANFIS and GPR, which are both promising AI technologies. 

ANFIS is used to implement the DP result under the source 

domain while GPR transfers the knowledge to enable optimal 

control in target domains. A new global k-fold fuzzy learning 

(GKFL) scheme is proposed to enable robust source domain 

learning, and a ‘deeper’ architecture is developed to incorporate 

GPR with ANFIS for the TRCM. Details of GKFL-based source 

domain learning and TRCM-based target domain transfer 

learning are introduced as follows.  

3.1. Global k-fold fuzzy learning 

A global k-fold fuzzy learning scheme, which implements k-

fold cross-validation to optimize the vector ℂ  of the fuzzy 

inference system, is proposed for source domain learning. It 

allows accurate knowledge implementation for real-time control 

by obtaining a FIS model 𝓜𝐤𝐟 that allows the vehicle system to 

achieve high CU value, 𝒰(𝓜kf), in real-time. This model will 

be better than the one using the conventional model 𝓜cov (with 

default setting in the MATLAB ANFIS Toolbox). Since the 

lacking of research into finding the best 𝜅  value for fuzzy 

learning in energy management control, this paper will 

investigate fuzzy learning performance with all possible 𝜅 

values (i.e., 𝜅 = 2,3,4, … ,10). 

A global search method is proposed to determine both the 

optimal setting 𝜅∗  for K-fold fuzzy learning and the optimal 

online energy management model 𝓜𝐤𝐟 . The overall working 

procedure of the proposed global K-fold fuzzy learning is 

presented in Fig. 5. After the initialization of the K value by 

setting 𝜅 = 2, a rotational learning process will repeat Steps 1-4: 

Fig. 4 Power demands and benchmark SoC trajectories of 

a) Ex-FTP75; b) Ex-JC08; c) Ex-RTS95; d) Ex-

UDDS; and e) Ex-WLTC 

 

Fig. 3 The transfer learning routine for development of energy 

management controller 
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Step 1. The offline optimization results 𝑫[𝒙 , 𝒚 ]T  are 

randomly divided into 𝜅 folds which have the similar 

size, i.e., 𝑫1, 𝑫2,… , 𝑫 𝜅.  

Step 2. The parameter vector ℂ in fuzzy model 𝓜(. , . , ℂ) is 

optimized in 𝜅  independent rounds, where 𝑫trn
𝑟 =

[𝑫1, 𝑫2, … , 𝑫𝑟−1, 𝑫𝑟+1, … 𝑫𝜅] ( 𝑟 =1,2, …,  𝜅 ) is for 

training and 𝑫tst
𝑟 = 𝑫𝑟  is for testing.  

Step 3. 𝓜𝜅(. , . , ℂ𝜅) is selected based on the results from Step 

2, which has the minimum cross-validation mean 

square error (CVMSE), 

CVMSE(𝜅) =
1

𝜅
∙ ∑

∑ ൫𝓜𝑟(𝒙tst
𝑟 (𝑡))−𝑦tst

𝑟 (𝑡)൯
2𝜏′

𝑡=1

𝜏′

𝜅
𝑟=1   

(11) 

where 𝓜𝑟(𝑥tst
𝑟 (𝑡))  is the model output using the 

model learnt from training data 𝑫trn
𝑟  during round 𝑟; 

𝑥tst
𝑟 (𝑡) is the model input in testing data 𝑫tst

𝑟  during 

round 𝑟; and 𝑦tst
𝑟 (𝑡) is the model output in testing 

data 𝑫tst
𝑟  in the round 𝑟. 

Step 4. 𝓜𝜅  is implemented for real-time control under a 

given driving cycle. The CU value, 𝒰(𝓜𝜅) , is 

collected as an indicator to select the optimal result. 

Once the termination term is met (𝜅 > 10), the process stops. 

Then the optimal setting 𝜅∗  is extracted, together with the 

optimal model 𝓜kf that satisfies 

𝒰൫𝓜𝐤𝐟൯ = 𝒰൫𝓜𝜿∗
൯ ≥ 𝒰(𝓜𝜿),          𝜅 ∈ [2,10]  (12) 

where 𝒰൫𝓜𝜅∗
൯ is the CU value that the vehicle achieved using 

the model 𝓜𝜅∗
. 

 
 

3.2. Knowledge transfer with Gaussian process regression 

The ANFIS model has been optimized under the source 

domain. To make it more adaptive to target domains, a Gaussian 

process model, 𝑢′ = 𝒢(𝔁), is developed to regulate the control 

output from the ANFIS model using feature state vector, 𝔁 . 

Based on the Gaussian process hypothesis, 𝒢(𝔁) is treated as a 

random function with a Gaussian prior, ℊ𝓅(∙), as 

𝑝൫𝒢(𝔁)൯ = ℊ𝓅(𝜇(𝔁), 𝐾(𝔁, 𝔁))  (13) 

where 𝜇(𝔁)  is the mean function of 𝔁 , and 𝐾(𝔁, 𝔁)  is the 

covariance function of 𝔁. The GPR is trained by postulating a 

parametric form for the mean and the covariance function. The 

parameters of the mean and covariance functions are obtained as 

a hyper-parameter vector, 𝜽, which is estimated by maximizing 

the log-likelihood of a training dataset {𝔁trn 𝒖′
tr}. 

During the learning process, 𝒖𝑝
′  at a set of inputs 𝔁𝑝  is 

predicted by computing a conditional probability distribution 

𝑝(𝒖′
tr|𝒖′, 𝔁, 𝔁trn, 𝜃); 𝑝 has a Gaussian distribution, 𝒩(𝜇̃, 𝐾), 

with the mean function, 𝜇̃, and covariance, 𝐾, given by 

𝜇(𝔁trn ) = 𝜇(𝔁trn) + 𝐾(𝔁trn, 𝑭∗)𝐾−1(𝔁trn, 𝑭∗)[𝜇൫𝔁𝑝൯ − 𝒖𝑝
′]

𝐾(𝔁trn, 𝔁trn) = 𝐾൫𝔁𝑝, 𝔁𝑝൯ − 𝐾൫𝔁trn, 𝔁𝑝൯𝐾−1൫𝔁𝑝, 𝔁𝑝൯𝐾൫𝔁𝑝, 𝔁trn൯
} 

 (14) 

As a data-driven learning, GPR is expected that the data 

points with similar state values naturally have close output 

values. To reduce the negative impact of the similarity on model 

learning performance, kernel functions are widely adapted. This 

paper uses a standard squared exponential kernel function that is 

built in MATLAB GPR toolbox [39]: 

𝐾൫𝔁𝑖 , 𝔁𝒋|Θ൯ = 𝜎𝑓
2 exp[−

1

2
∙

(𝔁𝑖−𝔁𝑗)𝑇(𝔁𝑖−𝔁𝑗)

𝜎𝑙
2

]  (15) 

where 𝔁𝑖 and 𝔁𝑗 (𝑖 ≠ 𝑗) are two randomly selected vectors from the 

training set 𝔁trn ; Θ = [log 𝜎𝑙 , log 𝜎𝑓] is a parameter vector of 

the kernel function; 𝜎𝑙 is the characteristic length scale; and 𝜎𝑓 

is the signal standard derivation. 

A ‘deeper’ architecture, as shown in Fig. 6a) is developed in 

this paper to incorporates the GPR model with the ANFIS model 

for energy management. On the other hand, a ‘broader’ 

architecture, as shown in Fig. 6b), is also studied for comparison. 

For the ‘deeper’ architecture, the inputs of the GPR model 

are 

𝔁(𝒕) = [𝑢anfis(𝑡) 𝑃dem(𝑡) 𝜇(𝑷dem) 𝜎(𝑷dem)]𝐓 (16) 

where 𝑢anfis(𝑡)  and 𝑃dem(𝑡)  are the output of the ANFIS 

model and vehicle power demand at time t, respectively; 𝜇(∙) 

and 𝜎(∙) are mean function and variation function, respectively; 

and 𝑷dem = [𝑃dem(𝑡1), 𝑃dem(𝑡1), … , 𝑃dem(𝑡𝑡)]  is a vector of 

power demands over a driving cycle. The output signal calculated 

with the GPR model, 𝑢egu(𝑡) = 𝑢′(𝑡) = 𝒢𝐷(𝔁(𝒕)), is the final 

output of the TRCM with ‘deeper’ architecture. 

For the ‘broader’ architecture, the inputs of the GPR model, 

𝒢𝐵, is 

𝔁(𝒕) = [𝑃dem(𝑡) 𝜇(𝑷dem) 𝜎(𝑷dem)]𝐓  (17) 

Fig. 5 Procedure of GKFL for implementing the offline 

optimisation result into real-time control. 
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The outputs of the TRCM with ‘broader’ architecture is 

represented as 

𝑢egu(𝑡) = 𝑢anfis(𝑡) + 𝑢′(𝑡) 

where 𝑢anfis(𝑡) is the output of the ANFIS model, and 𝑢′(𝑡) =
𝒢𝐵(𝔁(𝒕)) is the output of the GPR model 

4. Experimental evaluations 

Both offline software-in-the-loop (SiL) and online HiL 

testing platforms were used in experimental evaluations. The SiL 

test was conducted in MATLAB 2020a on a PC with an i7 CPU 

and a 16GB RAM. The power control prototypes were developed 

in Simulink to allow closed-loop control of the PHEV model. A 

Speedgoat real-time target machine is used for HiL testing, as 

shown in Fig. 7. The control prototype and the real-time vehicle 

model are compiled in a host PC, downloaded onto the Speedgoat 

target machine through Ethernet, and physically connected via a 

CAN bus. 

 

4.1. Fuzzy learning performance in source domain 

Experimental evaluation on learning performance in the 

source domain was conducted under the Ex-WLTC condition, 

which is based on the WLTC cycle being used for vehicle 

certification in the European Union countries. The benchmark 

power management strategy under Ex-WLTC was obtained by 

dynamic programming. 70% of data was used for learning, and 

30% was for verification. GA and PSO algorithms were employed 

for the GKFL. The conventional method (ANFIS toolbox) was 

selected as the baseline. The results obtained by GA and PSO are 

compared with the baseline in Fig. 8a) and Fig. 8b), respectively. 

The models were developed using the training data, and their 

learning performances were evaluated based on the mean square 

errors with training data (Train. MSE), where the MSE with the 

whole training data set is measured for the conventional method, 

and the minimum cross-validation mean square is used for 

evaluation of the GKFL method with different κ values. The 

models were examined using the verification data to obtain the 

verification mean square error (Veri. MSE). The CU was 

evaluated by deploying the models in real-time control and is 

shown in yellow lines with markers. The baseline CU value is 

shown in red dash line as a reference. 

The highest CU value under Ex-WLTC cycle is achieved by 

incorporating GKFL with GA when 𝜅 = 9. However, GKFL is 

more robust with PSO which achieves higher average CU value 

(0.2577) than GA (0.2481). The 𝜅 value is critical for GKFL 

and needed to be chosen very carefully. GKFL achieves higher 

CU value than the baseline when 𝜅 = 5,6,9 where 𝜅 = 5 is 

widely used in five-fold cross validation. Another widely used 

cross-validation method, i.e., ten-fold cross validation, is beneath 

expected in GKFL because it achieves lower CU value than the 

baseline with both GA and PSO. The ANFIS model, GKFL-9W, 

which is obtained with nine-fold fuzzy learning using PSO 

algorithm under the Ex-WLTC condition, is used as the base 

model in the TRCM for the rest of the paper. 

 

Fig. 8 Local learning performance under the Ex-WLTC cycle 

using a) GA and b) PSO algorithms. 

 

Fig. 7 Online hardware-in-the-loop testing platform 

 

Fig. 6 Configuration of the transferable representation control 

model with a) ‘deeper’ architecture and b) ‘broader’ 

architecture. 
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4.2. Robustness of the GKFL model 

To testify the robustness of the developed GKFL model, the 

model developed under Ex-WLTC conditions was implemented 

for real-time control under the other four driving cycles. The real-

time controller built on the Artificial Neural Network (ANN), a 

widely-used AI model, is developed as a baseline method for 

comparison. The ANN has three hidden layers (10, 25, and 25 

neurons for each layer) and has equal training efforts with the 

GKFL model. Using the same dataset obtained under Ex-WLTC 

condition. The CU values obtained by the GKFL-9W-based 

controller and the ANN-based controller are compared with the 

benchmark results (obtained with DP) under the five selected 

driving cycles in Fig. 9. The ANN-based controller can achieve 

higher CU value in Ex-WLTC than the GKFL-9W-based 

controller because ANN is more capable in data-based nonlinear 

system modelling. GKFL-9W-based controller is shown to be 

more adaptive in other driving cycles than the ANN-based 

controller. 

 

Fig. 9 CU values obtained under target domains and source 

domain (Ex-WLTC) 

To quantify the performance of the real-time models, a 

distinction rate is introduced by 

𝜕 =
𝒰rt

𝒰dp
   （13） 

where 𝒰rt  is the CU value obtained with the real-time model 

(GKFL-9W or ANN) under the given driving cycle (e.g., Ex-

FTP75), and 𝒰dp  is the CU value obtained with dynamic 

programming under the same driving cycle. The distinction rates 

obtained in target and source domains are compared in Table III. 

The distinction rates under the source domain (Ex-WLTC 

condition) obtained by the GKFL-9W-based controller and the 

ANN-based controller are 0.9107 and 0.9406, respectively. It 

indicates that both GKFL-9W-based controller and ANN-based 

controller can achieve competitive performance that is similar to 

the benchmarking result. The average distinction rate achieved by 

the GKFL-9W-based controller under the target domains is 

0.7121, which is 27.53% higher than the distinction rate obtained 

by ANN-based controller (0.5583). It indicates that GKFL-9W-

based controller is more robust than then ANN-based control 

model. Nevertheless, in target domains, the performance of the 

control model  achieved is notas good as in the source domain. 

Table III  Distinction rates in target and source domains 

 

Distinction rate 

Ex-

FTP75 

Ex-

JC08 

Ex-

RTS95 

Ex-

UDDS 

Ex-

WLTC* 

GKFL-9W 0.6999 0.6861 0.7071 0.7554 0.9107 

ANN 0.5040 0.4941 0.6915 0.5439 0.9406 

4.3. Knowledge transfer across target domains 

The knowledge transfer performance of the TRCM that 

incorporates the GPR model with the ANFIS model in a ‘deeper’ 

architecture (GS-AN-D for short) was evaluated by monitoring 

its CU value under the target domains. Another TRCM 

incorporating the GPR model with the ANFIS model in a 

‘broader’ architecture (GS-AN-B for short) was developed for 

comparison. Both GPR model and ANFIS model (built with 

GKFL-9 method) were developed using the DP results under the 

  

Fig. 10 CU value achieved under a) Ex-FTP75; b) Ex-JC08; c) Ex-

RTS95; d) Ex-UDDS, and e) Ex-WLTC. 
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Ex-WLTC condition. The real-time CU values achieved by GS-

AN-D, GS-AN-B, and ANFIS are compared in Fig. 10. In target 

domains, as shown in Fig. 10a)-d), both GS-AN-D and GS-AN-

B can achieve higher CU values than the ANFIS controller 

because both of them can transfer the knowledge (learnt from the 

source domain) to the target domains. The GS-AN-D achieves 

higher CU values than the GS-AN-B because the ‘deeper’ 

architecture includes the outputs of the ANFIS model as the input 

of the GPR model, and this can provide enhanced information for 

knowledge transfer. 

To quantify the improvements of CU in target domains, the 

improving rate is introduced as 

Δ =
𝒰trcm−𝒰anfis

𝒰anfis
× 100%   （13） 

where 𝒰trcm is the CU value obtained with the TRCM (GS-AN-

D or GS-AN-B); and 𝒰anfis is the CU value obtained with the 

ANFIS (GKFL-9W). The improving rates in target and source 

domains are compared in Table IV. In the target domains, an 

average improving rate of 34% can be achieved by the GS-AN-D 

method, and the GS-AN-B method can lead to an average 

improving rate of 8.1%. The maximum improving rate (38.6%) is 

achieved under Ex-JC08 condition with the GS-AN-D method. 

This paper also evaluated the GS-AN-D and GS-AN-B models in 

the source domain, and it indicates that both TRCMs can also 

contribute to CU value improvements in the source domain (by 

up to 6.28%). 

Table IV  Improving rates in target and source domains 

 

Improving rate 

Ex-

FTP75 

Ex-

JC08 

Ex-

RTS95 

Ex-

UDDS 

Ex-

WLTC* 
Mean 

GS-AN-D 34.8% 38.6% 35.3% 27.3% 6.28% 34.0% 

GS-AN-B 9.6% 9.4% 8.1% 5.2% 4.3% 8.1% 

Performance of the PHEV equipped with the TRCM (GS-

AN-D) is verified  in Fig. 11. The illustrated variables include 

the real-time CU values, battery SoC, EGU’s control command, 

and battery cell’s voltage under Ex-FTP75, Ex-JC08, Ex-RTS95, 

Ex-UDDS, and Ex-WLTC conditions . The results are compared 

with benchmark results obtained by DP in the respective driving 

conditions. In general, the proposed method can achieve 

competitive performance with the benchmark results in real-time. 

It can maintain the battery SoC with similar trajectories to the DP 

results and ensure the voltages of battery cell satisfy its physical 

constraints (between 3.3V to 3.9V).  

5. Conclusions 

This paper studied a transfer learning routine to enable rapid 

development of real-time controller for energy management of 

PHEV. A new transferable representation control model (TRCM) 

is developed by incorporating two promising AI technologies, 

Fig. 11 Vehicle performance, including real-time CU value, battery SoC, EGU control command, and battery cell voltage under a) 

Ex-FTP75; b) Ex-JC08; c) Ex-RTS95; d) Ex-UDDS, and e) Ex-WLTC. 
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adaptive neuro fuzzy inference (ANFIS) and Gaussian process 

regression (GPR). By defining source and target domains based 

on five worldwide driving cycles, experimental evaluations based 

on hardware-in-the-loop testing were conducted. The conclusions 

drawn from this work are as follows: 

1) By introducing k-fold cross validation in the learning process 

for development of ANFIS-based control model, the 

proposed global k-fold fuzzy learning (GKFL) method is 

superior to the default MATLAB ANFIS toolbox. For both 

GA-based and PSO-based GKFL methods, the optimal 

control performance can be achieved when 𝜅 = 9. 

2) The ANFIS control model is robust in target domains. 

Compared with a control model built on artificial neural 

network, the ANFIS model achieves 27% higher distinction 

rate  

3) By incorporating a GPR-based compensation model with the 

ANFIS model in a ‘deeper’ architecture, the TRCM is 

capable of knowledge transfer from source domain to target 

domains. Compared to the ANFIS-only control model, the 

TRCM achieved an average improvement of 34% in CU 

values has been achieved in target domains.  

In the future, the proposed TRCM will be incorporated within 

learning-based control systems, e.g., with reinforcement learning 

agents, to provide reliable control execution based on empirical 

knowledge and to guarantee the robustness of online learning. 
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