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Abstract—In Artificial Intelligence driven health-
care system, human motion detection is becoming
increasingly popular as it can be applied to give
remote healthcare for vulnerable people. This paper
aims to develop a contactless AI enabled Healthcare
system, aimed to detect human motion using RF
(Radio Frequency) signals. Although human motion
detection systems have been developed using wearable
devices like smart watches have been widely deployed,
it still leaves many issues that cannot be solved. For
some disabled and elderly people, it is difficult and
easily forgotten to wear the devices. Thus, in order
to tackle those issues, we propose a novel method
using non-wearable methods. We first produced a
dataset of radio wave signals that contain patterns of
human motion by using software-defined radios. Next,
machine learning algorithms such as Neural Network
(NN), K Nearest Neighbors (KNN), Random Forest
and Support Vector Machine (SVM) were applied to
the CSI data to classify different human activities.
Then, we used each algorithm to build an independent
classifier and ensemble three best performing classi-
fiers to the healthcare system to reduce the possibility
of False Positive cases or True Negative cases. The
ensemble classifier is able to achieve an accuracy of

around 98% using 70% data for training and 30%
data for testing. This is much higher in contrast with
a benchmark dataset collected by accelerometers in
wearable devices with an accuracy of around 93%,
proving the effectiveness of non-invasive methods.

Index Terms—Random Forest, ensemble machine
learning, Support Vector Machine (SVM), Neural
Network (NN), K Nearest Neighbors (KNN), Channel
State Information (CSI)

I. INTRODUCTION

Recent decades have witnessed the development
of the Internet of Things (IoT), which allows
human motion detection to be applied in many
scenarios [1,2]. It has been proved that human
motion detection has already played a growing
crucial role in those areas, especially in healthcare.
Motion detection technologies mainly have two
types: vision-based detection based on computer
vision and sensor-based detection based on tra-
ditional machine learning algorithms. The impor-
tance of human healthcare systems about human



motions for elders can be clearly demonstrated
in the World Health Organization (WHO) reports
that over 37 million serious injuries are related to
falls and 646,000 deaths every year and most of
them are related to elderly [3,4]. Additionally, the
elderly population keeps on rising and according
to statistics from the United Nations, the elderly
population will be around 2.1 billion in the year
2050, which can be a serious challenge to the
elderly healthcare system. Falling-related injuries
can cause direct financial losses related to curing
those patients and indirect loss to society produc-
tivity [5,6]. If caregivers know that patients fall
through the human motion detection system, many
tragedies can be avoided as the caregivers can offer
assistance in time. More importantly, this can allow
vulnerable populations like the elderly to live a
more independent lifestyle while still being ensured
their safety as they are being monitored by the
system. As each elder will require a lower level
of caring, one caregiver can allow time for more
elders as the technology can lessen their burdens
and in turn save medical resources.

Detecting human motion through wearable de-
vices like smart phones or smart watches with ac-
celerometers is a popular method of building human
healthcare systems of human motion. When patients
fall down, the smart phones or smart watches can
detect it and pass information to the caregivers for
help [7,8]. It will fail to work when people forget
to wear their watches, carry their phone or fail to
charge their device. Additionally, wearable devices
also might lead to concerns of privacy. As data
of wearable device is usually stored in the cloud
and the data in the cloud can be easily attacked by
hackers nowadays [9]. Another method of detecting
human motion that does not require patients to
wear any devices is by using RF signals. In this
method, we detect human motions through wireless
signals. From [10,11], we know that Channel State
Information (CSI) can be used for detecting human
movements. The CSI describes how the wireless
signals propagate between the Radio Frequency
Source and Radio Frequency Receiver [12] and
it will perform changes in certain patterns when
people perform certain movements, implying the

potential of human motion detection. In this project,
we recorded the amplitude of CSI, using Universal
Software-defined Radio Peripheral (USRP), when
volunteers performed certain human movements to
construct a dataset of CSI of human activities.
USRPs were used because they provide a simple
framework that can enable us to collect data easily
[13,14]. Besides, USRPs can transfer and receive
frequencies in different bands. In this project, we
used 64 subcarriers that were generated by OFDM
with 64 points Fast Fourier Transform [15]. Since
higher frequencies can detect large motions while
lower frequencies can be used for small motions
[16], using USRPs with 64 different frequencies
might enable us to detect both large and small
movements easily. After using the noise filter to
clean the CSI data, we adjusted parameters of
chosen machine learning models to study features
of CSI and ensemble three best-performed machine
learning models to be the ensemble classifier. The
ensemble classifier and Random Forest were inte-
grated into local and real time healthcare systems
that might be used in real conditions.

The reason that we apply machine learning mod-
els to classify CSI signals is that many works
related to human motion classification have been
done through machine learning. The KNN model
was applied to the data and the result shows that
it can achieve an accuracy of 95.5%. The arti-
cle [17] demonstrates pros and cons of several
existing patients monitoring technologies, such as
sound-based, motion-based, vision-based, sensor-
based, Radio-Frequency (RF) sensing methods. It
shows that the noise filtering and feature extrac-
tion are important parts of RF sensing. In [18],
SVM is applied for detecting normal walking and
abnormal walking based on S-band sensing. The
S-band sensing works by collecting the wireless
channel data operated at 2.4 GHz, which is similar
to our non-invasive method. The result shows that
SVM can achieve an accuracy of 93%. However, in
this work, the writers did not make a comparison
between SVM and other machine learning models.
Without comparison, we do not know whether SVM
is the best method or not, which can be improved
in our work. Apart from motion detections, CSI



data has also been applied to monitor breathing
beats of people [19]. In this study, people used
WiFi devices to estimate breathing frequencies for
multiple people by measuring CSI phase difference
between antennas at the WiFi receiver. After that,
they applied Canonical Polyadic decomposition to
obtain the required breathing signals. Finally, a
stable signal matching model was applied to find
the breathing rates for different people. This work
proves that CSI data can not only classify motions
but also estimate breathing rates of people, showing
the potential of CSI data in wireless health sensing.
[20] illustrates that SVM classifier yields a precision
of 90% while Random Forest Classifier generates a
precision of 94% in CSI data. This result shows
that Random Forest Classifier might be a better
machine learning algorithm in CSI data in contrast
with SVM. Works [21-23] show the potential of
CSI data in the area of motion tracing, recognizing
gestures and detecting smoking behavior when light
conditions are not ideal. Deep learning is currently
one of the most successful and popular methods
in machine learning and the paper [24] attempts to
apply Deep learning to multi-frequency CSI signals.
In this work, they constructed CSI-Net, a unified
Deep Neural Network which can be applied to
hand sign recognition and falling detection. Apart
from CSI-Net, they presented methods about how to
encode and process CSI signals in DNNs. The result
shows that DNN can achieve an accuracy of 100%
in sign recognition and 96.67% in falling detection,
which are nearly the highest in similar works. They
also applied several traditional machine learning
algorithms like SVM and Naı̈ve Bayes to their
CSI data. SVM results in an accuracy of 90.24%
in sign recognition and 81.46% respectively while
those for Naı̈ve Bayes are 81.00% and 73.01%. In
comparison with DNNs, it is clear that SVM and
Naı̈ve Bayes perform worse in terms of classifying
CSI data, proving the amazing classifying ability
of DNN. Similarly, another work [25] shows the
possibility of using fully convolutional neural net-
work (FCN) to recognize human motions based on
Wi-Fi data and it also obtains a great result. In
comparison with [24], the network of this work
only contains convolutional layer while [24] has

both convolutional layer and fully connected layer.
The work [26] combines three machine learning
models: Classical Machine Learning-based Multi-
Class classifier, Deep Learning-based Multi-Class
classifier, and Deep Learning-based Binary-Class
classifier to decrease the possibility of misdiagnosis.
This work shows the power of ensemble learning in
dropping the possibility of False Positive, which is
crucial in healthcare. Those previous works provide
the theoretical foundation for this project.

In this paper, the principle that we adopt is to
train our machine learning models based on the CSI
for classification. Firstly, we used USRP to collect
CSI and apply a low pass filter to clean the noise
of CSI. Next, we utilized some statistical standards,
such as f1-score, precision and recall, and plot
learning curves to exam whether models suffer from
under fitting or over fitting. If we found models
that could not fit the CSI data well, we would
adjust parameters of machine learning models until
those models achieve the best performances. Then,
we ensemble three best fitted machine learning
models. After that, we made a comparison with a
benchmark dataset, which was constructed by data
of accelerators attached to smart phones. Finally,
real-time and local healthcare AI systems were
constructed based on both Ensemble Classifier and
Random Forest. The Ensemble Classifier should be
applied when there are sufficient computing sources
while Random Forest should be used when there are
limited computing sources. The paper is organized
in such a structure: Methodology part consists of
Data Collection and Signal Processing, Machine
Learning and Local and Real Time Classification,
Analysis and Discussion part and Conclusion and
Further Work part. In Data Collection and Signal
Processing, we describe how we collect CSI data
and clean it. Machine Learning demonstrates the
principles of different machine learning models,
their performances in this project and compares
results with a benchmark dataset based on data
from mobile accelerators. Local and Real Time
Classification focuses on how we integrate machine
learning models into Local Classification and Real
Time Classification. In the Analysis and Discussion,
how to achieve the balance between the accuracy



and computing source is discussed. In the Conclu-
sion and Further Work, we summarize what we have
achieved in this paper and what can be done in the
future by applying the strategy of online learning.

II. METHODOLOGY

A. Data Collection and Signal Processing

In this paper, CSI samples of sitting and standing
were collected while USRP devices communicate
between antennas. Two USRPs were used in this
project, one as the transmitter and another as the re-
ceiver. The devices are connected to two computers
through cables and they were set to transmit signals
from one antenna to the other for 10 s. During
the experiment of collecting CSI data, two USRP
devices were kept at a distance of 4 m. The experi-
ment was performed in an office containing tables,
chairs, paintings, etc, to simulate real life situations.
Volunteers were asked to complete sitting down
and standing up between the two USRPs. When
volunteers perform the actions, the CSI represents
the propagation of the radio signal. Although people
can never perform the exact same motion and the
interference from ambient factors also contribute to
the difference, their motions should follow the same
patterns which can be extracted by the machine
learning model. All volunteers had signed ethical
approves provided by the University of Glasgow
ethic review committee. This process helped us col-
lect CSI for different human motions and we made
labels on the CSI samples while collecting them.
After 30 samples of each activity are collected, a
CSI dataset is successfully built. Figure 1 shows the
process of data collection.

Fig. 1. Flow chart of Data Collection and Signal Processing.

In an attempt to explore features of CSI and the
possibility to use filtering to limit the influence of
noise, we first worked on signal processing. To be
more specific, we first analyzed the CSI through
comparison between sitting CSI and standing CSI
in both time domain and frequency domain through
MATLAB programming. Since collected data was
measured in the time domain, we just directly
showed them in the MATLAB figure while in the
frequency domain, we used DFT (Discrete Fourier
Transform) to display the frequency information.
Results of comparison are shown in Figure 2 and
Figure 3 below made by MATLAB and collected
CSI data.



Fig. 2. Sitting time series and standing time series.

Fig. 3. Sitting DFT and standing DFT.

From Fig. 3, it is clear that the noise signals
of both sitting and standing are high frequency.
Therefore, a Butterworth lowpass filter is chosen
as the noise filter to clean our data. After collecting
and processing our data, we entered the machine
learning stage.

B. Machine learning

In the machine learning stage, scikit-learn library
was selected since it contains many powerful ma-
chine learning algorithms as well as a large amount
of useful data processing functions [27]. To be
more specific, the scikit-learn library can provide

different machine learning algorithms, which can
satisfy different conditions, including classification,
regression, dimensionality reduction and clustering.
Besides, it is easy to do training and testing splitting
as well as data pre-processing. In this paper, we
adapted the simple imputer function to impute value
NAN with 0 for normalization before putting the
data into training models. The NAN values are a
result of the differing sizes of data received while
the USRPs communicated within the 10 second
time frame between collected samples in the full
dataset.

We split 70% of the data for the training and
30% of the data for the testing. In an attempt to
assess the performances of those machine learning
algorithms, we calculated four classification values,
including False Positive (FP), True Positive (TP),
False Negative (FN) and True Negative (TN). Then
we got the performance metrics based on the above
four classification values. The details of calculating
performance metrics [28] can be found in equations
(1)-(4).

Recall =
TP

TP + FN
(1)

Accuracy =
TP + TN

TP + TN + FP + FN
(2)

Precision =
TP

TP + FP
(3)

Accuracy = 2× Precision ·Recall
Precision+Recall

(4)

Four machine learning algorithms were selected
to train and test the CSI dataset. The four machine
learning algorithms are SVM, NN, Random For-
est and KNN. In order to increase the precision,
we designed an ensemble classifier based on the
prediction of four machine learning algorithms.
Specifically, the ensemble classifier will declare the
result of prediction from votes of each algorithm
prediction. If three algorithms predict “Sitting” and
only one algorithm predicts other results, the en-
semble classifier will take “Sitting” as its result of
prediction.



The Random Forest consists of many decision
trees and every decision tree predicts through find-
ing features in training. The decision tree is sim-
ilar to a tree structure, consisting of node and
directed edge, which can be used for classification.
The internal node and leaf node are two types of
nodes of the tree. A leaf node represents a class
while an internal node represents a feature. ID3
algorithm based on the principle of information
gain is adapted to the training of decision tree.
The advantages of the decision tree are: 1. It is
easy to understand the reasoning process based on
the format: “If Then”, 2. The reasoning process
depends on the values of features only, 3. It can
ignore features that have no contribution, judge the
importance of different features, which can help us
simplify features. However, if we want to achieve
the best structure of decision tree, we need to have
the fewest nodes, have the lowest depth, fulfill the
fewest nodes and lowest depth at the same time and
this has been proven to be a NP issue. To be more
specific, if the depth of the decision tree is too large,
it will meet the issue of over fitting while if there
are too few nodes, it will meet the issue of under
fitting. Therefore, it is hard to find the best decision
tree.

For Random Forest, the results of statistical
standards are accuracy=0.99, precision=0.99, re-
call=0.99 and f1-score=0.99. Since these four stan-
dards for evaluation are all close to 1, it is clear
that this model can have a good performance for our
CSI dataset. However, it just gives average values of
four standards of standing and sitting. In an attempt
to explore more details of training effects in terms
of standing and sitting, we constructed a confusion
matrix to illustrate.

TABLE I
CONFUSION MATRIX OF RANDOM FOREST

True
Predicted Standing Sitting

Standing 341 9
Sitting 1 349

From learning curves for Random Forest, it is
clear that as the training samples increase, cross-

validation score gradually becomes larger until
nearly achieves 1 while training score stays around
1. This fact shows that at the beginning of training,
Random Forest suffers from the problem of high
variance, the sign of over fitting. But as more train-
ing samples are trained, the cross-validation score
and the training score become closer. Therefore, we
can conclude that the Random Forest model has
successfully overcome the problem of over fitting
when there are enough training samples.

Fig. 4. Learning curves of Random forest.

K Nearest Neighbors (KNN) algorithm has the
advantages of simplicity, high accuracy and not
sensitive to abnormal value. The principle of KNN
is: given a training dataset, for a new input data,
we need to find the k nearest examples from the
training dataset to this new input data. If most of
the k nearest neighbors belong to class 1, the new
input data will be predicted as class 1. However,
it has a high computing complexity and spatial
complexity and it is sensitive to selection of k. If
we choose a small k, the approximation error will
become smaller while estimation error will become
larger, the model will be more sensitive to noise and
the complexity will become larger, leading to the
problem of overfitting. If we choose a lager k, we



will have less estimation error while approximation
error will become larger and the model will be
simpler, contributing to under fitting problem [30].
Therefore, it is vital to find the best k to achieve a
balance between under fitting and over fitting.

For KNN, the results of statistical standards are
accuracy=0.78, precision=0.85, recall=0.78 and f1-
score=0.77 when k=1. Because these four standards
for evaluation are not ideal, KNN cannot fit our CSI
data well. From the confusion matrix, we can find
that the prediction for sitting is poor but standing
is satisfactory.

TABLE II
CONFUSION MATRIX OF KNN

True
Predicted Standing Sitting

Standing 350 0
Sitting 153 197

From its learning curves, it can be observed that
as the training samples increase, cross-validation
score gradually becomes larger until nearly achieves
0.8 while training score stays around 1. This fact
shows that the model suffers from over fitting since
the cross-validation score and the training score still
have a large distance after all training examples are
trained. Therefore, the KNN model is not suitable
to integrate into the ensemble classifier.

Fig. 5. Learning curves of KNN.

SVM constructs hyper planes, which can separate
data of various types [31]. The optimizing aim of
SVM is to construct hyper planes that can separate
positive and negative samples with the largest mar-
gin. The points located at boundaries are referred
to as Support Vector.

Fig. 6. SVM optimal hyperplane.

In this project, SVC was selected from
sklearn.svm and set the parameter gamma=0.00015



and we got accuracy=0.94, precision=0.94, re-
call=0.94, f1-score=0.94. Similar to Random Forest,
it is clear that this model can have a great per-
formance over our CSI data. From the confusion
matrix below, we can find that the prediction for
standing is better than the prediction for sitting.

TABLE III
CONFUSION MATRIX OF SVM

True
Predicted Standing Sitting

Standing 349 1
Sitting 18 332

When observing the learning curves, as the train-
ing samples increase, both cross-validation score
and training score gradually become larger un-
til nearly achieves 1. This fact shows that SVM
has a high bias at the beginning and a low bias
at the end of the training process, meaning that
SVM suffers from under fitting and fits the model
greatly when all training examples are imported.
In comparison with the learning curves of Random
Forest, SVM cross-validation score is smaller than
that of Random Forest when there are few training
examples. Therefore, we can conclude that SVM
performs worse than Random Forest when there are
few training examples and performs nearly as well
as Random Forest after all training examples are
trained.

Fig. 7. Learning curves of SVM.

The Neural Network (NN) model is similar to
the work principle of the human brain [32]. The
deeper the NN, the model can extract more features
of data, but this can also increase the possibility that
the model will be over-fitting while a few layers
network can lead to under-fitting. Thus, it is difficult
to achieve a balance between under-fitting and over-
fitting [33]. After a careful selection, we chose 5
hidden layers with 20 hidden nodes in each layer.
Apart from that, learning strategies can be crucial in
training the NN model and the best learning strategy
should have the lowest loss at the end.

Fig. 8. Comparison of different learning strategies.

From comparison in Fig. 8, we can find that adam
has the lowest loss after training and it achieves its



optimal point quickly. Therefore, we select adam as
our learning strategy.

After those optimizations, we finally achieved
a great result in the Neural Network model with
accuracy=0.94, precision=0.94, recall=0.94 and f1-
score=0.94. From the confusion matrix, it is notice-
able that performance over sitting is much worse in
comparison with standing.

TABLE IV
CONFUSION MATRIX OF NEURAL NETWORK

True
Predicted Standing Sitting

Standing 341 9
Sitting 32 318

From its learning curve, we can find that the
training score stays around 1 while cross-validation
score grows gradually until around 0.95. Therefore,
the Neural Network model has low bias but high
variation, meaning that the Neural Network has the
problem of over fitting but it is not very serious
as the difference is not large and we can still use
Neural Network as part of our ensemble machine
learning classifier.

Fig. 9. Learning curves of Neural Network.

Based on the above analysis of 4 machine learn-

ing models, we ensemble three models: Random
Forest, SVM and Neural Network (abandon KNN
due to its serious over fitting problem) to be our
ensemble classifier with ‘hard vote’ [34], meaning
that only the prediction with most of votes will
be the prediction. Assume that predictions made
by Random Forest, SVM and Neural Network are
independent, Random Forest=C1, SVM=C2, Neural
Network=C3, Ensemble Classifier=C, Standing=S1,
Sitting=S2.

Based on those assumptions and statistical
knowledge, we can find the probabilities:
P (C = S1|S1) = P (C1 = S1|S1) · P (C2 =

S1|S1) · P (C3 = S1|S1) + P (C1 = S2|S1) ·
P (C2 = S1|S1) · P (C3 = S1|S1) + P (C1 =
S1|S1) · P (C2 = S2|S1) · P (C3 = S1|S1) +
P (C1 = S1|S1) · P (C2 = S1|S1) · P (C3 =
S2|S1) = 341

350 ·
349
350 ·

341
350 + 9

350 ·
349
350 ·

341
350 + 341

350 ·
1

350 ·
341
350 + 341

350 ·
349
350 ·

9
350 = 0.9992

P (C = S2|S2) = P (C1 = S2|S2) · P (C2 =
S2|S2) · P (C3 = S2|S2) + P (C1 = S1|S2) ·
P (C2 = S2|S2) · P (C3 = S2|S2) + P (C1 =
S2|S2) · P (C2 = S1|S2) · P (C3 = S2|S2) +
P (C1 = S2|S2) · P (C2 = S2|S2) · P (C3 =
S1|S2) = 349

350 ·
333
350 ·

318
350 + 1

350 ·
333
350 ·

318
350 + 349

350 ·
17
350 ·

318
350 + 349

350 ·
333
350 ·

32
350 = 0.9952

From the law of total probability, we can get the
result:
∵ P (S1) = P (S2) = P (C = S1) = P (C =

S2) = 0.5, P (C = S1) = P (S2)·P (C = S1|S2)+
P (S1) · P (C = S1|S1), P (C = S2) = P (S1) ·
P (C = S2|S1)+P (S2)·P (C = S2|S2) ∴ P (C =
S1|S2) = 1 − P (C = S1|S1) = 1 − 0.9992 =
0.0008, P (C = S2|S1) = 1 − P (C = S2|S2) =
1− 0.9952 = 0.0048

From the above analysis, we find that using the
ensemble classifier can increase the precision of the
model, which will help us improve performances of
the machine learning model. However, in practice,
the three machine learning models are not indepen-
dent. Thus, we cannot have an ensemble classifier
as good as the ideal one. But it can still achieve
accuracy = 0.987 ≈ 0.99, precision = 0.987 ≈
0.99, recall = 0.987 ≈ 0.99andf1 − score =
0.987 ≈ 0.99 and the confusion matrix below shows
that the ability of prediction for standing and sitting



are nearly the same for ensemble classifier.

TABLE V
CONFUSION MATRIX OF ENSEMBLE CLASSIFIER

True
Predicted Standing Sitting

Standing 346 4
Sitting 5 345

The learning curves show that the training score
of the ensemble classifier stays around 1 while the
cross-validation score grows from around 0.78 to
near 0.99 as the training examples increase. There-
fore, we can conclude that ensemble classifier has
low bias but high variation when there are around
200 training examples and it overcomes this issue
when all 490 training examples are trained. This
fact proves that ensemble classifier really works.

Fig. 10. Learning curves of Ensemble Classifier.

Before using our machine learning model, we
made a comparison between the performance of our
CSI Dataset versus a Benchmark Dataset measured
by accelerators of smart phones in an attempt to
verify the effectiveness of our CSI dataset. The
benchmark dataset is obtained from the dataset
constructed by UCI [37], where human motions are
measured by accelerators of smart phones.

Fig. 11. Comparison of Benchmark Dataset and CSI Dataset.

From Fig. 11, we can find that our CSI Dataset
performs better in 4 machine learning algorithms
while Benchmark Dataset gains a better perfor-
mance in terms of KNN. This comparison shows
that CSI Dataset gains better performance compared
with Benchmark Dataset in most machine learning
models used in this project. Therefore, it is reason-
able to adapt CSI Dataset when we are trying to
classify human motions.

TABLE VI
COMPARISON OF BENCHMARK DATASET AND CSI DATASET

Machine Learning
Model

Benchmark
Dataset
Accuracy
(%)

CSI Dataset
Accuracy (%)

Random Forest 93.01 98.57
K Nearest Neighbors 90.40 78.14
Support Vector Ma-
chine

90.48 97.29

Neural Network 93.42 94.14
Ensemble Classifier 93.64 98.71

After applying Random Forest, Benchmark
Dataset can get an accuracy of 93.01% while that
of CSI dataset is 98.57%. Compared with other
machine learning models, the performance can rank
3rd in Benchmark dataset and 2nd in CSI dataset
with only a little difference to the best model
(0.63% in benchmark dataset and 0.14% in CSI
dataset). Thus, it is reasonable to apply Random



Forest when there is only a limited source of com-
putation. The KNN model acquires accuracies of
90.40% and 78.14% in Benchmark Dataset and CSI
Dataset respectively. It is noticeable that the KNN
model has the worst performance in both Bench-
mark Dataset and CSI Dataset. Accuracy of 90.48%
in Benchmark Dataset and accuracy of 97.29% are
gotten by Support Vector Machine. According to
the accuracies, Support Vector Machine can rank
4th in Benchmark Dataset and rank 3rd in CSI
Dataset. This fact proves that SVM can perform
well in the task of human motion classification. The
Neural Network model gets an accuracy of 93.42%
in Benchmark Dataset, ranking 2nd and gets an
accuracy of 94.14% in CSI dataset, ranking 4th.
Neural Network has proved to be a useful model
over the problem of classification and this project
proves this fact again, but it might suffer from its
high cost of computation source and issue of over
fitting. Lastly, Ensemble Classifier is best in both
Benchmark Dataset and CSI Dataset with an accu-
racy of 93.64% in Benchmark Dataset and 98.71%
in CSI Dataset due to the principle of probability
behind it. However, since it depends on predictions
of three machine learning models to make its own
decision, it will take the largest amount of com-
puting source. Thus, it is not recommended for
embedded devices with limited computing source.

Overall, a better performance can be gained by
CSI Dataset in most machine learning models used
in this project, proving the effectiveness of CSI
Dataset. Among 5 machine learning models used in
this project, Random Forest model is suitable for us-
ing in a place with limited computing resources like
mobile phones, while Ensemble Classifier should be
used in a place with abundant computing sources
such as cloud computing.

C. Local Classification and Real time Classifica-
tion

After we finish the machine learning process, we
can finally enter into the testing process. In this
project, two modes of testing are created, one is a
local test and the other is a real time test. The local
test can be applied when there are limited or no

internet sources while the real time test serves for
the conditions with internet sources.

The following flow chart explains how the local
test and real time test work. Most of the processes of
two tests are the same and the differences are 1. The
local test uses data from local files to predict while
the real time test applies data from online dataset
2. The local test will display the result on the local
GUI and the real time test will display the result
on the real time web interface. At the beginning
of the process, volunteers sit or stand when the
USRP will record its CSI data and this data will
be stored in the MATLAB. After that, Python will
extract CSI data from MATLAB. Compared with
the training and testing process, we use all data
for training machine learning models in an attempt
to increase the accuracy of the model. Thanks to
the convenience of scikit library, both ensemble
classifier model and Random Forest model can be
saved and reused by using the joblib library for
the situations when there are sufficient computing
sources and limited computing sources respectively.
After the saved machine learning model is imported
into python, the model can make predictions based
on the extracted CSI data and this prediction will
be displayed on the local GUI or real time web
interface.

Fig. 12. Flow chart of local test and real time test process.

The following two graphs of GUI show how the
local test is performed when the human movement
is sitting and standing. For testing, we print the tags
of data as the real result and put features into the
integrated machine learning model to predict. After



the result has been established, the predicted result
will be printed on the GUI as prediction. It is clear
that our machine learning model can predict the
right result as its tag shows, no matter whether the
tag is standing or sitting.

Fig. 13. Local classification demo.

The real time test can show both CSI amplitude
graph and predicted result on the web interface.
From Fig. 14, we can find that the CSI amplitude
of standing has a large difference in contrast with
that of sitting. The CSI amplitude of standing
experiences huge changes from around 0.05 to 0.43
as time goes while that of sitting vibrates around
0.19 to 0.21 most of the time. Thus, they have
distinguished features that can be recognized by our
integrated machine learning models, which is the
foundation of our machine learning classification.

Fig. 14. Real time classification demo.

III. ANALYSIS AND DISCUSSION

The most important part of this work is how we
achieve a balance between increasing accuracy and
saving computing resources in the machine learning
process. What we first planned to do is by testing
different machine learning algorithms and choosing
the best one based on accuracy, precision, recall
and f1-score, four statistical standards of machine
learning models. However, we soon realized that
these statistical standards cannot reflect whether the
model is under fitting, over fitting or just fitting
during the training process. In an attempt to explore
deeper, we plotted the learning curves of Random
Forest, KNN, SVM and Neural Network. It turns
out that Random Forest, KNN and Neural Network
suffer from over fitting while SVM has the problem
of under fitting. Among those machine learning
algorithms, KNN has the worst performance while
Random Forest is the best in terms of accuracy but



its performance does not exceed SVM and Neural
Network much. Based on this, we were inspired that
it might be a great idea to combine the advantages
of different models to make predictions. Then,
we created the ensemble classifier which makes
prediction based on the votes of three models:
Random Forest, SVM and Neural Network (KNN is
abandoned due to its worst performance). The result
of ensemble classifier is even better than Random
Forest from both theoretical analysis and the real
test. However, because it requires votes from three
machine learning models to make its own decision,
it will use the most computing sources, which are
not suitable for conditions with limited computing
sources. Therefore, we applied the Random Forest
model to make predictions when computing sources
are limited and Ensemble Classifier when there are
sufficient computing sources for both the local test
and the real time test.

After making all these modifications to balance
accuracy and computing source, we made a com-
parison between our CSI Dataset and a traditional
embedded device Benchmark Dataset in terms of
accuracy with the same machine learning models
to test whether our CSI Dataset is effective or not.
In this comparison, we kept parameters of machine
learning models the same to ensure fairness. The
result of comparison demonstrates that our CSI
Dataset can gain a better result in Random Forest,
SVM, Neural Network and Ensemble Classifier
while Benchmark Dataset can perform better in
KNN. This result proves the effectiveness of our
CSI Dataset in terms of predicting human activities
and our CSI Dataset can gain a better performance
in most machine learning models used in this
project.

Although our designed Real-Time Human Activ-
ity Recognition System has been proved to have
a great performance through testing its statisti-
cal performances and comparing its result with a
Benchmark Dataset, we still cannot ensure that it
can perform well in real life. Since different people
might generate different CSI, the CSI signals in real
life might follow different patterns in contrast with
the CSI Dataset that we created, which is called
concept drift formally. The concept drift might

result in a decline of accuracy in the real time test.
Apart from concept drift, it is hard for us to improve
the recognizing ability of our recognition system
after the training process is finished. Implementing
an online machine learning method into this CSI
Dataset might be meaningful to improve accuracy
in this project. There are mainly two reasons for
adapting to online machine learning or incremen-
tal learning: 1. incremental learning can adapt to
concept drift, like changes in data distribution 2.
online machine learning is able to process an infinite
data stream with finite resources [36]. Those two
advantages can help our Human Activity Recogni-
tion System gradually adapt to different CSI signals
and improve its accuracy. Due to the limit of time,
we decided to apply online machine learning in the
future.

IV. CONCLUSIONS AND FUTHERWORK

A. Conclusions

What we have achieved is to provide a dataset
of human motion based on USRP CSI, test effects
of several traditional machine learning algorithms
on this dataset, propose an ensemble classifier from
three best performed machine learning algorithms
and ensemble the Random Forest and Ensemble
classifier into local GUI and real time web inter-
face for the conditions with limited and sufficient
computing resource respectively.

The CSI Dataset records two types of human
motion: standing and sitting, which gets an accuracy
over 98% for both Random Forest and ensemble
classifier. This high accuracy implies the fact that
CSI of standing and sitting have their distinguished
features that can be found by machine learning
algorithms, Random Forest and Ensemble Classifier
can distinguish their differences best. From learning
curves of Random Forest, KNN, Neural Network
and Ensemble Classifier, we can find that they have
high variance at the beginning of training but only
KNN still has this high variance after the training
process is finished, while other machine learning
models overcome this over fitting problem success-
fully. Unlike other machine learning models, SVM
suffers the problem of high bias at the beginning



of training but it gradually overcomes after more
training examples are trained.

In an attempt to compare the effect of our CSI
Dataset and the effect of traditional embedded de-
vice dataset, we found a Benchmark Dataset from
UCI and tested it with the same machine learning
models. The result shows that our dataset performs
better in Random Forest, SVM, Neural Network and
Ensemble Classifier while UCI Benchmark Dataset
gains a better performance in KNN. Since our CSI
Dataset performs better in most machine learning
models, we can verify the effectiveness of our
CSI Dataset. This comparison shows that KNN has
the worst performance in both CSI Dataset and
Benchmark Dataset, which might imply that KNN
is not suitable for human motion classification.

Random Forest and Ensemble Classifier are se-
lected as models that are imported into the local test
and the real time test. Although Ensemble Classifier
can perform best among all models, it needs to
take the largest amount of computing source, which
is not beneficial for places with limited comput-
ing source. In an attempt to tackle this limit in
computing source, Random Forest with the second-
best performance can be applied. Though it cannot
perform as good as the Ensemble Classifier, it still
can gain a relatively satisfactory result in terms of
accuracy and, most importantly, it can utilize the
precious computing source well.

B. Suggestions for further work

One of the biggest issues of traditional offline
machine learning is that it can perform well in
the training set but its performance will become
worse once tested in real scenarios. This is because
there might be a concept drift between data in
the training set and testing set in real scenarios.
In contrast, online machine learning will use the
data in the testing set to update its parameters and
gradually adapt to the special features of user and
the features learned from previous training data will
gradually be forgotten. This can be very useful to
improve the accuracy in real scenarios. As different
people have different features when they perform
their motions, enabling the machine learning model
to learn corresponding user’s features is important

for the progress of the machine learning model.
The explanation of an online machine algorithm is
shown below:

Algorithm 1 Online Machine Learning Algorithm
Input: Get (x,y) corresponding to the current

user.....;
Output: Parameters of online machine learning

model θ......
0: Repeat forever as long as the website is run-

ning......
0: for j=0:n do
0: θ=θj−α( hθ(x)-y)

Real life is composed of infinite data stream
while traditional offline machine learning can only
use finite data to train. However, online machine
learning can continually learn from the infinite data
stream. Although online machine learning can only
have a small difference compared with traditional
machine learning at the beginning, as time goes by,
online machine learning will outperform traditional
machine learning since online machine learning
keeps learning from new data stream while tradi-
tional machine learning just stops learning.

Fig. 15. Planned Online Machine Learning based GUI.

In our plan, a GUI based on the online ma-
chine learning model will be constructed. This GUI
can intellectually adapt to the concept drift that
happened in the real scenario and gain a better
performance towards certain users as time goes by,



while the previous GUI cannot behave better as
time elapses. This is a great improvement compared
with previous designs. The overall design of the
Online Machine Learning based GUI can be found
in Fig. 15. It consists of three parts: MATLAB,
Python and Online Machine Learning Model. The
MATLAB part is responsible for detecting motion,
recording and storing CSI. The Python part mainly
works for making predictions based on the Online
Machine Learning Model and presenting the result
of prediction to people and the Online Machine
Learning Model should receive users’ feedback and
adjust its parameters based on users’ feedback.
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